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Abstract

We study two integrable systems associated with the coupled NLS equation: the in-

tegrable defect system and the integrable boundary systems. Regarding the first one, we

present a type I defect condition, which is described by a Bäcklund transformation frozen

at the defect location. For the resulting defect system, we prove its integrability both by

showing the existence of an infinite set of conserved quantities and by implementing the clas-

sical r-matrix method. Regarding the second one, we present some new integrable boundary

conditions for the coupled NLS equation by imposing suitable reductions on the defect con-

ditions. Our new boundary conditions, unlike the usual boundary conditions (such as the

Robin boundary), involve time derivatives of the coupled NLS fields and are characterised

by non constant K(λ) matrices. We prove the integrability of our new boundary conditions

by using Sklyanin’s approach.

Keywords: integrable defect problems, integrable boundary conditions, Bäcklund trans-

formation, coupled nonlinear Schrödinger equation.

1 Introduction

The coupled nonlinear Schrödinger (NLS) equation, also known as Manakov equation,

iu1,t + u1,xx + 2
(
|u1|

2 + |u2|
2
)
u1 = 0,

iu2,t + u2,xx + 2
(
|u1|

2 + |u2|
2
)
u2 = 0,

(1.1)

was introduced by Manakov in [1]. This equation is a physically and mathematically important

integrable model. It describes some physical phenomena, such as the propagation of an optical

pulse in a birefringent optical fiber [1] and the multi-component Bose-Einstein condensates [2].

In the present paper, we study two integrable systems associated with the coupled NLS

equation. The first one is concerned with the so-called integrable defect problem. In classical
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integrable field theories, a defect is introduced as a discontinuity at a specific point together with

suitable sewing conditions across the defect relating the fields and their derivatives on either

side (see for example [3–5]). The presence of defects usually spoils the integrability of a system.

The idea of using frozen Bäcklund transformations (BTs) as defect conditions is a significant

observation [3]. This type of defect has a Lagrangian description, and it preserves the usual

properties of classical integrability, such as the existence of (suitably adapted) Lax pairs, the

existence of an infinite number of conserved quantities, and the possibility of implementing the

method of the classical r-matrix; see for example [3,4,6–10]. So far, there are mainly two types

of integrable defect, known as type I and type II defect [3,5]. The main difference between these

two types defect is: the type I defect has no degrees of freedom, whereas the type II defect

requires the presence of extra degrees of freedom at the defect location. The type I defect has

been well investigated in the context of the NLS equation (see for example [4,7,8]). However, as

pointed out in [11] (and to our knowledge), no type I-like defects are known for the coupled NLS

equation yet, despite the type II defect problem has been investigated in [12]. It is interesting

to find out them and then investigate the Liouville integrability of the resulting defect system.

This is precisely the first objective of the present paper. We note that the Lax pair of the

coupled NLS equation, in comparison with that of the NLS equation, involves 3 × 3 matrices,

rather than 2 × 2 ones. Due to this, it is not easy to find a BT that is suitable for describing

the type I defect condition for the coupled NLS equation. Here we provide such a BT, and we

present a type I defect condition for the coupled NLS equation based on this BT (as in the case

of the scalar NLS equation [4, 7, 8], we define the defect condition by freezing the BT at defect

location). We show that the resulting defect system also admits a Lagrangian description. We

establish the Liouville integrability of the resulting defect system both by showing the existence

of an infinite set of conserved quantities and by implementing the classical r-matrix method.

In particular, following the analogous argument for the NLS equation [8] (see also [13] for some

relevant discussion), we introduce the new equal-space Poisson structure for the coupled NLS

equation in order to implement the r-matrix method to the defect coupled NLS system. Our

results extend the results of [7,8] from the integrable equations with 2× 2 Lax pairs to the one

with a 3× 3 Lax pair.

The second subject of the present paper is concerned with the integrable boundary conditions

associated with the coupled NLS equation on the half-line. By imposing suitable reductions on

the defect condition (the BT fixed at x = 0), we present some new integrable boundary conditions

for the coupled NLS equation (see sections 5.1 and 5.2). These new boundary conditions involve

time derivatives of the coupled NLS fields; they provide two-components generalizations of

a new boundary condition presented by Zambon in [11] in the context of the NLS equation

(see also [14–17] for very recent studies on the Zambon’s new boundary condition). By using



3

Sklyanin’s approach [18], we establish the integrability of our new boundary conditions. The

main technical difficulty in the implementation of Sklyanin’s approach to our new boundary

conditions is to find out the corresponding boundary K(λ) matrices that describe our new

boundary conditions. To overcome this difficulty, we present a connection between the matrices

describing the BTs and the boundary K(λ) matrices (see proposition 2 in section 5.3). Based on

this, we are able to construct explicitly the boundary K(λ) matrices for all our new boundary

conditions. These boundaryK(λ) matrices are no more constant matrices; they are characterized

by the presence of the coupled NLS fields at the boundary location. In addition, we also derive

generating functions of the conserved quantities for the coupled NLS equation in the presence

of our new boundary conditions.

The paper is organized as follows. As a preparation for the study of the integrability of our

defect system, in section 2 we first briefly review the usual equal-time and the new equal-space

Poisson brackets associated with the coupled NLS equation, then we describe the integrability

of the coupled NLS equation from the point of view of the new equal-space Poisson brackets.

In section 3, we first derive a type I BT for the coupled NLS equation and then we study its

canonical property with respect to both the equal-time and the equal-space Poisson brackets.

In section 4, we present a type I defect based on the BT derived in section 3, and we study

the Liouville integrability of the resulting defect system. In section 5, we study a class of new

boundary conditions associated with the coupled NLS equation and its Liouville integrability.

Some concluding remarks are drawn in section 6.

2 Dual Hamiltonian descriptions for the coupled NLS equation

Before going to the main issue of this section, we first recall that the coupled NLS equation (1.1)

is associated to the following Lax pair [1]

φx(x, t, λ) = U(x, t, λ)φ(x, t, λ), (2.1a)

φt(x, t, λ) = V (x, t, λ)φ(x, t, λ), (2.1b)

where λ is a spectral parameter, φ = (φ1, φ2, φ3)
T , and

U(x, t, λ) =




−2iλ u1 u2

−ū1 iλ 0

−ū2 0 iλ


 , (2.2a)

V (x, t, λ) =




−6iλ2 + i
(
|u1|

2 + |u2|
2
)

3λu1 + iu1,x 3λu2 + iu2,x

−3λū1 + iū1,x 3iλ2 − i|u1|
2 −iū1u2

−3λū2 + iū2,x −iu1ū2 3iλ2 − i|u2|
2


 . (2.2b)

Here and in what follows the bar indicates complex conjugate.
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2.1 Equal-time and equal-space Poisson brackets and the associated Hamil-

tonian forms

For the NLS equation, it was found in [8, 13] that there exist two dual Hamiltonian representa-

tions: the first one is defined by the usual equal-time Poisson brackets; while the second one is

defined by the new equal-space Poisson brackets. This result was generalised to the vector NLS

equation in [19]. The Manakov equation (1.1) is corresponding to the vector NLS equation with

N = 2. Thus the new equal-space Hamiltonian representation for (1.1) was implicit in [19]. For

self-containedness, in this subsection we revisit the essential results regarding this aspect (for

more details we refer the interested reader to [8, 13,19]).

It is easy to check that the coupled NLS equation (1.1) can be derived from a variational

principle based on the following Lagrangian density

L(u) =
i

2
(ū1u1,t − u1ū1,t + ū2u2,t − u2ū2,t)−

(
|u1,x|

2 + |u2,x|
2
)
+
(
|u1|

2 + |u2|
2
)2

. (2.3)

We consider the usual equal-time Poisson brackets [20]

{uj(x, t), uk(y, t)}S = {ūj(x, t), ūk(y, t)}S = 0,

{uj(x, t), ūk(y, t)}S = −iδjkδ(x− y), j, k = 1, 2,
(2.4)

where δjk is the Kronecker δ-function, and δ(x − y) is the Dirac δ-function. Based on this

equal-time Poisson brackets, the coupled NLS equation can be written as

uj,t = {uj ,HS}S , j, k = 1, 2, (2.5)

where HS =
∫
HSdx with the Hamiltonian density

HS =
i

2
(ū1u1,t − u1ū1,t + ū2u2,t − u2ū2,t)− L(u) = |u1,x|

2 + |u2,x|
2 −

(
|u1|

2 + |u2|
2
)2

. (2.6)

The above presentation is the usual space Hamiltonian formulation of the coupled NLS equa-

tion. Let us present a dual version, that is the time Hamiltonian formulation. The momentum

variables corresponding to uj , ūj are defined by

∂L

∂uj,x
= −ūj,x,

∂L

∂ūj,x
= −uj,x, j = 1, 2. (2.7)

We introduce the new equal-space Poisson brackets for the coupled NLS equation [19]

{uj(x, t), ūk,x(x, τ)}T = δjkδ(t− τ),

{uj(x, t), uk(x, τ)}T = {uj(x, t), ūk(x, τ)}T = {uj(x, t), uk,x(x, τ)}T = 0,

{uj,x(x, t), uk,x(x, τ)}T = {ūj,x(x, t), ūk,x(x, τ)}T = 0, j, k = 1, 2.

(2.8)
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By using these brackets, one can check directly that the coupled NLS equation can be written

in the time Hamiltonian form

uj,x = {uj ,HT }T , uj,xx = {uj,x,HT }T , j, k = 1, 2, (2.9)

where HT =
∫
HTdt with the Hamiltonian density

HT = 2
(
|u1,x|

2 + |u2,x|
2
)
+ L(u)

=
i

2
(ū1u1,t − u1ū1,t + ū2u2,t − u2ū2,t) + |u1,x|

2 + |u2,x|
2 +

(
|u1|

2 + |u2|
2
)2

.
(2.10)

After straightforward calculations using the above two Poisson brackets, one can deduce that

the matrices U(x, t, λ) and V (x, t, λ) satisfy the same r-matrix relation, that is

{U1(x, t, λ), U2(y, t, µ)}S = [r(λ− µ), U1(x, t, λ) + U2(y, t, µ)] δ(x− y), (2.11)

{V1(x, t, λ), V2(x, τ, µ)}T = [r(λ− µ), V1(x, t, λ) + V2(x, τ, µ)] δ(t− τ), (2.12)

where U1(x, t, λ) = U(x, t, λ) ⊗ I3, U2(y, t, µ) = I3 ⊗ U(y, t, µ), V1(x, t, λ) = V (x, t, λ) ⊗ I3,

V2(x, τ, µ) = I3 ⊗ V (x, τ, µ), In being the n × n identity matrix, and the classical r-matrix is

given by

r(λ) =
1

3λ
P, P =

3∑

j,k=1

ejk ⊗ ekj, (2.13)

and ejk denotes 3 × 3 matrix having 1 in the (j, k)-th position and zeros elsewhere. Note that

the permutation matrix P satisfies

P (A⊗B) = (B ⊗A)P (2.14)

where A and B are 3× 3 matrices.

Remark 1 It is worth to point out that, following the original derivation in the scalar case

[8, 13], there should have a relative minus sign between the r-matrix formulations (2.11) and

(2.12). This sign has an important interpretation from the point of view of the covariant r-

matrix structure [21]. However this property is not essential for us to study the integrability of

the type I defect system. For convenience, here we have dispensed with this sign by exchanging

the positions of uj and ūj,x in equal-space Poisson brackets (2.8).

2.2 Integrability of the coupled NLS equation with respect to the two Poisson

brackets

Based on the equal-time Poisson brackets (2.4) and the Poisson bracket matrix (2.11), one

can implement the standard r-matrix approach [20] to study the Liouville integrability of the
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coupled NLS equation. The analysis goes as follows. For fixing the idea, we focus on the

vanishing boundary conditions as x going to infinity (the discussion for the periodic boundary

conditions as x posed on a finite interval is essentially the same). We introduce the transition

matrix [20]

MS(x, y, λ) =
x

exp

∫ x

y

U(ξ, t, λ)dξ. (2.15)

The relation (2.11) implies the following Poisson brackets between the entries of the transition

matrix (see for example [20,22])

{MS1(x, y, λ),MS2(x, y, µ)}S = [r(λ− µ),MS1(x, y, λ)MS2(x, y, µ)] , (2.16)

where MS1(x, y, λ) = MS(x, y, λ) ⊗ I3, MS2(x, y, µ) = I3 ⊗ MS(x, y, µ). For the problem with

vanishing boundary conditions at infinity, this relation implies the Liouville integrability of the

model in the sense that there exists an infinite set of Poisson commuting integrals of motion.

Indeed, (2.16) implies that tr(MS(λ)) commutes for different values of the spectral parameter:

{tr(MS(λ)), tr(MS(µ))}S = 0, (2.17)

where MS(λ) = MS(∞,−∞, λ). Thus tr(MS(λ)) provides a generating function of integrals of

motion which commutes each other with respect to the equal-time Poisson brackets (2.4). The

explicit forms for these integrals of motion can be derived by studying the large λ asymptotic

expansion of tr(MS(λ)). We refer the reader to [20,22] for details regarding this subject. Here,

for our purposes, it is more convenient for us to derive the same result directly from the Lax

pair formulation. We denote

Γ1 =
φ2

φ1
, Γ2 =

φ3

φ1
. (2.18)

From (2.1), we find the following space-part Riccati equations

Γ1,x = 3iλΓ1 − u1 (Γ1)
2 − u2Γ1Γ2 − ū1, (2.19a)

Γ2,x = 3iλΓ2 − u2 (Γ2)
2 − u1Γ1Γ2 − ū2, (2.19b)

and the following time-part Riccati equations

Γ1,t = V21 + (V22 − V11) Γ1 + V23Γ2 − V12 (Γ1)
2 − V13Γ1Γ2, (2.20a)

Γ2,t = V31 + (V33 − V11) Γ2 + V32Γ1 − V12Γ1Γ2 − V13 (Γ2)
2 , (2.20b)

where Vjk, 1 ≤ j, k ≤ 3, denote the jk-entries of the matrix V (x, t, λ). From the compatibility

condition (lnφ1)xt = (lnφ1)tx, we find the following conservation equation

(u1Γ1 + u2Γ2)t = (V11 + V12Γ1 + V13Γ2)x . (2.21)
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Using the vanishing boundary condition, equation (2.21) implies that the function u1Γ1 + u2Γ2

provides a generating function of the conservation densities. By substituting the expansion

Γ1 =
∞∑

n=1

Γ
(n)
1 (3iλ)−n, Γ2 =

∞∑

n=1

Γ
(n)
2 (3iλ)−n (2.22)

into (2.19) and by equating the coefficients of powers of λ, we find explicit forms of Γ
(n)
1 and

Γ
(n)
2 as follows

Γ
(1)
1 = ū1, Γ

(1)
2 = ū2, Γ

(2)
1 = ū1,x, Γ

(2)
2 = ū2,x,

Γ
(3)
1 = ū1,xx + ū1

(
|u1|

2 + |u2|
2
)
, Γ

(3)
2 = ū2,xx + ū2

(
|u1|

2 + |u2|
2
)
,

Γ
(n+1)
1 =

(
Γ
(n)
1

)
x
+ u1

n−1∑

j=1

Γ
(j)
1 Γ

(n−j)
1 + u2

n−1∑

j=1

Γ
(j)
1 Γ

(n−j)
2 , n ≥ 2,

Γ
(n+1)
2 =

(
Γ
(n)
2

)
x
+ u2

n−1∑

j=1

Γ
(j)
2 Γ

(n−j)
2 + u1

n−1∑

j=1

Γ
(j)
1 Γ

(n−j)
2 , n ≥ 2.

(2.23)

Thus the integrals of motion are given by

In =

∫ ∞

−∞

(
u1Γ

(n)
1 + u2Γ

(n)
2

)
dx, n ≥ 1. (2.24)

The Hamiltonian HS defined by (2.6) is generated by I3 after an integration by parts.

We now show how to study the integrability of the coupled NLS equation from the point

of view of the new equal-space Poisson brackets (2.8). The analysis follows the same line as

the analogous problem in the scalar case [8]. The starting point is the Poisson bracket matrix

(2.12). Relation (2.12) implies that the transition matrix

MT (t, τ, λ) =
x

exp

∫ t

τ

V (x, η, λ)dη (2.25)

satisfies the following r-matrix relation

{MT1(t, τ, λ),MT2(t, τ, µ)}T = [r(λ− µ),MT1(t, τ, λ)MT2(t, τ, µ)] . (2.26)

This implies that tr(MT (λ)), MT (λ) = MT (∞,−∞, λ), generates the infinite set of conserved

quantities (conserved with respect to x) which commutes each other with respect to the equal-

space Poisson brackets (2.8). Following the same reasoning as in the case of equal-time Poisson

brackets, we use the conservation equation (2.21) to extract these conserved quantities. More

precisely, equation (2.21) implies that a generating function of the conservation densities in space

is given by the function V11 + V12Γ1 + V13Γ2. By substituting the expansion

Γ1 =

∞∑

n=1

γ
(n)
1 (3iλ)−n, Γ2 =

∞∑

n=1

γ
(n)
2 (3iλ)−n (2.27)
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into the time Ricatti equation (2.20), we find

γ
(1)
1 =ū1, γ

(1)
2 = ū2, γ

(2)
1 = ū1,x, γ

(2)
2 = ū2,x,

γ
(3)
1 =iū1,t −

(
|u1|

2 + |u2|
2
)
ū1, γ

(3)
2 = iū2,t −

(
|u1|

2 + |u2|
2
)
ū2,

γ
(n+2)
1 =iγ

(n)
1,t −

(
2|u1|

2 + |u2|
2
)
γ
(n)
1 − ū1u2γ

(n)
2 + u1

∑

j+k=n+1

γ
(j)
1 γ

(k)
1

+ u2
∑

j+k=n+1

γ
(j)
1 γ

(k)
2 − u1,x

∑

j+k=n

γ
(j)
1 γ

(k)
1 − u2,x

∑

j+k=n

γ
(j)
1 γ

(k)
2 , n ≥ 1,

γ
(n+2)
2 =iγ

(n)
2,t −

(
|u1|

2 + 2|u2|
2
)
γ
(n)
2 − u1ū2γ

(n)
1 + u1

∑

j+k=n+1

γ
(j)
1 γ

(k)
2

+ u2
∑

j+k=n+1

γ
(j)
2 γ

(k)
2 − u1,x

∑

j+k=n

γ
(j)
1 γ

(k)
2 − u2,x

∑

j+k=n

γ
(j)
2 γ

(k)
2 , n ≥ 1.

(2.28)

We write

V11 + V12Γ1 + V13Γ2 = −6iλ2 +
∞∑

n=1

Kn(3iλ)
−n,

then the corresponding integrals are

Kn =

∫ ∞

−∞
Kndt, Kn = i

(
u1,xγ

(n)
1 + u2,xγ

(n)
2 − u1γ

(n+1)
1 − u2γ

(n+1)
2

)
. (2.29)

These integrals are in involution with respect to the equal-space Poisson brackets (2.8). In

particular, we have

HT = −
i

2

(
K2 − K̄2

)
. (2.30)

Thus, we recover the Hamiltonian HT given by (2.10).

Remark 2 The analyses in this section show that the usual equal-space and the new equal-time

Poisson brackets provide completely equivalent Hamiltonian descriptions for the coupled NLS

equation without a defect. However, the advantages of using the new Poisson structure lie in

that it enables us to interpret the defect condition described by a frozen BT simply as a canonical

transformation, and it enables us to implement the classical r-matrix method to prove Liouville

integrability of the defect coupled NLS equation; this fact will become clearly in the next two

sections.

3 A BT for the coupled NLS equation and its canonical property

3.1 A BT for the coupled NLS equation

As we have mentioned above, we will use the idea of BTs as defect conditions. So, we first need

to derive a BT that is suitable for describing the type I defect condition for the coupled NLS
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equation. This will be fulfilled in this subsection.

We introduce another copy of the auxiliary problems for φ̃ with Lax pair Ũ , Ṽ defined as in

(2.2) with the new fields ũ1, ũ2, replacing u1, u2. We assume that the two systems are related

by the gauge transformation,

φ(x, t, λ) = B(x, t, λ)φ̃(x, t, λ), (3.1)

where the matrix B(x, t, λ) satisfies

Bx(x, t, λ) = U(x, t, λ)B(x, t, λ) −B(x, t, λ)Ũ (x, t, λ), (3.2a)

Bt(x, t, λ) = V (x, t, λ)B(x, t, λ) −B(x, t, λ)Ṽ (x, t, λ). (3.2b)

In order to describe a type I defect system, we need to find a matrix B such that it dependents

on the spectral parameter λ and the fields uj and ũj, j = 1, 2, but not on extra degrees of

freedom. We will show below such a BT matrix can be derived by using the well-known Darboux

transformation (DT) for the coupled NLS equation [23, 24]. Indeed, the DT matrix for the

coupled NLS equation is given by [23,24]

T =
(
λ− ξ̄1

)
I3 +

ξ̄1 − ξ1

|f1|2 + |f2|2 + |f3|2




|f1|
2 f1f̄2 f1f̄3

f2f̄1 |f2|
2 f2f̄3

f3f̄1 f3f̄2 |f3|
2


 ≡

(
λ− ξ̄1

)
I3 + T (0), (3.3)

where (f1, f2, f3)
T is a special solution of the linear auxiliary systems (2.1) with λ = ξ1 and with

ũj , j = 1, 2. The transformation between the fields is

u1 − ũ1 = 6 Im (ξ1)
f1f̄2

|f1|2 + |f2|2 + |f3|2
, (3.4a)

u2 − ũ2 = 6 Im (ξ1)
f1f̄3

|f1|2 + |f2|2 + |f3|2
. (3.4b)

By using (3.4), we are able to express the entries of T (0) in terms of the fields uj and ũj , j = 1, 2.

More precisely, we obtain

T
(0)
12 =

i

3
(ũ1 − u1), T

(0)
13 =

i

3
(ũ2 − u2), T

(0)
21 = −T̄

(0)
12 , T

(0)
31 = −T̄

(0)
13 ,

(
T
(0)
11 + i Im(ξ1)

)2
= −

1

9

(
9 (Im(ξ1))

2 − |u1 − ũ1|
2 − |u2 − ũ2|

2
)
,

T
(0)
22 =

T
(0)
12 T

(0)
21

T
(0)
11

, T
(0)
33 =

T
(0)
13 T

(0)
31

T
(0)
11

, T
(0)
23 =

T
(0)
21 T

(0)
13

T
(0)
11

, T
(0)
32 = −T̄

(0)
23 .

(3.5)

For fixing the idea, we will take

T
(0)
11 + i Im(ξ1) =

i

3
Ω, Ω =

√
9 (Im(ξ1))

2 − |u1 − ũ1|2 − |u2 − ũ2|2,
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in what follows. It is convenient for us to multiply the DT matrix (3.3) with the factor λ−1 and

to take the notation ξ1 = −(a + ib), a, b ∈ R. Combining the above discussion, we obtain the

following BT matrix

B(x, t, λ) = I3 + λ−1B(0)(x, t), (3.6)

where the entries of the 3× 3 matrix B(0)(x, t) are given by

B
(0)
11 = a+

i

3
Ω, Ω =

√
9b2 − |u1 − ũ1|2 − |u2 − ũ2|2,

B
(0)
12 =

i

3
(ũ1 − u1), B

(0)
13 =

i

3
(ũ2 − u2), B

(0)
21 = −B̄

(0)
12 ,

B
(0)
22 = a− ib−

|B
(0)
12 |

2

i
3Ω+ ib

, B
(0)
23 =

B
(0)
21 B

(0)
13

i
3Ω+ ib

,

B
(0)
31 = −B̄

(0)
13 , B

(0)
32 = −B̄

(0)
23 , B

(0)
33 = a− ib−

|B
(0)
13 |

2

i
3Ω+ ib

,

(3.7)

with a and b being real parameters.

Inserting (3.6) into equations (3.2), we obtain the following transformation between the fields

(u1(x, t), u2(x, t)) and (ũ1(x, t), ũ2(x, t)):

(u1 − ũ1)x =ũ1 (Ω− 3ia) + 3iu1B
(0)
22 + 3iu2B

(0)
32 ,

(u2 − ũ2)x =ũ2 (Ω− 3ia) + 3iu1B
(0)
23 + 3iu2B

(0)
33 ,

(u1 − ũ1)t =i(u1 − ũ1)∆ + i (ũ1u2 − u1ũ2) ¯̃u2 + iũ1,x (Ω− 3ia) − 3u1,xB
(0)
22 − 3u2,xB

(0)
32 ,

(u2 − ũ2)t =i(u2 − ũ2)∆ + i(u1ũ2 − ũ1u2)¯̃u1 + iũ2,x (Ω− 3ia)− 3u1,xB
(0)
23 − 3u2,xB

(0)
33 ,

(3.8)

where Ω, B
(0)
jk are defined by (3.7), and ∆ = |u1|

2+|u2|
2+|ũ1|

2+|ũ2|
2. This is the desired BT for

describing our type I defect system for the coupled NLS equation. To the best of our knowledge,

the BT in the form of (3.8) and the associated BT matrix (3.6) have not yet been presented

explicitly in the literature, despite the DTs for the coupled NLS have been well investigated.

We will refer to the first two equations and the second two equations in (3.8) as the space-parts

and the time-parts of the BT, respectively.

3.2 Canonical property of the BT

Canonical properties of BTs with respect to the usual equal-time Poisson brackets were first

established in [25, 26]. These results were generalized in [8] to the NLS equation with respect

to the new equal-space Poisson brackets, in order to study the integrability of the defect sys-

tem. Here we follow the method of [8] in the context of NLS equation and generalise it to our

coupled case: we will show that the BT (3.8) for the coupled NLS equation is also a canonical
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transformation with respect to both the usual equal-time Poisson brackets (2.4) and the new

equal-space Poisson brackets (2.8).

We first give the following important result.

Lemma 1 For two systems (u1, u2) and (ũ1, ũ2) connected by the BT, the one forms

ω = (u1Γ1 + u2Γ2) dx+ (V11 + V12Γ1 + V13Γ2) dt,

ω̃ =
(
ũ1Γ̃1 + ũ2Γ̃2

)
dx+

(
Ṽ11 + Ṽ12Γ̃1 + Ṽ13Γ̃2

)
dt

(3.9)

differ only by an exact form. More precisely,

ω − ω̃ = d
(
ln
(
B11 +B12Γ̃1 +B13Γ̃2

))
, (3.10)

where Bjk, 1 ≤ j, k ≤ 3, denote the jk-entries of the BT matrix B(x, t, λ).

Proof The formula (3.10) is equivalent to

u1Γ1 + u2Γ2 −
(
ũ1Γ̃1 + ũ2Γ̃2

)
= ∂x ln

(
B11 +B12Γ̃1 +B13Γ̃2

)
, (3.11)

V11 + V12Γ1 + V13Γ2 −
(
Ṽ11 + Ṽ12Γ̃1 + Ṽ13Γ̃2

)
= ∂t ln

(
B11 +B12Γ̃1 +B13Γ̃2

)
. (3.12)

We first prove the formula (3.11). From (3.1), we have

Γ1 =
B21 +B22Γ̃1 +B23Γ̃2

B11 +B12Γ̃1 +B13Γ̃2

, (3.13a)

Γ2 =
B31 +B32Γ̃1 +B33Γ̃2

B11 +B12Γ̃1 +B13Γ̃2

. (3.13b)

By using (3.13) to eliminate Γ1 and Γ2, the left hand side of (3.11) can be written as

1

F1

(
u1F2 + u2F3 −

(
ũ1Γ̃1 + ũ2Γ̃2

)
F1

)
, (3.14)

where Fj = Bj1 +Bj2Γ̃1 +Bj3Γ̃2, j = 1, 2, 3. The right hand side of (3.11) reads

(
B11 +B12Γ̃1 +B13Γ̃2

)
x

B11 +B12Γ̃1 +B13Γ̃2

. (3.15)

We note that (3.2a) implies

(B11)x = u1B21 + u2B31 + ˜̄u1B12 + ˜̄u2B13, (3.16a)

(B12)x = −3iλB12 + u1B22 + u2B32 − ũ1B11, (3.16b)

(B13)x = −3iλB13 + u1B23 + u2B33 − ũ2B11. (3.16c)
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Using (3.16) and the space-part Riccati equations

Γ̃1,x = 3iλΓ̃1 − ũ1

(
Γ̃1

)2
− ũ2Γ̃1Γ̃2 − ˜̄u1, (3.17a)

Γ̃2,x = 3iλΓ̃2 − ũ2

(
Γ̃2

)2
− ũ1Γ̃1Γ̃2 − ˜̄u2, (3.17b)

one may check directly that (3.15) is equal to (3.14). Thus the formula (3.11) holds. The proof

for the formula (3.12) can be performed via a similar manner. More precisely, by using (3.13),

the left hand side of (3.12) can be written as

1

F1

((
V11 − Ṽ11 − Ṽ12Γ̃1 − Ṽ13Γ̃2

)
F1 + V12F2 + V13F3

)
. (3.18)

The right hand side of (3.12) is equal to
(
B11 +B12Γ̃1 +B13Γ̃2

)
t

B11 +B12Γ̃1 +B13Γ̃2

. (3.19)

We note that (3.2b) implies

(B11)t = V11B11 + V12B21 + V13B31 −B11Ṽ11 −B12Ṽ21 −B13Ṽ31, (3.20a)

(B12)t = V11B12 + V12B22 + V13B32 −B11Ṽ12 −B12Ṽ22 −B13Ṽ32, (3.20b)

(B13)t = V11B13 + V12B23 + V13B33 −B11Ṽ13 −B12Ṽ23 −B13Ṽ33. (3.20c)

Using (3.20) and the time-part Riccati equations

Γ̃1,t = Ṽ21 +
(
Ṽ22 − Ṽ11

)
Γ̃1 + Ṽ23Γ̃2 − Ṽ12

(
Γ̃1

)2
− Ṽ13Γ̃1Γ̃2, (3.21a)

Γ̃2,t = Ṽ31 +
(
Ṽ33 − Ṽ11

)
Γ̃2 + Ṽ32Γ̃1 − Ṽ12Γ̃1Γ̃2 − Ṽ13

(
Γ̃2

)2
, (3.21b)

one may check directly that (3.19) is equal to (3.18). This completes the proof. �

Formula (3.11) implies that the conserved densities (in space) In and Ĩn of the two systems

differ only by a total space derivative of some functional. That is

In = Ĩn + ∂xFn, n ≥ 1, (3.22)

where Fn is determined by the following expansion

ln
(
B11 +B12Γ̃1 +B13Γ̃2

)
=

∞∑

n=1

Fn

(3iλ)n
. (3.23)

Analogously, formula (3.12) implies that the conserved densities (in time) Kn and K̃n of the two

systems differ only by a total time derivative of some functional. That is

Kn = K̃n + ∂tFn, n ≥ 1. (3.24)
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In particular, for the Hamiltonian densities (HS , H̃S) and (HT , H̃T ), we have

HS =H̃S + ∂x

(
Ω3

3
+ Ω

(
|ũ1|

2 + |ũ2|
2 − u1 ¯̃u1 − u2 ¯̃u2

)
+ u1 (ū1 − ¯̃u1)x + u2 (ū2 − ¯̃u2)x

)

+ ∂x
(
3ai
(
|u1|

2 + |u2|
2 − ū1ũ1 − ū2ũ2

)
− 9a2Ω

)
,

(3.25)

and

HT = H̃T + ∂t

(
i

2
(ū1ũ1 − u1 ¯̃u1 + ū2ũ2 − u2 ¯̃u2 − 6iaΩ)

)
. (3.26)

Equations (3.22) and (3.25) imply that the BT preserves the form of the Hamiltonian as well

as that of all local conserved quantities for the coupled NLS equation with the usual equal-time

Poisson brackets (2.4). Equations (3.24) and (3.26) imply that the BT preserves the form of

the Hamiltonian as well as that of all local conserved quantities for the coupled NLS equation

with the new equal-space Poisson brackets (2.8). Thus our BT (3.8) is indeed a canonical

transformation with respect to both two Poisson brackets. We will employ such a canonical

property to establish the integrability of the defect system in the next section.

4 An integrable defect for the coupled NLS equation

4.1 The defect system and its Lagrangian description

We now consider the coupled NLS equation with a type I defect at a specific point in space.

We follow the idea of using BTs as defect conditions [3]. Without loss of generality, we suppose

that a defect is located at x = 0.

Definition 1 The coupled NLS equation with a defect located at x = 0 is described by the

following internal boundary problem:

• u1(x, t), u2(x, t) and ũ1(x, t), ũ2(x, t) satisfy the coupled NLS equation (1.1) in the bulk

regions x > 0 and x < 0, respectively;

• at x = 0, the fields u1(x, t), u2(x, t) and ũ1(x, t), ũ2(x, t) are connected by a condition

corresponding to the BT (3.8) evaluated at x = 0. This condition is referred to as defect

condition.

We claim that the coupled NLS equation in the presence of the above defined defect also

admits a Lagrangian description. To show this, we introduce the new Lagrangian

L =

∫ 0

−∞
dxL(ũ) + D|x=0 +

∫ ∞

0
dxL(u), (4.1)
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where L(u) and L(ũ) are the Lagrangian densities for the bulk regions x > 0 and x < 0 (see the

formula (2.3)), and D|x=0 represents a defect contribution at x = 0. We will assume that the

functional D depends on uj , ũj, uj,t and ũj,t, j = 1, 2, and not on the spatial derivatives. We

consider the complete action

A =

∫ ∞

−∞
dt

{∫ 0

−∞
dxL(ũ) + D|x=0 +

∫ ∞

0
dxL(u)

}
, (4.2)

and its variations with respect to ūj and ¯̃uj , j = 1, 2. By requiring the variations of (4.2) with

respect to ūj and ¯̃uj to be stationary, we find

∂L(u)

∂ūj
−

∂

∂x

(
∂L(u)

∂ūj,x

)
−

∂

∂t

(
∂L(u)

∂ūj,t

)
= 0, x > 0, j = 1, 2, (4.3a)

∂L(u)

∂ ¯̃uj
−

∂

∂x

(
∂L(u)

∂ ¯̃uj,x

)
−

∂

∂t

(
∂L(u)

∂ ¯̃uj,t

)
= 0, x < 0, j = 1, 2, (4.3b)

uj,x +
∂D

∂ūj
−

∂

∂t

(
∂D

∂ūj,t

)
= 0, x = 0, j = 1, 2, (4.3c)

ũj,x −
∂D

∂ ¯̃uj
+

∂

∂t

(
∂D

∂ ¯̃uj,t

)
= 0, x = 0, j = 1, 2. (4.3d)

Equations (4.3a) and (4.3b) give nothing but the coupled NLS equation in the bulk regions

x > 0 and x < 0. We need to find a defect term D that fits the defect conditions (4.3c) and

(4.3d). Based on the BT (3.8) found for the coupled NLS equation, we find that

D =
i

2


−3b∂t ln

(
(u1 − ũ1)(u2 − ũ2)

(ū1 − ¯̃u1)(ū2 − ¯̃u2)

)
+

1

Ω + 3b

2∑

j=1

(
|uj − ũj|

2∂t ln

(
uj − ũj

ūj − ¯̃uj

))


−

(
1

3
Ω3 +Ω

(
|ũ1|

2 + |ũ2|
2 + |u1|

2 + |u2|
2
)
+

|u1ũ2 − ũ1u2|
2

Ω+ 3b

)

−
(
3ia (u1 ¯̃u1 − ū1ũ1 + u2 ¯̃u2 − ū2ũ2)− 9a2Ω

)
.

(4.4)

meets the requirement perfectly. With this choice, the defect conditions (4.3c) and (4.3d), after

some algebra, give exactly the BT (3.8) frozen at x = 0.

4.2 Integrability of the defect system: Conserved quantities

Proposition 1 For the defect coupled NLS equation defined above, a generating function of the

conserved quantities is given by

I(λ) = I
left
bulk(λ) + I

right
bulk (λ) + Idefect(λ), (4.5)
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where

I
left
bulk(λ) =

∫ 0

−∞

(
ũ1Γ̃1 + ũ2Γ̃2

)
dx, (4.6a)

I
right
bulk (λ) =

∫ ∞

0
(u1Γ1 + u2Γ2) dx, (4.6b)

Idefect(λ) = ln
(
B11 +B12Γ̃1 +B13Γ̃2

)∣∣∣
x=0

. (4.6c)

In (4.6c), Bjk, 1 ≤ j, k ≤ 3, denote the jk-entries of the matrix B(x, t, λ) (see (3.6) and (3.7)

for their explicit expressions).

Proof From (2.21), we obtain

−

(∫ 0

−∞

(
ũ1Γ̃1 + ũ2Γ̃2

)
dx+

∫ ∞

0
(u1Γ1 + u2Γ2) dx

)

t

=
(
V11 + V12Γ1 + V13Γ2 − Ṽ11 − Ṽ12Γ̃1 − Ṽ13Γ̃2

)∣∣∣
x=0

,

(4.7)

where we have used the vanishing boundary conditions for the fields u1(x, t), u2(x, t) as x → ∞

and for the fields ũ1(x, t), ũ2(x, t) as x → −∞. Equation (3.12) implies that the right hand side

of (4.7) is the total time derivative of the functional (4.6c). Thus we have shown

d (I(λ))

dt
= 0. (4.8)

This completes the proof. �

By inserting the expansion (2.22) with (2.23) into (4.5), we immediately obtain explicit forms

of the conserved quantities. For example, the first three conserved quantities are given by

I1 =

∫ 0

−∞

(
|ũ1|

2 + |ũ2|
2
)
dx+

∫ ∞

0

(
|u1|

2 + |u2|
2
)
dx− Ω|x=0 ,

I2 =

∫ 0

−∞
i (ũ1 ¯̃u1,x − ¯̃u1ũ1,x + ũ2 ¯̃u2,x − ¯̃u2ũ2,x) dx+

∫ ∞

0
i (u1ū1,x − ū1u1,x + u2ū2,x − ū2u2,x) dx

+ i (u1 ¯̃u1 − ū1ũ1 + u2 ¯̃u2 − ū2ũ2 + 6iaΩ)|x=0 ,

I3 =

∫ 0

−∞

((
|ũ1|

2 + |ũ2|
2
)2

− |ũ1,x|
2 − |ũ2,x|

2
)
dx+

∫ ∞

0

((
|u1|

2 + |u2|
2
)2

− |u1,x|
2 − |u2,x|

2
)
dx

−

(
1

3
Ω3 +Ω

(
|ũ1|

2 + |ũ2|
2 + |u1|

2 + |u2|
2
)
−

(Ω− 3b)|u1ũ2 − ũ1u2|
2

|ũ1 − u1|2 + |ũ2 − u2|2

)∣∣∣∣
x=0

−
(
3ia (u1 ¯̃u1 − ū1ũ1 + u2 ¯̃u2 − ū2ũ2)− 9a2Ω

)∣∣
x=0

.

(4.9)

The above expressions, up to suitable scaling, correspond to the modified norm, momentum and

energy for the defect system, respectively.
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4.3 Integrability of the defect system: classical r-matrix approach

The argument in section 3 implies that our type I defect condition can be interpreted simply

as a canonical transformation with respect to the equal-space Poisson bracket (2.8). Here we

further point out that the defect Lagrangian density (4.4) found above can be reinterpreted as

the density for the generating functional of the canonical transformation. This provides us an

explicit check that our type I defect condition is indeed a canonical transformation with respect

to the new equal-space Poisson structure. To show this, we first note that the coupled NLS

equation in equal-space Hamiltonian formulation corresponds to the following Pfaffian form,

that is relative integrable invariant,

θ =

∫ ∞

−∞
dt (ū1,xdu1 + u1,xdū1 + ū2,xdu2 + u2,xdū2)−HTdx, (4.10)

where d denotes an exterior derivative defined on the functional space of states (u1, u2, ū1, ū2, x).

Indeed, the exterior differential form dθ is given by

dθ =

∫ ∞

−∞
dt{dū1,x ∧ du1 + du1,x ∧ dū1 + dū2,x ∧ du2 + du2,x ∧ dū2

−
∑

j=0

(−1)j
∂j

∂tj
∂HT

∂u1,tj
du1 ∧ dx−

∑

j=0

(−1)j
∂j

∂tj
∂HT

∂u2,tj
du2 ∧ dx

−
∑

j=0

(−1)j
∂j

∂tj
∂HT

∂ū1,tj
dū1 ∧ dx−

∑

j=0

(−1)j
∂j

∂tj
∂HT

∂ū2,tj
dū2 ∧ dx},

(4.11)

where u1,tj ≡
∂j

∂tj
u1, u2,tj ≡

∂j

∂tj
u2, j = 0, 1, 2, · · · , and the symbol ∧ denotes an exterior product.

If the one-form θ is a relative integrable invariant, then we obtain

u1,xx = −
∑

j=0

(−1)j
∂j

∂tj
∂HT

∂ū1,tj
, u2,xx = −

∑

j=0

(−1)j
∂j

∂tj
∂HT

∂ū2,tj
, (4.12)

which is exactly the coupled NLS equation in the time Hamiltonian form. Transformation, which

maps (u1, u2) to (ũ1, ũ2), is canonical if the Pfaffian form (4.10) is relative integrable invariant

under the transformation. That is
∫ ∞

−∞
dt (¯̃u1,xdũ1 + ũ1,xd¯̃u1 + ¯̃u2,xdũ2 + ũ2,xd¯̃u2)− H̃Tdx

=

∫ ∞

−∞
dt (ū1,xdu1 + u1,xdū1 + ū2,xdu2 + u2,xdū2)−HTdx+ dW,

(4.13)

where

W =

∫ ∞

−∞
dtF(u1, u2, ū1, ū2, ũ1, ũ2, ¯̃u1, ¯̃u2) + Ex (4.14)
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(with E being a real constant) is the so-called generator of the transformation. Equation (4.13)

implies the following transformation formulae:

u1,x = −
∑

j=0

(−1)j
∂j

∂tj
∂F

∂ū1,tj
, u2,x = −

∑

j=0

(−1)j
∂j

∂tj
∂F

∂ū2,tj
,

ũ1,x =
∑

j=0

(−1)j
∂j

∂tj
∂F

∂ ¯̃u1,tj
, ũ2,x =

∑

j=0

(−1)j
∂j

∂tj
∂F

∂ ¯̃u2,tj
.

(4.15)

By choosing F = D, where D is given by (4.4), we find that (4.15), after some algebra, are

exactly the BT (3.8).

The canonical property of the defect condition enables us to implement the classical r-

matrix approach to establish the Liouville integrability of the defect coupled NLS system from

the point of view of the equal-space Poisson structure. The argument follows the analogous

argument in the context of the NLS equation [8]. It goes as follows. For the system in the bulk

region x > 0, we define the transition matrix by MT (t, τ, λ), where MT (t, τ, λ) is the matrix

introduced in section 2.2. For the system in the bulk region x < 0, we define the transition

matrix by M̃T (t, τ, λ), where M̃T (t, τ, λ) is analogous to MT (t, τ, λ) but constructed from the

new canonical variables. At the defect location x = 0, we change the variables describing the

system from the old canonical ones to the new canonical ones, thus we have two equivalent

options to represent the transition matrix, that is M̃T (t, τ, λ) or MT (t, τ, λ) (they are connected

by M̃T (t, τ, λ) = B(x, t, λ)MT (t, τ, λ) at x = 0). In summary, we construct the transition matrix

for the defect system as follows

M(x, t, τ, λ) =

{
M̃T (t, τ, λ), −∞ < x < 0,

MT (t, τ, λ), 0 ≤ x < ∞.
(4.16)

We immediately conclude that M(x, t, τ, λ) satisfies the same r-matrix relation as that of

MT (t, τ, λ), that is

{M1(x, t, τ, λ),M2(x, t, τ, µ)}T = [r(λ− µ),M(x, t, τ, λ) ⊗M(x, t, τ, µ)] . (4.17)

As a result, the trace of the monodromy matrix M(x,∞,−∞, λ) generates the conserved quan-

tities that are in involution with respect to the Poisson bracket (2.8).

5 New integrable boundary conditions for the coupled NLS

equation

In this section, we will study new integrable boundary conditions associated with the coupled

NLS equation. Our new boundary conditions are derived by imposing suitable reductions on
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the defect condition, that is the BT (3.8) frozen at x = 0. It is worth reminding that the

idea to construct integrable boundary conditions via a BT was initiated by Habibullin [27].

The main difference with respect to the method of Habibullin is that in our method we exploit

simultaneously the space-part and the time-part of the BT, whereas, in [27], only the space-part

of the BT is considered. As we will show below the time-part of the BT, indeed, yields new

integrable boundary conditions and it is very instructive for us to prove the integrability of the

corresponding boundary conditions.

5.1 New boundary conditions arising from U(2) symmetry reductions of the

defect condition

One can check directly that if (u1(x, t), u2(x, t))
T solves the coupled NLS equation (1.1), then

so does C (u1(−x, t), u2(−x, t))T , where C is a 2 × 2 unitary matrix, that is C satisfies C†C =

CC† = I2. This fact implies that we may consider the following reductions between the fields

(u1, u2) and (ũ1, ũ2),

(ũ1(x, t), ũ2(x, t))
T = C (u1(−x, t), u2(−x, t))T , (5.1)

where C ≡ (cjk)2×2 is a 2× 2 unitary matrix as before. By imposing this reduction on (3.8) and

evaluating the resulting equations at x = 0, we obtain the following boundary condition for the

coupled NLS equation

(1 + c11)u1,x(0) + c12u2,x(0) = −3iB
(0)
11 (0)

2∑

j=1

c1juj(0) + 3iu1(0)B
(0)
22 (0) + 3iu2(0)B

(0)
32 (0),

c21u1,x(0) + (1 + c22)u2,x(0) = −3iB
(0)
11 (0)

2∑

j=1

c2juj(0) + 3iu1(0)B
(0)
23 (0) + 3iu2(0)B

(0)
33 (0),

(1− c11)u1,t(0)− c12u2,t(0) = 2i ((1− c11) u1(0) − c12u2(0))
(
|u1(0)|

2 + |u2(0)|
2
)

+ i
(
(c11 − c22)u1(0)u2(0) + c12u

2
2(0)− c21u

2
1(0)

) 2∑

j=1

c̄2j ūj(0)

− 3B
(0)
11 (0)

2∑

j=1

c1juj,x(0)− 3u1,x(0)B
(0)
22 (0)− 3u2,x(0)B

(0)
32 (0),

(1− c22)u2,t(0)− c21u1,t(0) = 2i ((1− c22) u2(0) − c21u1(0))
(
|u1(0)|

2 + |u2(0)|
2
)

+ i
(
(c22 − c11)u1(0)u2(0) + c21u

2
1(0)− c12u

2
2(0)

) 2∑

j=1

c̄1j ūj(0)

− 3B
(0)
11 (0)

2∑

j=1

c2juj,x(0)− 3u1,x(0)B
(0)
23 (0)− 3u2,x(0)B

(0)
33 (0),

(5.2)
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where B
(0)
jk (0), 1 ≤ j, k ≤ 3, are the quantities that obtained by inserting (5.1) into the quantities

(3.7) evaluated at x = 0. We will show in section 5.3 that the boundary condition (5.2) in general

is not integrable, except for the following three cases.

Case 1: Robin boundary condition corresponding to (5.2) with C = diag(1, 1) and

a = 0. In this case, the reduction (5.1) reads

ũ1(x, t) = u1(−x, t), ũ2(x, t) = u2(−x, t). (5.3)

and the boundary condition (5.2) becomes

(u1,x − αu1) |x=0= 0, (u2,x − αu2) |x=0= 0, (5.4)

where α = 3b is a real constant. This boundary condition is the two-component generalisation of

the usual Robin boundary condition in the scalar case. As limiting cases, we recover the Dirichlet

boundary condition u1 |x=0= u2 |x=0= 0 as α → ∞, and recover the Neumann boundary

condition u1,x |x=0= u2,x |x=0= 0 as α → 0. We note that the vector generalisation of the usual

Robin boundary condition for the half-line problem has been studied in [28,29].

Case 2: new boundary condition corresponding to (5.2) with C = diag(−1,−1)

and a = 0. In this case, the reduction (5.1) reads

ũ1(x, t) = −u1(−x, t), ũ2(x, t) = −u2(−x, t), (5.5)

and the boundary condition (5.2) becomes
(
iu1,t + 2u1

(
|u1|

2 + |u2|
2
)
+ u1,xΩ̂ + 2

u1,x|u2|
2 − u2,xu1ū2

Ω̂ + 3b

)∣∣∣∣
x=0

= 0, (5.6a)

(
iu2,t + 2u2

(
|u1|

2 + |u2|
2
)
+ u2,xΩ̂ + 2

u2,x|u1|
2 − u1,xū1u2

Ω̂ + 3b

)∣∣∣∣
x=0

= 0, (5.6b)

where

Ω̂ ≡ Ω̂(x, t) =
√

9b2 − 4 (|u1|2 + |u2|2). (5.7)

Unlike the Robin boundary condition, this new boundary condition is non-linear, and it involves

time derivatives of the coupled NLS fields.

Case 3: new boundary conditions corresponding to (5.2) with a = 0 and with C

satisfying trC = 0, C = C† and detC = −1. In this case, the reduction becomes
(

ũ1(x, t)

ũ2(x, t)

)
=

(
c11 c12

c̄12 −c11

)(
u1(−x, t)

u2(−x, t)

)
, c11 ∈ R, c211 + |c12|

2 = 1. (5.8)

In particular, for c11 = 1 and c12 = 0, the reduction becomes

ũ1(x, t) = u1(−x, t), ũ2(x, t) = −u2(−x, t), (5.9)
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and the associated boundary condition reads

(2u1,x − u1(Ω2 + 3b))|
x=0 = 0, (5.10a)

(
iu2,t + u2

(
|u1|

2 + 2|u2|
2
)
+ u2,xΩ2

)∣∣
x=0

= 0, (5.10b)

where

Ω2 ≡ Ω2(x, t) =
√

9b2 − 4|u2|2. (5.11)

We note that the boundary condition corresponding to the general reduction (5.8), after being

rewritten in terms of the variables

û1 =
1√

2(1 + c11)
((1 + c11)u1 + c12u2) , û2 =

1√
2(1 + c11)

(−c̄12u1 + (1 + c11)u2) ,

is equal to the boundary condition (5.10). Thus, it is enough for us to consider the boundary

condition (5.10) in this case.

5.2 A new boundary condition derived via dressing the Dirichlet boundary

with the integrable defect condition

For the scalar NLS equation, it was found in [11] that dressing the Dirichlet boundary with a

type I defect generates a new boundary, which is

(
iut + 2ux

√
4b2 − |u|2 − 4(a2 + b2)u+ 2u|u|2

)∣∣∣
x=0

= 0. (5.12)

Here we generalise this result to the coupled case.

We assume that the fields ũ1 and ũ2 at the boundary satisfies the Dirichlet boundary condi-

tion, that is

ũ1|x=0 = ũ2|x=0 .

Inserting this condition to the defect condition, we find, at x = 0,

u1,x − ũ1,x = u1 (Ω12 + 3ia) , (5.13a)

u2,x − ũ2,x = u2 (Ω12 + 3ia) , (5.13b)

u1,t = iu1(|u1|
2 + |u2|

2) + iũ1,x(Ω12 − 3ia) − 3u1,x(a− ib) +
u1,x|u1|

2 + u2,xu1ū2

i(Ω12 + 3b)
, (5.13c)

u2,t = iu2(|u1|
2 + |u2|

2) + iũ2,x(Ω12 − 3ia) − 3u2,x(a− ib) +
u1,xū1u2 + u2,x|u2|

2

i(Ω12 + 3b)
. (5.13d)

where

Ω12 ≡ Ω12(x, t) =
√

9b2 − |u1|2 − |u2|2. (5.14)
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By using (5.13a) and (5.13b) to eliminate ũ1,x and ũ2,x in (5.13c) and (5.13d), we find the

following new boundary condition

(
iu1,t + u1

(
2(|u1|

2 + |u2|
2)− 9(a2 + b2)

)
+ 2u1,xΩ12 +

u1,x|u2|
2 − u2,xu1ū2

Ω12 + 3b

)∣∣∣∣
x=0

= 0,

(
iu2,t + u2

(
2(|u1|

2 + |u2|
2)− 9(a2 + b2)

)
+ 2u2,xΩ12 +

u2,x|u1|
2 − u1,xū1u2

Ω12 + 3b

)∣∣∣∣
x=0

= 0.

(5.15)

This new boundary condition is a two-component generalization of the Zambon’s new boundary

condition (5.12).

5.3 Integrability of the boundary conditions: r-matrix approach

We now study the integrability of our new boundary conditions by using the r-matrix approach.

Following Sklyanin’s formalism [18], in order to study the integrability of a boundary problem on

the half-line, it is important to consider the following generalization of the monodromy matrix

M(λ) = M(λ)K(λ)M−1(−λ), (5.16)

where M(λ) = MS(∞, 0, λ). We assume, in general, the K(λ) matrix can depend on time [30].

One has the following results, which can be proved by direct computations.

Lemma 2 If K(λ) satisfies relations

{K1(λ),K2(µ)} = [r(λ− µ),K1(λ)K2(µ)] +K1(λ)r(λ+ µ)K2(µ)

−K2(µ)r(λ+ µ)K1(λ)
(5.17)

and

{K1(λ), U2(x, t, µ)} = 0, (5.18)

then

{M1(λ),M2(µ)} =[r(λ− µ),M1(λ)M2(µ)]

+M1(λ)r(λ+ µ)M2(µ)−M2(µ)r(λ+ µ)M1(λ).
(5.19)

Lemma 3 If the K(λ) matrix satisfies the following equation at the boundary

dK(λ)

dt
= V (0, t, λ)K(λ) −K(λ)V (0, t,−λ), (5.20)

then

d tr(M(λ))

dt
= 0. (5.21)
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Lemma 2 implies that the quantity tr(M(λ)) Poisson commutes with itself for different values

of the spectral parameter, if the K(λ) matrix subjects to the boundary Poisson algebra (5.17)

and (5.18). Lemma 3 enables us to interpret the quantity tr(M(λ)) as the generating function

of the conserved quantities. Thus, for the coupled NLS equation with a boundary resulting from

(5.20), the integrability is obtained.

The above argument implies that the integrable boundary conditions are encoded into the

boundaryK(λ) matrices that satisfy equations (5.17), (5.18) and (5.20). In order to establish the

integrability of our new boundary conditions, we need to find the corresponding K(λ) matrices.

In general, it is not easy to find a K(λ) matrix that matches the boundary equation (5.20). Here

we present a connection between the BT matrices and the solutions of the boundary equation

(5.20). Based on this, we are able to derive the K(λ) matrices for all the boundary conditions

presented in sections 5.1 and 5.2.

Proposition 2 Let the fields (ũ1, ũ2) and (u1, u2) subject to a suitable reduction (say (5.1) for

example). If, under this reduction, there exists a non-degenerate and time-independent matrix

P (λ) such that

Ṽ (0, t, λ) = P (λ)V (0, t,−λ)P−1(λ), (5.22)

then

K(λ) = B(0, t, λ)P (λ), (5.23)

where B(0, t, λ) is the BT matrix evaluated at x = 0, satisfies the boundary equation (5.20).

Proof Evaluating the time-part of the BT (3.2b) at x = 0 and using (5.22), we obtain

Bt(0, t, λ) = V (0, t, λ)B(0, t, λ) −B(0, t, λ)P (λ)V (0, t,−λ)P−1(λ), (5.24)

which can be written as

(B(0, t, λ)P (λ))t = V (0, t, λ)B(0, t, λ)P (λ) −B(0, t, λ)P (λ)V (0, t,−λ), (5.25)

where the time-independent property of P (λ) matrix is used. By comparing (5.25) with (5.20),

we complete the proof. �

For the U(2) symmetry reduction (5.1), we find that the P (λ) matrix in (5.22) is given by

P =




1 0 0

0 −c̄11 −c̄12

0 −c̄21 −c̄22


 , (5.26)
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where cjk, 1 ≤ j, k ≤ 2, are jk-entries of the unitary matrix C. Thus the K(λ) matrix corre-

sponding to the general boundary condition (5.2) is given by

K(λ) = B(x, t, λ)|x=0 P ≡ P + λ−1K(0), (5.27)

where K(0) = B(0)(x, t)
∣∣
x=0

P , and B and B(0) stand for the matrices that obtained by inserting

the reduction (5.1) into the matrices B and B(0) (see (3.6)), respectively. For example, for the

Robin boundary condition (5.4), the corresponding K(λ) matrix is given by

K(λ) = diag
(
1 + ibλ−1, − 1 + ibλ−1, − 1 + ibλ−1

)
. (5.28)

For the new boundary condition (5.6), the corresponding K(λ) matrix is given by

K(λ) = I3 + λ−1




i
3Ω̂(0) −2i

3 u1(0) −2i
3 u2(0)

−2i
3 ū1(0) −ib+ 4i|u1(0)|2

3(Ω̂(0)+3b)

4iū1(0)u2(0)

3(Ω̂(0)+3b)

−2i
3 ū2(0)

4iu1(0)ū2(0)

3(Ω̂(0)+3b)
−ib+ 4i|u2(0)|2

3(Ω̂(0)+3b)


 ≡ I3 + λ−1K(0), (5.29)

where we have used the notations u1(0) = u1(0, t), u2(0) = u2(0, t), Ω̂(0) = Ω̂(0, t). For the new

boundary condition (5.10), the corresponding K(λ) matrix is given by

K(λ) = P + λ−1




i
3Ω2(0) 0 −2i

3 u2(0)

0 ib 0

−2i
3 ū2(0) 0 − i

3Ω2(0)


 ≡ P + λ−1K(0), (5.30)

where

P = diag (1, − 1, 1) , Ω2(0) = Ω2(0, t). (5.31)

In comparison with the K(λ) matrix (5.28) for the Robin boundary condition, theK(λ) matrices

(5.29) and (5.30) are no more constant matrices, they depend on the fields of the coupled NLS

equation.

The above analysis shows that the general boundary conditions (5.2) can be written in

the form of (5.20) with the K(λ) matrix given by (5.27). Since (5.27) holds at the boundary

location, the Poisson bracket (5.18) is automatically zero. However, we should emphasize that

the K(λ) matrix (5.27) in general does not match (5.17). Thus the boundary condition (5.2) is

not integrable in the general case. We need to select suitable C matrices such that the associated

K(λ) matrices match (5.17), and thus the resulting boundary conditions are integrable. Using

(5.27), the left hand side of (5.17) becomes

1

λµ

{
K

(0)
1 ,K

(0)
2

}
, (5.32)
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where K
(0)
1 = K(0) ⊗ I3 and K

(0)
2 = I3 ⊗ K(0). After straightforward calculations using the

formula (2.14), the right hand side of (5.17) becomes

1

3λµ

[
P, P ⊗K(0)

]

+
1

3 (λ+ µ)

{
1

λ

[
(K(0)P )⊗ I3 − I3 ⊗ (PK(0))

]
+

1

µ

[
(PK(0))⊗ I3 − I3 ⊗ (K(0)P )

]}
P

+
1

3 (λ+ µ)

{
P 2 ⊗ I3 − I3 ⊗ P 2 +

1

λµ

[
(K(0))2 ⊗ I3 − I3 ⊗ (K(0))2

]}
P.

(5.33)

In order to match (5.33) with (5.32), the two terms P 2⊗I3−I3⊗P 2 and (K(0))2⊗I3−I3⊗(K(0))2

in the last line of the expression (5.33) should vanish. By requiring P 2 ⊗ I3 − I3 ⊗ P 2 = 0, we

find the entries of the matrix C should satisfy either of the following two constraints

c11 = c22 = ±1, c12 = c21 = 0, (5.34a)

c11 = −c22, detC = −1. (5.34b)

By requiring (K(0))2 ⊗ I3 − I3 ⊗ (K(0))2 = 0, we find that, in addition to (5.34), the entries of

the unitary matrix C should also obey c11 = c̄11 and c12 = c̄21, and we find that the parameter

a = 0. Under these constraints, (5.33) is reduced to

1

3λµ

[
P, P ⊗K(0) + I3 ⊗ (PK(0))

]
, (5.35)

which is possible to match (5.32). Combining the above analysis, we obtain the following possible

solutions for the unitary matrix C,

c11 = c22 = 1, c12 = c21 = 0, (5.36a)

c11 = c22 = −1, c12 = c21 = 0, (5.36b)

c11 = −c22, c11 = c̄11, c12 = c̄21, detC = −1. (5.36c)

The boundary conditions corresponding to the above C matrices are just the three ones that

presented in section 5.1. We next show these boundary conditions are indeed integrable.

For the Robin boundary condition, the associated K(λ) matrix (5.28) is non-dynamic, and

thus the Poisson bracket (5.17) automatically holds. This confirms the integrability of the

coupled NLS equation in the presence of the Robin boundary condition (5.4). However, for

the new boundary conditions (5.6) and (5.10), the situation is quite different: the associated

K(λ) matrices (5.29) and (5.30) are dynamic. We need to introduce suitable Poisson brackets

at the boundary in order to calculate the Poisson brackets of these dynamic K(λ) matrices (the

left hand side of (5.17)). For the boundary condition (5.6), we introduce the following Poisson
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brackets at the boundary

{u1(0), ū1(0)} = −
3

2

(
K

(0)
11 −K

(0)
22

)
, {u1(0), ū2(0)} =

3

2
K

(0)
32 ,

{u2(0), ū2(0)} = −
3

2

(
K

(0)
11 −K

(0)
33

)
, {u2(0), ū1(0)} =

3

2
K

(0)
23 ,

{u1(0), u2(0)} = {ū1(0), ū2(0)} = 0,

(5.37)

where the quantities K
(0)
jk , 1 ≤ j, k ≤ 3, are the jk-entries of the matrix K(0) that is defined

in the expression (5.29). After straightforward calculation using (5.29) and (5.37), we find that

(5.32) is equal to (5.35), as expected. As a consequence, for the K(λ) matrix (5.29), expression

(5.17) becomes an identity. Thus integrability of the new boundary condition (5.6) is obtained.

For the new boundary condition (5.10), we introduce the following boundary Poisson bracket

{u2(0), ū2(0)} = −iΩ2(0). (5.38)

By using this Poisson bracket and (5.30), we can check directly that (5.32) is equal to (5.35).

Thus, for the K(λ) matrix (5.30), the expression (5.17) becomes an identity. This implies the

integrability of the new boundary condition (5.10).

We now turn to the integrability of the new boundary condition (5.15). We first need to

derive a K(λ) matrix for the boundary condition (5.15). As mentioned above, the new boundary

condition (5.15) is a two component generalization of the boundary condition (5.12). For the

latter boundary condition (boundary (5.12) in the scalar case), it has been found that the

associated K(λ) matrix is of order 2 in λ−1 [11], and it can be constructed as a composition

of several BT matrices of order 1 in λ−1 [17]. This result implies that the structure of the

K(λ) matrix for the new boundary condition (5.15) should be different from the ones for the

boundary conditions presented in section 5.1; it should also be of order 2 in λ−1 rather than

order 1. We will show in the following it is indeed the case, and such a boundary condition

can be constructed by applying proposition 2 to a BT matrix produced as a product of two BT

matrices of the form (3.6).

We consider two BTs as follows. The first one induced by a matrix B(1) of the form (3.6)

with the parametres a1 and b1 produces u
(1)
1 and u

(1)
2 from u

(0)
1 and u

(0)
2 . The second one induced

by a matrix B(2) of the form (3.6) with the parametres a2 and b2 produces u
(2)
1 and u

(2)
2 from

u
(1)
1 and u

(1)
2 . More precisely, the two BT matrices B(j), j = 1, 2, are given by

B(j) =I3 +
1

λ




aj +
i
3Ω

(j) i
3 (u

(j−1)
1 − u

(j)
1 ) i

3(u
(j−1)
2 − u

(j)
2 )

i
3(ū

(j−1)
1 − ū

(j)
1 ) aj − ibj −

|u
(j−1)
1 −u

(j)
1 |2

3i(Ω(j)+3bj)
−

(u
(j−1)
2 −u

(j)
2 )(ū

(j−1)
1 −ū

(j)
1 )

3i(Ω(j)+3bj)

i
3(ū

(j−1)
2 − ū

(j)
2 ) −

(u
(j−1)
1 −u

(j)
1 )(ū

(j−1)
2 −ū

(j)
2 )

3i(Ω(j)+3bj)
aj − ibj −

|u
(j−1)
2 −u

(j)
2 |2

3i(Ω(j)+3bj)




≡I3 +
1

λ
B̂(j),

(5.39)
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where Ω(j) =
√

9b2j − |u
(j−1)
1 − u

(j)
1 |2 − |u

(j−1)
2 − u

(j)
2 |2, j = 1, 2. The corresponding BTs are

(
u
(j)
1 − u

(j−1)
1

)
x
=u

(j−1)
1

(
Ω(j) − 3iaj

)
+ 3iu

(j)
1 B̂

(j)
22 + 3iu

(j)
2 B̂

(j)
32 ,

(
u
(j)
2 − u

(j−1)
2

)
x
=u

(j−1)
2

(
Ω(j) − 3iaj

)
+ 3iu

(j)
1 B̂

(j)
23 + 3iu

(j)
2 B̂

(j)
33 ,

(
u
(j)
1 − u

(j−1)
1

)
t
=i
(
u
(j)
1 − u

(j−1)
1

)(
|u

(j)
1 |2 + |u

(j)
2 |2 + |u

(j−1)
1 |2 + |u

(j−1)
2 |2

)

+ i
(
u
(j−1)
1 u

(j)
2 − u

(j)
1 u

(j−1)
2

)
ū
(j−1)
2 + iu

(j−1)
1,x

(
Ω(j) − 3iaj

)

− 3u
(j)
1,xB̂

(j)
22 − 3u

(j)
2,xB̂

(j)
32 ,(

u
(j)
2 − u

(j−1)
2

)
t
=i
(
u
(j)
2 − u

(j−1)
2

)(
|u

(j)
1 |2 + |u

(j)
2 |2 + |u

(j−1)
1 |2 + |u

(j−1)
2 |2

)

+ i
(
u
(j−1)
2 u

(j)
1 − u

(j)
2 u

(j−1)
1

)
ū
(j−1)
1 + iu

(j−1)
2,x

(
Ω(j) − 3iaj

)

− 3u
(j)
1,xB̂

(j)
23 − 3u

(j)
2,xB̂

(j)
33 ,

(5.40)

where B̂
(j)
km, k,m = 1, 2, 3, are km-entries of the matrix B̂(j) (see (5.39)). With the above two

BT matrices, we define a BT matrix B̂ as B̂ = B(2)B(1), which induces a BT from u
(0)
1 and u

(0)
2

to u
(2)
1 and u

(2)
2 . We impose Dirichlet boundary on the fields u

(1)
1 and u

(1)
2 , that is

u
(1)
1 (x, t)

∣∣∣
x=0

= u
(1)
2 (x, t)

∣∣∣
x=0

= 0, (5.41)

and we consider the odd reductions between (u
(0)
1 , u

(0)
2 ) and (u

(2)
1 , u

(2)
2 ), that is

u
(0)
j (x, t) = −u

(2)
j (−x, t), j = 1, 2. (5.42)

We want to look for a relation between the parameters (a1, b1) and (a2, b2) such that the BTs

(5.40) evaluated at x = 0 are compatible with the reduction (5.42). After direct computations

using (5.41), we find that the desired condition is

a1 = −a2, b1 = b2. (5.43)

By using (5.41), (5.42) and (5.43), we obtain

B̂
∣∣∣
x=0

= I3 −
a22 + b22

λ2
I3 +

2i

3λ




Ω̂12(0) −u
(2)
1 (0) −u

(2)
2 (0)

−ū
(2)
1 (0) −3b2 +

|u
(2)
1 (0)|2

Ω̂12(0)+3b2

ū
(2)
1 (0)u

(2)
2 (0)

Ω̂12(0)+3b2

−ū
(2)
2 (0)

u
(2)
1 (0)ū

(2)
2 (0)

Ω̂12(0)+3b2
−3b2 +

|u
(2)
2 (0)|2

Ω̂12(0)+3b2


 , (5.44)

where Ω̂12(0) =

√
9b22 − |u

(2)
1 (0)|2 − |u

(2)
2 (0)|2. In the following, we will use notations a and b

instead of a2 and b2, and notations uj instead of u
(2)
j , j = 1, 2. After applying proposition 2
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to the BT matrix B̂, we finally obtain that the K(λ) matrix describing the boundary condition

(5.15) are given by K(λ) = B̂
∣∣∣
x=0

, that is

K(λ) =

(
1−

a2 + b2

λ2

)
I3 +

2i

3λ




Ω12(0) −u1(0) −u2(0)

−ū1(0) −3b+ |u1(0)|2

Ω12(0)+3b
ū1(0)u2(0)
Ω12(0)+3b

−ū2(0)
u1(0)ū2(0)
Ω12(0)+3b −3b+ |u2(0)|2

Ω12(0)+3b




≡
(
1− (a2 + b2)λ−2

)
I3 + λ−1K(0),

(5.45)

where Ω12(0) = Ω12(0, t) (recall that Ω12(x, t) is defined by (5.14)).

In analogy to the K(λ) matrices (5.29) and (5.30), the K(λ) matrix (5.45) is a non constant

matrix, we need to introduce suitable boundary Poisson brackets in order to calculate the Poisson

brackets for (5.45). As in the case of the K(λ) matrix (5.29), we define the boundary Poisson

brackets in the form of (5.37), but with the quantities K
(0)
jk , 1 ≤ j, k ≤ 3, defined by (5.45).

Using this boundary Poisson brackets and the explicit expression (5.45) for the K(λ) matrix, we

can verify, after straightforward calculation, that (5.17) becomes an identity. Thus integrability

of the new boundary condition (5.15) is obtained.

5.4 Conserved quantities for the boundary conditions

We may derive the explicit forms of the conserved quantities by studying the large λ asymptotic

expansion of the trace of the monodromy matrix (5.16). However the calculations are much

heavier (especially for the higher order conserved quantities). In this subsection we will derive

the conserved quantities with a more convenient method which is based directly on the Lax pair

formulation.

We first note that (5.20) can be interpreted as the compatibility condition of

φ(0, t, λ) = K(λ)φ(0, t,−λ), (5.46a)

φt(0, t, λ) = V (0, t, λ)φ(0, t, λ). (5.46b)

By virtue of the bulk Lax pair equations (2.1) and the boundary equations (5.46), we find the

following result, which is a generalisation of the analogous results in [17] and [28] in two ways:

it generalises [17] to the coupled case and it generalises [28] to the time-dependent case.

Proposition 3 For the coupled NLS equation in the presence of a boundary condition resulting

from (5.20), a generating function for the conserved quantities is given by

I(λ) =

∫ ∞

0
[u1(x, t) (Γ1(x, t, λ) − Γ1(x, t,−λ)) + u2(x, t) (Γ2(x, t, λ)− Γ2(x, t,−λ))] dx

+ ln (K11(λ) +K12(λ)Γ1(0, t,−λ) +K13(λ)Γ2(0, t,−λ)) ,

(5.47)

where Kjk(λ), 1 ≤ j, k ≤ 3, denote the jk-entries of the matrix K(λ).



28

Proof We denote the first and the second terms on the right hand side of (5.47) as Ibulk and

Iboundary, respectively. That is

Ibulk =

∫ ∞

0
[u1(x, t) (Γ1(x, t, λ) − Γ1(x, t,−λ)) + u2(x, t) (Γ2(x, t, λ)− Γ2(x, t,−λ))] dx,(5.48a)

Iboundary = ln (K11(λ) +K12(λ)Γ1(0, t,−λ) +K13(λ)Γ2(0, t,−λ)) .(5.48b)

By using (2.21), we obtain

−
dIbulk

dt
=V11(0, t, λ) + V12(0, t, λ)Γ1(0, t, λ) + V13(0, t, λ)Γ2(0, t, λ)

− V11(0, t,−λ) − V12(0, t,−λ)Γ1(0, t,−λ) − V13(0, t,−λ)Γ2(0, t,−λ).

(5.49)

This implies that in general, the bulk density (5.48a) is no more conserved for the coupled NLS

equation in the presence of a boundary condition. We will show below that the quantity (5.48b)

compensates exactly for the loss of conservation of the bulk density. From (5.46a), we obtain

Γ1(0, t, λ) =
K21(λ) +K22(λ)Γ1(0, t,−λ) +K23(λ)Γ2(0, t,−λ)

K11(λ) +K12(λ)Γ1(0, t,−λ) +K13(λ)Γ2(0, t,−λ)
, (5.50a)

Γ2(0, t, λ) =
K31(λ) +K32(λ)Γ1(0, t,−λ) +K33(λ)Γ2(0, t,−λ)

K11(λ) +K12(λ)Γ1(0, t,−λ) +K13(λ)Γ2(0, t,−λ)
. (5.50b)

Equation (5.20) implies

dK1j(λ)

dt
=V11(0, t, λ)K1j(λ) + V12(0, t, λ)K2j(λ) + V13(0, t, λ)K3j(λ)

−K11(λ)V1j(0, t,−λ)−K12(λ)V2j(0, t,−λ) −K13(λ)V3j(0, t,−λ), 1 ≤ j ≤ 3.

(5.51)

Inserting (5.50) into the right hand side of (5.49), we find that the resulting expression is equal

to

(K11(λ) +K12(λ)Γ1(0, t,−λ) +K13(λ)Γ2(0, t,−λ))t
K11(λ) +K12(λ)Γ1(0, t,−λ) +K13(λ)Γ2(0, t,−λ)

, (5.52)

where we have used the formulae (5.51) and the Riccati equations (2.20) for Γ1(0, t,−λ) and

Γ2(0, t,−λ). The expression (5.52) is exactly the time derivative of (5.48b). As a consequence,

we obtain dI(λ)
dt

= 0. This completes the proof. �

Based on the above proposition and the K(λ) matrices found in section 5.3, we immediately

obtain the following corollaries.

Corollary 1 A generating function for the conserved quantities of the coupled NLS equation

(1.1) with the Robin boundary condition (5.4) is given by

I(λ) =

∫ ∞

0
[u1(x, t) (Γ1(x, t, λ) − Γ1(x, t,−λ)) + u2(x, t) (Γ2(x, t, λ) − Γ2(x, t,−λ))] dx. (5.53)
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Corollary 2 A generating function for the conserved quantities of the coupled NLS equation

(1.1) with the new boundary condition (5.6) is given by

I(λ) =

∫ ∞

0
[u1(x, t) (Γ1(x, t, λ) − Γ1(x, t,−λ)) + u2(x, t) (Γ2(x, t, λ)− Γ2(x, t,−λ))] dx

+ ln

(
1 +

i

3
λ−1

(
Ω̂(0, t) − 2u1(0, t)Γ1(0, t,−λ) − 2u2(0, t)Γ2(0, t,−λ)

))
.

(5.54)

Corollary 3 A generating functions for the conserved quantities of the coupled NLS equation

(1.1) with the new boundary condition (5.10) is given by

I(λ) =

∫ ∞

0
[u1(x, t) (Γ1(x, t, λ) − Γ1(x, t,−λ)) + u2(x, t) (Γ2(x, t, λ)− Γ2(x, t,−λ))] dx

+ ln

(
1 +

i

3
λ−1 (Ω2(0, t)− 2u2(0, t)Γ2(0, t,−λ))

)
.

(5.55)

Corollary 4 A generating function for the conserved quantities of the coupled NLS equation

(1.1) with the new boundary condition (5.15) is given by

I(λ) =

∫ ∞

0
[u1(x, t) (Γ1(x, t, λ) − Γ1(x, t,−λ)) + u2(x, t) (Γ2(x, t, λ)− Γ2(x, t,−λ))] dx

+ ln

(
1−

a2 + b2

λ2
+

2i

3λ
(Ω12(0, t)− u1(0, t)Γ1(0, t,−λ) − u2(0, t)Γ2(0, t,−λ))

)
.

(5.56)

By substituting (2.22) together with (2.23) into the bulk density (5.48a) and by considering

the series expansion of the boundary contribution (5.48b) in λ−1, we can compute the explicit

forms of the conserved quantities for our boundary problems. For example, the first two con-

served quantities for the coupled NLS equation with the new boundary condition (5.6) are given

by:

I1 =− 2

∫ ∞

0

(
|u1|

2 + |u2|
2
)
dx+ Ω̂

∣∣∣
x=0

,

I3 =

∫ ∞

0

((
|u1|

2 + |u2|
2
)2

− |u1,x|
2 − |u2,x|

2
)
dx−

(
1

6
Ω̂3 + Ω̂

(
|u1|

2 + |u2|
2
))∣∣∣∣

x=0

,

(5.57)

where Ω̂ is given by (5.7).

6 Concluding remarks

Based on a BT of the coupled NLS equation, we presented a type I defect condition and es-

tablished the Liouville integrability of the resulting defect system. Furthermore, by imposing

suitable reductions on the defect condition, we derived several new integrable boundary con-

ditions for the coupled NLS equation. A remarkable feature of these new integrable boundary
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conditions is the presence of time derivatives of the coupled NLS fields. The boundary matrices

that realise our new boundary conditions were also derived by virtue of a connection between

the time-part of the BT equations and the Sklyanin’s formalism.

We end this paper with the following remarks.

1. The coupled NLS equation can be further generalised to the multi-component case, the

so-called vector NLS model [20]. Based on our experience with the coupled NLS equation,

we believe that it is possible to work out the type I defect conditions and the associated new

integrable boundary conditions for the vector NLS model (these problems were identified as

open problems in [11]). We will study this topic in the future.

2. Very recently, the studies on the solutions of the NLS equation in the presence of the

boundary condition (5.12) were performed in [14–17]. As mentioned previously, our new inte-

grable boundary conditions are two-component analogues of the integrable boundary condition

(5.12). It will be interesting to study whether the solution methods developed in [14–17] can be

extended to study our new integrable boundary conditions for the coupled NLS equation. We

strongly believe that this is the case, despite additional computational and technical difficulties

that will arise in our situation.
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