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Montréal (Québec) H3T 1J4, Canada.

†Department of Mathematical Methods in Physics, University of Warsaw,

ul. Pasteura 5, 02-093, Warsaw, Poland.
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Abstract

We propose a geometric integrator to numerically approximate the flow of Lie systems. The
key is a novel procedure that integrates the Lie system on a Lie group intrinsically associated
with a Lie system on a general manifold via a Lie group action, and then generates the discrete
solution of the Lie system on the manifold via a solution of the Lie system on the Lie group.

One major result from the integration of a Lie system on a Lie group is that one is able
to solve all associated Lie systems on manifolds at the same time, and that Lie systems on Lie
groups can be described through first-order systems of linear homogeneous ordinary differential
equations (ODEs) in normal form. This brings a lot of advantages, since solving a linear system
of ODEs involves less numerical cost. Specifically, we use two families of numerical schemes
on the Lie group, which are designed to preserve its geometrical structure: the first one based
on the Magnus expansion, whereas the second is based on Runge-Kutta-Munthe-Kaas (RKMK)
methods. Moreover, since the aforementioned action relates the Lie group and the manifold
where the Lie system evolves, the resulting integrator preserves any geometric structure of the
latter. We compare both methods for Lie systems with geometric invariants, particularly a class
on Lie systems on curved spaces. We also illustrate the superiority of our method for describing
long-term behavior and for differential equations admitting solutions whose geometric features
depends heavily on initial conditions.

As already mentioned, our milestone is to show that the method we propose preserves all the
geometric invariants very faithfully, in comparison with nongeometric numerical methods.

MSC 2020 classes: 34A26; 53A70 (primary) 37M15; 49M25 (secondary)

1 Introduction

The history of numerical methods on Lie groups is intertwined with the development of computa-
tional mathematics and the study of Lie theory. The foundations of Lie theory were settled by the
Norwegian mathematician Sophus Lie in the late 19th century. However, it was not until the 20th
century that the application of Lie groups to practical problems and the development of numerical
methods gained momentum.
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In the 1970s, mathematicians and physicists began to explore numerical integration methods for Lie
group equations of motion. Afterwards, pioneering work by Blanes, Casas, Oteo, and Ros provided
explicit symplectic integrators for specific Lie groups, such as the rotation group SO(3) and the
special Euclidean group SE(3). These methods preserved important geometric properties of Lie
groups, such as the energy and/or the symplecticity [5, 6].

The computation of geodesics on Lie groups became a topic of interest in the 1980s. Researchers like
Murray, Arimoto, and Sastry developed numerical methods to compute geodesics on Lie groups such
as SO(3) and SE(3) [58, 70]. These methods relied on various techniques, including the exponential
map, interpolation, and numerical optimization algorithms. The optimization of functions defined
on Lie groups gained prominence in the 1990s. Researchers such as Absil, Mahony, and Mallick
developed numerical optimization algorithms specifically tailored to the geometric properties of Lie
groups [1, 49, 50]. These methods allowed for efficient optimization of functions over Lie groups,
which found applications in robotics, computer vision, and control theory. The interpolation of
motions on Lie groups received significant attention in the early 2000s. Researchers like Sola,
Kuffner, and Agrawal proposed interpolation algorithms for Lie group elements, enabling smooth
and visually appealing motion planning in applications such as robotics and computer graphics [72].

In recent years, there has been continued progress in numerical methods on Lie groups, fueled
by advancements in computational power and the increasing demand for efficient algorithms in
applications. Research continues to focus on refining existing methods, developing new techniques,
and exploring applications in areas like machine learning, motion planning, and optimization.

The Runge-Kutta methods are a family of numerical integration techniques commonly used to solve
ordinary differential equations. They involve evaluating the derivative of the function at multiple
points within a time step and using a weighted sum of these derivatives to update the solution. A
comprehensive survey on modern geometric Lie group methods, including new ideas and techniques,
can be found in [37].

The RKMK method combines these two concepts by using the Munthe-Kaas rule to select the
sampling points in the Runge-Kutta integration scheme. RKMK method is also the term we use to
refer to the usual Runge-Kutta method (RK) applied on Lie groups. By considering the distribution
of the highest derivative of the function being integrated, the RKMK method aims to improve the
accuracy and efficiency of the integration process [55, 56, 57].

The specific details of the RKMK method, including the choice of sampling points and the weights
assigned to the derivatives, can vary depending on the implementation and the problem at hand.
Researchers have proposed different variants of the RKMK method with varying degrees of accuracy
and computational complexity. Since the properties of a RKMK methods are the same of a classical
RK, the symplecticity is preserved for certain orders: for example, the second-order Störmer-Verlet
method, also known as the leapfrog method, is a well-known second-order symplectic integrator
[75]. There are several fourth-order symplectic integrators, such as the Forest-Ruth method and
the Yoshida method [79]. Higher-order symplectic integrators have also been developed, such as
the sixth-order McLachlan integrator [54] and the eighth-order Blanes-Moan integrator [7]. These
symplectic Runge-Kutta methods are designed to preserve the symplectic structure of Hamiltonian
systems and offer improved accuracy and long-term stability compared to non-symplectic methods.

It is important to note that the choice of a specific symplectic Runge-Kutta method depends on
the requirements of the problem at hand, including the desired accuracy, computational efficiency,
and preservation of particular properties. In our case, we will work with a fourth-order RKMK.

The RKMK Methods

The basic idea behind applying the fourth-order RKMK method is to update the group elements
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using Lie group operations while approximating the derivatives of the group elements at multiple
intermediate points within a time step. The following steps outline a typical approach.

– Initialization: Start with an initial group element.

– Time Step Selection: Choose an appropriate time step size for the integration process.

– Derivative Evaluation: Evaluate the derivative of the group element at the initial time.

– State Update: Use the fourth-order RK method to update the group element by integrating
the derivative. This involves evaluating the derivative at multiple intermediate points within
the time step and combining them with weighted sums to update the state.

– Group Operation: Apply appropriate Lie group operations (e.g., matrix multiplication, expo-
nentiation) to ensure the updated state remains on the Lie group manifold.

– Repeat: Repeat steps 3-5 until the desired integration time is reached.

By incorporating the Lie group operations in the state update step and properly handling the
derivatives, the fourth-order RK method can be applied to approximate solutions on Lie groups.

Magnus Method and its Interpretation

To solve the initial-value problem for the linear system of ordinary differential equations on Rn of
the form

dY

dt
(t) = A(t)Y (t), Y (t0) = Y0, (1.1)

where Y (t) is an unknown n-dimensional vector t-dependent function and A(t) is an n× n matrix
with t-dependent entries, the Magnus approach was introduced. The solution for n = 1 is

Y (t) = exp

(∫ t

t0

A(s) ds

)
Y0.

This solution also holds for n > 1 provided A(t1)A(t2) = A(t2)A(t1) for any pair of values t1 and t2,
especially when A is independent of t. However, for the general case, the aforementioned expression
is not a valid solution.

Wilhelm Magnus devised a method to solve the matrix initial-value problem (1.1) by introducing
the exponential of a specific n× n matrix function Ω(t, t0) as follows

Y (t) = exp (Ω(t, t0))Y0, (1.2)

where Ω(t) is constructed as a series expansion

Ω(t) =
∞∑
k=1

Ωk(t),

with Ω(t) representing Ω(t, t0) for simplicity and taking t0 = 0.

Using d
dt(e

Ω)e−Ω = A(t) and the Poincaré-Hausdorff matrix identity, Magnus related the time
derivative of Ω to the generating function of Bernoulli numbers and the adjoint endomorphism of
Ω, namely ad(Ω) = [Ω, ·], as follows

dΩ

dt
=

ad(Ω)

exp(ad(Ω))− Idn
A (1.3)

to solve Ω in a recursive manner in terms of A as a continuous analog of the Baker-Campbell-
Hausdorff (BCH) expansion [25, 74]. Note that Idn stands for the n× n identity matrix.
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Equation (1.3) is called the Magnus expansion, or Magnus series, for the solution of (1.1). The first
four terms of this series read

Ω1(t) =

∫ t

0
A(t1) dt1,

Ω2(t) =
1

2

∫ t

0
dt1

∫ t1

0
[A(t1), A(t2)]dt2,

Ω3(t) =
1

6

∫ t

0
dt1

∫ t1

0
dt2

∫ t2

0
([A(t1), [A(t2), A(t3)]] + [A(t3), [A(t2), A(t1)]]) dt3,

Ω4(t) =
1

12

∫ t

0
dt1

∫ t1

0
dt2

∫ t2

0
dt3

∫ t3

0
([[[A(t1), A(t2)], A(t3)], A(t4)] + . . .) dt4.

By expressing the solution in terms of the exponential of a matrix function (1.2), the Magnus series
offers a systematic way to approximate the solution. The Magnus approach very often preserves
important qualitative properties of the exact solution, such as the symplectic or unitary character,
even in truncated forms. This method has found applications in various fields, including classical
mechanics and quantum mechanics, where it offers an alternative to conventional perturbation
theories. The Magnus expansion method stands as a valuable tool for analyzing and approximating
solutions to linear differential equations [6, 48], and, naturally, has strong applications when Y (t)
belongs to a matrix Lie group.

These two numerical integration techniques play a crucial role in the theory of Lie systems. These
methods aim to preserve the geometric structures and qualitative properties of the underlying
system, such as symplecticity, conservation laws and, in the first place, the Lie group structure
itself. The Magnus expansion and RKMK methods are particularly useful for preserving the long-
term behavior of Hamiltonian systems, and, in particular, the so called Lie-Hamilton systems [47],
which are a special class of Lie systems.

Hamiltonian systems relative to a symplectic structure admit natural constants of motion, and
numerical methods that preserve such symplectic structures and related invariants ensure that
obtained approximate solutions will remain at every moment in certain regions containing the
searched exact solution, e.g., in submanifolds given by a constant of motion. In the short term,
this may not have a big impact in the accuracy of the chosen numerical solutions. But in the long
term, this may ensure that the obtained numerical solution will always remain in a specific region
containing the exact solution. In particular, symplectic preserving numerical methods may ensure
that a numerical solution around a stable point of a Hamiltonian system given by the minimum of
its Hamiltonian function remains close to the equilibrium point. Other numerical methods may not
be able to reproduce such a behavior.

Lie systems occurred for the first time in the study of Riccati equations [39] as a consequence of
the generalisation to a nonlinear realm of the known superposition rules for nonautonomous linear
systems of first-order ordinary differential equations. Among other reasons, superposition rules are
interesting to solve numerically systems of differential equations whose general solutions cannot be
exactly found [76]. Although most differential equations cannot be studied via Lie systems, Lie
systems have many relevant applications in physics, control theory, and other fields [13, 47]. In
particular, Lie-Hamilton systems occur in the study of Smorodinsky-Winternitz oscillators, Milne–
Pinney equations, dissipative harmonic oscillators, trigonometric oscillators, and so on (see [47] and
references therein). Certain quantum mechanical systems, like quantum mechanical oscillators with
time-dependent frequency and other time-dependent parameters, can also be studied via Lie systems
on Lie groups [13]. Particular cases of matrix Riccati equations, which are also Lie systems, are
associated with Painlevé trascendents, Sawada-Kotera equations, Kaup–Kupershmidt equations,
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etcetera [46]. For all that reasons, the study of Lie systems is fully motivated from the point of
view of applications.

Our approach to the numerical integration of Lie systems in this manuscript is the Lie group ap-
proach, which is relevant since there exists a Lie group action establishing a relationship between a
certain Lie group intrinsically associated to the Lie system and the manifold where the Lie system
itself evolves [9]. The two Lie group integrators that we have introduced exploit the algebraic struc-
ture of the Lie group associated with the Lie system to construct accurate and efficient numerical
schemes.

Our aim in this work is to depart from this preexisting technology on Lie group integrators and take
advantage of it when numerically integrating Lie systems. These can evolve on manifolds with an
additional particular compatible geometric structure, such as a group structure or curvature, and,
therefore, a geometric integrator for them is in order. The Lie group action relating the Lie group
underlying a Lie system and the manifold where it evolves represents a perfect tool to achieve this
goal, generating a discrete sequence of points in the manifold (which naturally inherit its geometry)
from a discrete sequence of points in the Lie group, which can be obtained from the Lie group
integrators. In this way we establish a novel geometric integrator [23], which we will test on a
particular class of Lie systems on curved spaces and other Lie systems with interesting properties.
Our focus in this article, as shall be noticed during its reading, is the dynamical (convergence)
and geometrical behavior of the discrete solutions of our integrators. Therefore, we have not paid
much attention to the computation cost and time, which is a relevant issue to address in the future.
However, as in other geometric integrators [23], it is to be expected a higher computation cost, due
to the their particular design accomodating the intrinsic nature of the systems they approximate.
On the other hand this special design shall redound on the long-term behavior, as pointed out in the
next paragraph and throughout the paper. Note also that ordinary differential equations in normal
form around equilibrium points may be approximated by linear systems of differential equations,
which can be studied via Lie systems [47]. It may happen that higher-order approximations may
be described through Lie systems. This also justifies the potential applicability of our techniques.

The previous approach has natural advantages to describe the long-term behavior of obtained
numerical solutions. Indeed, Lie systems have an evolution that is determined by a family of
vector fields that span an integrable generalized distribution. Then, the Lie system has a related
stratification of the manifold and the solutions of the Lie system always evolve within them [9]. By
using numerical methods in the Lie group associated with the Lie system, the numerical solutions
obtained will always remain within the stratification related to the Lie system. In a natural manner,
this ensures that obtained numerical solutions will always be well behaved not escaping away from
the strata containing the exact solution to be obtained. In general, this may not have a deep impact
in the short-term behavior. Nevertheless, it may be relevant in solving problems with a strong
dependence on initial conditions, as shown in the examples of this work, which have some kind of
“chaotic/bifurcation” behavior. Moreover, our methods ensure that numerical solutions will always
satisfy certain geometric properties of the searched exact solutions in the long-term. In contrast,
general numerical methods may provide numerical solutions whose features in the long-term have
nothing to do with the searched solution.

The outline of the paper goes as follows. In §2 we introduce the fundamentals on Lie groups and
Lie algebras needed hereafter. Moreover, we describe automorphic Lie systems and how to solve
them in its underlying Lie group. The definition of the action of a Lie group on the manifold where
the Lie system evolves is also presented. These two elements allow for the definition of the 7-step
method for the reduction procedure of automorphic Lie systems in Definition 2.2. §3 depicts some
basics on numerical schemes and the Lie group methods employed afterwards. In §4 we combine
all the previous elements to propose our geometric method to numerically integrate automorphic
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Lie systems in Definition 4.1. In §5 we pick a class of Lie systems on curved spaces, we apply with
high detail the 7-step method to analytically solve them and, afterwards, we employ our integrator,
showing its geometric properties. The advantages of our methods in the description of problems
with a strong dependence on the initial conditions and with respect to long-term analysis of solutions
is analyzed in Section §6. The conclusions and outlook of our work are described in Section §7.

2 Geometric fundamentals

2.1 Lie groups and matrix Lie groups

Let G be a Lie group and let e be its neutral element. Every g ∈ G defines a right-translation
Rg : h ∈ G 7→ hg ∈ G and a left-translation Lg : h ∈ G 7→ gh ∈ G on G. A vector field, XR, on
G is right-invariant if XR(hg) = Rg∗,hX

R(h) for every h, g ∈ G, where Rg∗,h is the tangent map
to Rg at h ∈ G. The value of a right-invariant vector field, XR, at every point of G is determined
by its value at e, since, by definition, XR(g) = Rg∗,eX

R(e) for every g ∈ G. Hence, each right-
invariant vector field XR on G gives rise to a unique XR(e) ∈ TeG and vice versa. Then, the
space of right-invariant vector fields on G is finite-dimensional, and it can be proved to be also
a Lie algebra. Similarly, one may define left-invariant vector fields on G, establish a Lie algebra
structure on the space of left-invariant vector fields and set an isomorphism between the space g of
left-invariant vector fields on G and TeG. The Lie algebra of left-invariant vector fields on G, with
the Lie bracket [· , ·] : g × g → g given by the commutator of vector fields, induces in TeG a Lie
algebra via the identification of left-invariant vector fields with their values at e. Note that we will
frequently identify g with TeG to simplify the notation.

There is a natural mapping from g to G, the so-called exponential map, of the form exp : a ∈ g 7→
γa(1) ∈ G, where γa : R → G is the integral curve of the right-invariant vector field XR

a on G
satisfying XR

a (e) = a and γ(0) = e. It is worth noting that the exponential map could be defined
using left-invariant vector fields to give exactly the same mapping (cf. [25]). If g = gl(n,K), where
gl(n,K) is the Lie algebra of n × n square matrices with entries in a field K relative to the Lie
bracket given by the commutator of matrices, then gl(n,K) can be considered as the Lie algebra of
the Lie group GL(n,K) of n× n invertible matrices with entries in K. It can be proved that in this
case exp : A ∈ gl(n,K) 7→ exp(A) ∈ GL(n,K) is given by the standard expression of the exponential
of a matrix [42], namely

exp(A) = In +A+
A2

2
+

A3

6
+ · · · =

∞∑
k=0

Ak

k!
,

where we recall that In stands for the n× n identity matrix.

From the definition of the exponential map exp : TeG → G, it follows that exp(sa) = γa(s) for each
s ∈ R and a ∈ TeG. Let us show this. Given the right-invariant vector field XR

sa, with sa ∈ TeG,
one has

XR
sa(g) = Rg∗,eX

R
sa(e) = Rg∗,e(sa) = sRg∗,e(a), ∀g ∈ G.

In particular, for s = 1, it follows that XR
a (g) = Rg∗,e(a) and, for a general s, one has that

XR
sa = sXR

a . Hence, if γa, γsa : R → G are the integral curves of XR
a and XR

sa with initial condition
e, then it can be proved that, for u = ts, one has that

d

dt
γa(ts) = s

d

du
γa(u) = sXR

a (γa(ts)) = XR
sa(γa(ts)).

and t 7→ γa(st) is the integral curve of XR
sa with initial condition e. Hence, γa(st) = γsa(t).

Therefore, exp(sa) = γsa(1) = γa(s). It is worth stressing that it is a consequence of Ado’s theorem
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[2] that every Lie group can be written as a matrix Lie group on some open neighborhood of its
neutral element.

The exponential map establishes a diffeomorphism from an open neighborhood Ug of 0 in TeG and
exp(Ug). More in detail, every basis V = {v1, . . . , vr} of TeG gives rise to the so-called canonical
coordinates of the second-kind related to V defined by the local diffeomorphism

Ug ⊂ TeG −→ exp(Ug) ⊂ G
(λ1, . . . , λr) 7→

∏r
α=1 exp(λαvα) ,

for an appropriate open neighborhood Ug of 0 in TeG ≃ g.

In matrix Lie groups right-invariant vector fields take a simple useful form. In fact, let G be a
matrix Lie group. It can be then considered as a Lie subgroup of GL(n,K). Moreover, it can be
proved that TAG, for any A ∈ G, can be identified with a certain subspace of the space Mn(K) of
n× n square matrices with coefficients in K.

Since RA : B ∈ G 7→ BA ∈ G, then RA∗,e(M) = MA ∈ TAG, for all M ∈ TeG and A ∈ GL(n,K).
As a consequence, if XR(e) = M at the neutral element e of G, namely the identity I of the matrix
Lie group G, then XR(A) = RA∗,I(X

R(I)) = RA∗,I(M) = MA. It follows that, at any A ∈ G, every
tangent vector B ∈ TAG can be written as B = CA for a unique C ∈ TIG [17, 25].

Let us describe some basic facts on Lie group actions on manifolds induced by Lie algebras of vector
fields. It is known that every finite-dimensional Lie algebra, V , of vector fields on a manifold N
gives rise to a (local) Lie group action

φ : G×N → N, (2.1)

whose fundamental vector fields are given by the elements of V and G is a connected and simply
connected Lie group whose Lie algebra is isomorphic to V (see [60]). If the vector fields of V are
complete, then the Lie group action (2.1) is globally defined. Moreover, G does not always need
to be simply connected. The Lie group action φ will be crucial in the definition of our integrators,
since, as can be seen, relates the Lie group G and the manifold N , i.e., the manifold where we are
going to define the time-evolution of our Lie systems. In fact, Lie group actions like φ are employed
to reduce the integration of a Lie system on N to obtaining a particular solution of a Lie system
on a Lie group [9, 13]. Let us show how to obtain φ from V , which will be of crucial importance in
this work.

Let us restrict ourselves to an open neighborhood UG of the neutral element of G, where we can use
canonical coordinates of the second-kind related to a basis {v1, . . . , vr} of g with opposite structure
constants than X1, . . . , Xr (see [9, 13]). Then, each g ∈ UG can be expressed as

g =
r∏

α=1

exp(λαvα), (2.2)

for certain uniquely defined parameters λ1, . . . , λr ∈ R. To determine φ, we first calculate the curves

γαx : R → N : t 7→ φ(exp(tvα), x), α = 1, . . . , r, ∀x ∈ N, (2.3)

where γαx must be the integral curve of Xα starting from the neutral element of G for α = 1, . . . , r.
Indeed, for any element g ∈ UG ⊂ G expressed as in (2.2), using the intrinsic properties of a Lie
group action,

φ(g, x) = φ

(
r∏

α=1

exp(λαvα), x

)
= φ(exp(λ1v1), φ(exp(λ2v2), . . . , φ(exp(λrvr), x) . . .)), ∀x ∈ N,
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and the Lie group action is completely defined for every g ∈ UG ⊂ G.

In this work we will deal with some particular matrix Lie groups, starting from the general linear
matrix group GL(n,K), where we stress that K may be R or C. As well known, any closed subgroup
of GL(n,K) is also a matrix Lie group [42, Theorem 15.29, pg. 392].

2.2 Generalities on Lie systems

Since we are hereafter dealing with non-autonomous systems of differential equations on a manifold
N which are locally of the form

dxi

dt
= Xi(t, x), x ∈ N, i = 1, . . . , n = dimN, t ∈ R,

we can uniquely relate it to a t-dependent vector field, i.e., a t-parametric family of standard vector
fields on N , given by

X(t, x) =
n∑

i=1

Xi(t, x)
∂

∂xi
, x ∈ N, t ∈ R,

and conversely. We will hereafter write Xt(N) for the space of t-dependent vector fields on N [13].
Moreover, Xt : x ∈ N 7→ X(t, x) ∈ TN shall hereafter stand for the vector field induced by X at
a particular value of t ∈ R. The smallest Lie algebra of vector fields (in the sense of inclusion)
containing all the vector fields {Xt}t∈R will be denoted by Lie({Xt}t∈R). We call Lie({Xt}t∈R) the
minimal Lie algebra of X.

A Lie system is a nonautonomous first-order system of ODEs that admits a superposition rule. A
superposition rule for a system X on N (the manifold where X evolves) is a map Φ : Nm×N → N
such that the general solution x(t) of X can be written as x(t) = Φ(x(1)(t), . . . , x(m)(t); ρ), where
x(1)(t), . . . , x(m)(t) is a generic family of particular solutions and ρ is a point in N related to the
initial conditions of X.

A classic example of Lie system is given by Riccati equations [47, Example 3.3], that is,

dx

dt
= b1(t) + b2(t)x+ b12(t)x

2, x ∈ R, t ∈ R, (2.4)

with b1(t), b2(t), b12(t) being arbitrary functions of t. It is known that the general solution, x(t), of
a Riccati equation can be written as

x(t) =
x(2)(t)(x(3)(t)− x(1)(t)) + ρx(3)(t)(x(1)(t)− x(2)(t))

(x(3)(t)− x(1)(t)) + ρ(x(1)(t)− x(2)(t))
, (2.5)

where x(1)(t), x(2)(t), x(3)(t) are three different particular solutions of (2.4) and ρ ∈ R is an arbitrary
constant. This implies that every Riccati equation admits a superposition rule Φ : R3 × R → R of
the form

Φ(x(1), x(2), x(3), ρ) =
x(2)(x(3) − x(1)) + ρx(3)(x(1) − x(2))

(x(3) − x(1)) + ρ(x(1) − x(2))
.

The conditions that guarantee the existence of a superposition rule are gathered in the Lie theorem
[45, Theorem 44], which also provides a description of the underlying geometry of a Lie system.
This theorem asserts that a first-order system X on N ,

dx

dt
= X(t, x), x ∈ N, t ∈ R, X ∈ Xt(N), (2.6)
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admits a superposition rule if and only if X can be written as

X(t, x) =
r∑

α=1

bα(t)Xα(x), x ∈ N, t ∈ R, (2.7)

for a certain family b1(t), . . . , br(t) of t-dependent functions and a family of vector fields X1, . . . ,
Xr on N that generate an r-dimensional Lie algebra of vector fields. Moreover, Lie proved that
dimV ≤ m dimN , where m is the number of particular solutions of the associated superposition
rule. The relation dimV ≤ m dimN is called the Lie’s condition. The Lie algebra ⟨X1, . . . , Xr⟩ is
called a Vessiot-Guldberg (VG) Lie algebra of the Lie system X.

The t-dependent vector field on the real line associated with (2.4) isXR = b1(t)Y0+b2(t)Y1+b12(t)Y2,
where Y0, Y1, Y2 are vector fields on R given by

Y0 =
∂

∂x
, Y1 = x

∂

∂x
, Y2 = x2

∂

∂x
.

Since their commutation relations are

[Y0, Y1] = Y0, [Y0, Y2] = 2Y1, [Y1, Y2] = Y2, (2.8)

the vector fields Y0, Y1, Y2 generate a VG Lie algebra VR isomorphic to sl(2,R). Then, Lie theorem
guarantees that (2.4) admits a superposition rule, which is precisely the one shown in (2.5). Note
that Lie’s condition is satisfied since dimVR ≤ 3 ·dimR, where we have used that the superposition
rule (2.4) depends on three particular solutions.

In practice, the process of determining if X is a Lie system or not relies on taking different vector
fields Xt for different values of t and trying to determine the smallest Lie algebra (in the sense of
inclusion) containing them by working out all their successive Lie brackets and checking whether
all the Xt, with t ∈ R, belong to the obtained family or not. Frequently, one finds two possible
outcomes:

• a) After some calculations, the successive Lie brackets of some induced vector fields give rise to
an infinite family of linearly independent vector fields. This happens in Abel equations of the form
(see [13] and references therein)

dx

dt
= x2 + a(t)x3, x ∈ R, t ∈ R,

for any non-constant t-dependent function a(t). In this case, the associated t-dependent vector field
reads XA = X1 + a(t)X2, where the vector fields X1 = x2∂/∂x,X2 = x3∂/∂x are such that[

x2
∂

∂x
, xk

∂

∂x

]
= (k − 2)xk+1 ∂

∂x
, k = 3, 4, . . . .

Then, X1, X2 generate, along with their successive Lie brackets, an infinite family of linearly inde-
pendent vector fields (over the reals). This shows that the minimal Lie algebra associated with XA

is infinite-dimensional and XA is not a Lie system.

The finite-dimensional Lie algebras of analytic vector fields are also classified on R and R2 under
quite general conditions [20, 44, 47]. If one associates a differential equation (2.6) with its t-
dependent vector field X and it turns out that the vector fields {Xt}t∈R do not generate a Lie
algebra in one of the known types on N , then X is not a Lie system.

• b) In another particular case, one finds that all the {Xt}t∈R are contained in a finite-dimensional
Lie algebra of vector fields and X becomes a Lie system.
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The Lie theorem yields that every Lie system X is related to (at least) one Vessiot-Guldberg (VG)
Lie algebra, V , that satisfies that Lie({Xt}t∈R) ⊂ V . This implies that the minimal Lie algebra has
to be finite-dimensional [13]. A Lie system may have different VG Lie algebras. But the minimal
Lie algebra is unique.

Let us give a particular illustrative example. Consider the Bernoulli equation

dx

dt
= a1(t)x+ a2(t)x

2, x ∈ R, t ∈ R,

where a1(t), a2(t) are arbitrary t-dependent functions, which is a Lie system as it is related to the
t-dependent vector field XB = a1(t)Y1 + a2(t)Y2 with Y1 = x∂/∂x, Y2 = x2∂/∂x, and [Y1, Y2] = Y2.

If we consider the particular case a1(t) = cos t and a2(t) = sin t, then the minimal Lie algebra of
XB is the Lie algebra containing all (XB)t with t ∈ R. In particular, for t = 0 and t = π/2, one has
X0 = Y1 and Xπ/2 = Y2, respectively. Hence, the minimal Lie algebra of X must contain Y1, Y2.
But Y1, Y2 span a finite-dimensional Lie algebra and (XB)t, for every t ∈ R, is a linear combination
of Y1, Y2. Hence, VB = ⟨Y1, Y2⟩ is the smallest Lie algebra of XB. There exists another VG Lie
algebra of XB given by

Y0 =
∂

∂x
, Y1 = x

∂

∂x
, Y2 = x2

∂

∂x
.

The systems related to
∑2

α=0 aα(t)Yα, for arbitrary t-dependent functions a0(t), a1(t), a2(t), are
the Riccati equations (2.4). In other words, using the VG Lie algebra VR = ⟨Y0, Y1, Y2⟩, one has
that Bernoulli equations with a quadratic term are particular cases of Riccati equations. Riccati
equations have then a superposition rule depending on three solutions. Indeed, Lie’s condition reads
dimVR = 1 · 3. Meanwhile, for Bernoulli equations, dimVB = 2 · 1, as they are known to have a
superposition rule depending on two solutions [13], but they also accept the superposition rule for
Riccati equations, which depends on three particular solutions.

Let us analyze the relevance of using the minimal or a VG Lie algebra of a Lie system. It is known
that f ∈ C∞(N) is a first integral of a Lie system X on N if and only if f is a common first-integral
of all the elements of the minimal Lie algebra of the Lie system [47]. Relevantly, it many happen
that f is a constant of motion of X, but it is not a first integral of all the vector fields of a certain
VG Lie algebra associated with X. Then, one may prefer to know the minimal Lie algebra: it
characterizes autonomous constants of motion of Lie systems [4, 47]. Moreover, recall that Lie’s
condition shows that, if dimV is larger for a VG Lie algebra V of a Lie system X, the superposition
rule associated with X depends on more particular solutions, which is not desirable in general.
Moreover, many methods to determine superposition rules depend on solving a system of partial
differential equations that becomes larger when the VG Lie algebra has larger dimension. That is
why, again, one may prefer to determine the minimal Lie algebra for Lie systems.

On the contrary, the use of larger VG Lie algebras permits the analysis of properties that are
common to more Lie systems. Additionally, some methods to derive superposition rules depend on
the nature of VG Lie algebras. For instance, the coalgebra method [4, 47] is easier to implement for
semi-simple VG Lie algebras, which have the so-called Casimir functions. This implies that it may
be simpler to deal with larger VG Lie algebras if they are semi-simple and have Casimir functions,
than with smaller ones that do not have them.
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Let us illustrate the ideas of the previous paragraph. Consider the system of differential equations

dx1
dt

= a(t)x1 + b(t)x21,

dx2
dt

= a(t)x2 + b(t)x22,

dx3
dt

= a(t)x3 + b(t)x23,

appearing in the calculus of the superposition rule for Bernoulli equations with a square term (cf.
[13]). In this case, one can relate the above system to the t-dependent vector field

Z = a(t)Z2 + b(t)Z3, Z2 =
3∑

i=1

xi
∂

∂xi
, Z3 =

3∑
i=1

x2i
∂

∂xi
, [Z2, Z3] = Z3.

Hence, Z is a Lie system. A superposition rule for Bernoulli equations depending on two particular
solutions can be obtained by a non-constant first integral for Z2, Z3 (see [13] for details), which
amounts to solving directly a system of PDEs. If one considers Bernoulli equations as particular
cases of Riccati equations, the associated superposition rule can be obtained by solving a system
of PDEs on R4 and it depends on three particular solutions [13]. Fortunately, the superposition
rule for Riccati equations can be obtained in a simpler manner than for Bernoulli equations via a
Casimir function for sl(2,R) [47].

2.2.1 Automorphic Lie systems

It is worth noting that the general solution of a Lie system on N with a VG Lie algebra V , can be
obtained from a single particular solution of a Lie system on a Lie group G whose Lie algebra is
isomorphic to V . These are the so-called automophic Lie systems [13, §1.4]. As the automorphic
Lie system notion is going to be central in our paper, let us study it in some detail (see [13] for
details).

Definition 2.1 An automorphic Lie system is a t-dependent system of first-order differential equa-
tions on a Lie group G of the form

dg

dt
=

r∑
α=1

bα(t)X
R
α (g), g ∈ G, t ∈ R, (2.9)

where {XR
1 , . . . , X

R
r } is a basis of the space of right-invariant vector fields on G and b1(t), . . . , br(t)

are arbitrary t-dependent functions. Furthermore, we shall refer to the right-hand side of equation
(2.9) as X̂G

R (t, g), i.e., X̂G
R (t, g) =

∑r
α=1 bα(t)X

R
α (g) (see [13, §1.3] for details).

Because of right-invariant vector fields, systems in the form of X̂G
R have the following important

property.

Proposition 2.1 Given a Lie group G and a particular solution g(t) of the Lie system defined on
G, as

dg

dt
=

r∑
α=1

bα(t)X
R
α (g) = X̂G

R (t, g), (2.10)

where b1(t), . . . , br(t) are arbitrary t-dependent functions and XR
1 , . . . , X

R
r are right-invariant vector

fields, we have that g(t)h is also a solution of (2.10) for each h ∈ G.
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An immediate consequence of Proposition 2.1 is that, once we know a particular solution g(t) of
X̂G

R , any other solution can be obtained simply by multiplying g(t) on the right by any element in
G. More concretely, the solution h(t) of (2.10) with initial condition h(0) = g(0)h0 can be expressed
as h(t) = g(t)h0. This justifies that henceforth we only worry about finding one particular solution
g(t) of X̂G

R , e.g. the one that fulfills g(0) = e. The previous result can be understood in terms
of the Lie theorem or via superposition rules. In fact, since (2.10) admits a superposition rule
Φ : (g, h) ∈ G × G 7→ gh ∈ G, the system (2.1) must be a Lie system. Alternatively, the same
result follows from the Lie Theorem and the fact that the right-invariant vector fields on G span a
finite-dimensional Lie algebra of vector fields.

There are several reasons to study automorphic Lie systems. One is that they can be locally written
around the neutral element of its Lie group in the form

dA

dt
= B(t)A, A ∈ GL(n,K), B(t) ∈ Mn(K),

where we recall that Mn(K) is the set of n× n matrices with coefficients in K.

The main reason to study automorphic Lie systems is given by the following results, which show
how they can be used to solve any Lie system on a manifold. Let us start with a Lie system X
defined on N . Hence, X can be written as

dx

dt
=

r∑
α=1

bα(t)Xα(x), (2.11)

for certain t-dependent functions b1(t), . . . , br(t) and vector fields X1, . . . , Xr ∈ X(N) that generate
an r-dimensional dimensional VG Lie algebra V . The VG Lie algebra V is always isomorphic to
the Lie algebra g of a certain Lie group G. The VG Lie algebra V gives rise to a (local) Lie group
action φ : G×N → N whose fundamental vector fields are those of V . In particular, there exists a
basis {v1, . . . , vr} of g so that

d

dt

∣∣∣∣
t=0

φ(exp(tvα), x) = Xα(x), α = 1, . . . , r, ∀x ∈ N.

In other words, φα : (t, x) ∈ R × N 7→ φ(exp(tvα), x) ∈ N is the flow of the vector field Xα for
α = 1, . . . , r. Note that if [Xα, Xβ] =

∑r
γ=1 c

γ
αβXγ for α, β = 1, . . . , r and certain constants cγαβ,

then [vα, vβ] = −
∑r

γ=1 c
γ
αβvγ for α, β = 1, . . . , r (cf. [9]).

To determine the exact form of the Lie group action φ : G×N → N as in (2.3), we impose

φ(exp(λαvα), x) = φα(λα, x), α = 1, . . . , r, ∀x ∈ N, (2.12)

where λ1, . . . , λr ∈ R. While we stay in a neighborhood U of the origin of G, where every element
g ∈ U can be written in the form

g = exp(λ1v1) · . . . · exp(λrvr),

then the relations (2.12) and the properties of φ allow us to determine φ on a subset of G×N . If
we fix x ∈ N and α in (2.12), the right-hand side of the equality turns into the integral curve of the
vector field Xα with the initial condition x, this is why (2.12) holds.

Proposition 2.2 (see [9, 13] for details) Let g(t) be a solution to the system

dg

dt
=

r∑
α=1

bα(t)X
R
α (g), t ∈ R, g ∈ G, (2.13)
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where b1(t), . . . , br(t) are arbitrary t-dependent functions. Then, x(t) = φ(g(t), x0) is a solution of
X =

∑r
α=1 bα(t)Xα for every x0 ∈ N . In particular, if one takes the solution g(t) that satisfies the

initial condition g(0) = e, then x(t) is the solution of X such that x(0) = x0.

Let us study a particularly relevant form of automorphic Lie systems that will be used hereafter.
If g is a finite-dimensional Lie algebra, then Ado’s theorem [2] guarantees that g is isomorphic to a
matrix Lie algebra gM . Let V = {M1, . . . ,Mr} be a basis of gM ⊂ Mn(R). As reviewed in Section
2.1, each Mα gives rise to a right-invariant vector field XR

α (g) = Mαg, with g ∈ G, on G. These
vector fields have the opposite commutation relations than the (matrix) elements of the basis.

In the case of matrix Lie groups, the system (2.10) takes a simpler form. Let Y (t) be the matrix
associated with the element g(t) ∈ G. Using the right invariance property of each XR

α , we have that

dY

dt
=

r∑
α=1

bα(t)X
R
α (Y (t)) =

r∑
α=1

bα(t)RY (t)∗,e
(
XR

α (e)
)
=

r∑
α=1

bα(t)RY (t)∗,e(Mα).

We can write the last term as

r∑
α=1

bα(t)RY (t)∗,e(Mα) =
r∑

α=1

bα(t)MαY (t),

in such a way that for matrix Lie groups, the system on the Lie group is

dY

dt
= A(t)Y (t), Y (0) = I, with A(t) =

r∑
α=1

bα(t)Mα, (2.14)

where I is the identity matrix (which corresponds with the neutral element of the matrix Lie group)
and the matrices Mα form a finite-dimensional Lie algebra, which is anti-isomorphic to the VG Lie
algebra of the system (by anti-isomorphic we mean that the systems have the same constants of
structure but that they differ in one sign).

There exist various methods to solve system (2.10) analytically [69, §2.2], such as the Levi decom-
position [43] or the theory of reduction of Lie systems [11, Theorem 2]. In some cases, it is relatively
easy to solve it, as is the case where b1, . . . , br are constants. Nonetheless, we are interested in a
numerical approach, since we will try to solve the automorphic Lie system with adapted geometric
integrators. The solutions on the Lie group can be straightforwardly translated into solutions on
the manifold for the Lie system defined on N via the Lie group action (2.1). This is the main
idea behind the numerical integrator that we begin to depic in the following 7 step method, which
finally will lead us to numerically integrate Lie systems on the manifold N , preserving its geometric
properties.

Definition 2.2 (The 7 step method: Reduction procedure to automorphic Lie systems)
The method can be itemized in the following seven steps:

1. Given a Lie system on a manifold N , we identify a VG Lie algebra of vector fields admitting
a basis X1, . . . , Xr and associated with the Lie system on N .

2. We look for a matrix Lie algebra g that is isomorphic to the VG Lie algebra and deter-
mine a basis {M1, . . . ,Mr} ⊂ Mn(R) with the opposite structure constants than the basis
{X1, . . . , Xr}.

3. We integrate the vector fields X1, . . . , Xr to obtain their respective flows Φα : R × N → N
with α = 1, . . . , r.

13



4. Using canonical coordinates of the second kind and the previous flows we construct the Lie
group action φ : G×N → N using expressions (2.12).

5. We define an automorphic Lie system X̂G
R on the Lie group G associated with g as in (2.10).

6. We compute the solution g(t) of the system X̂G
R that fulfills g(0) = e.

7. Finally, we recover the general solution for X on the manifold N by x(t) = φ(g(t), x0) for x0
being an arbitrary element of N .

The 7-step method provides a solution of a Lie system on a manifold by means of one particular
solution of an automorphic Lie systems on a Lie group and the action (2.1). It is important
to emphasize that x(t) obtained in the last step of the 7 step method “lives” on the manifold
N , and therefore carries all its geometric properties. In the next section we introduce how the
implementation of the 7-step method is carried out numerically. This is accomplished via the
Magnus expansion first and the Runge-Kutta-Munthe-Kaas (RKMK) method afterwards.

Let us provide a simple example to illustrate one of the nice features of Lie systems to analyze their
properties.

• Step 1: Consider the nonautonomous system of differential equation on R2 of the form

dx

dt
= b1(t)x,

dy

dt
= b2(t)y

k,

where k is odd and b1(t), b2(t) are arbitrary t-dependent functions. The above system is a Lie system
since it is associated with the t-dependent vector field X = b1(t)X1 + b2(t)X2, where

X1 = x
∂

∂x
, X2 = yk

∂

∂y

satisfy that [X1, X2] = 0. Then, X1, X2 span an abelian two-dimensional VG Lie algebra.

• Step 2: A matrix Lie algebra with a basis closing opposite constants of structure than X1, X2 is
given by diagonal 2× 2 matrices with the basis

M1 =

[
1 0
0 0

]
, M2 =

[
0 0
0 1

]
.

Then, the associated matrix Lie group is spanned by the product of exponentials of ⟨M1,M2⟩, which
gives invertible matrices

G2 =

{[
a 0
0 b

]
, a, b > 0

}
.

• Step 3: The integration of the vector fieldsX1, X2 gives rise to a Lie group action φ : G2×R2 → R2.
The integration of the vector fields X1, X2 for k ̸= 1 gives the flows

Φ1 : (t, x, y) ∈ R× R2 7→ (xet, y) ∈ R2,

Φ2 : (t, x, y) ∈ R× R2 7→
(
xet, [y1−k + (1− k)t]1/(k−1)

)
∈ R2,

while for k = 1 the flows read

Φ1 : (t, x, y) ∈ R× R2 7→ (xet, y) ∈ R2, Φ2 : (t, x, y) ∈ R× R2 7→
(
x, yet

)
∈ R2.

It is worth noting that every finite-dimensional Lie algebra of vector fields gives rise to an integrable
distribution. It can be added that X1, X2 span a generalized distribution D on R2 given by

D(x,0) =

〈
∂

∂x

〉
, x ̸= 0, D(0,y) =

〈
∂

∂y

〉
, y ̸= 0,

D(x,y) = T(x,y)R2, xy ̸= 0, x, y ∈ R.
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This generalized distribution is integrable and its strata are given by: a) the point (0, 0); the curves
b) x = 0, y > 0, c) x = 0, y < 0, d) y = 0, x > 0, e) y = 0, x < 0; and the four connected components
of the region of points (x, y) with xy ̸= 0. The above strata are the orbits of φ.

• Step 4: Hence, the Lie group action for k ̸= 1 reads φ : G2 × R2 → R2 with

φ

([
a 0
0 b

]
, (x, y)

)
=
(
xa, [y1−k + (1− k) ln(b)]1/(k−1)

)
, ∀a, b > 0, ∀(x, y) ∈ R2, (2.15)

while the canonical coordinates of the second kind read λ1 = ln a and λ2 = ln b. For the case k = 1,
we obtain

φ

([
a 0
0 b

]
, (x, y)

)
= (xa, yb) , ∀a, b > 0, ∀(x, y) ∈ R2, (2.16)

It is immediate that the fundamental vector fields of the Lie group action φ are given by the Lie
algebra V .

• Step 5: For every possible value of k, the automorphic Lie system reads

d

dt

[
a 0
0 b

]
=

[
b1(t) 0
0 b2(t)

] [
a 0
0 b

]
, a, b > 0.

The induced Lie system on the Lie algebra reads

d

dt

[
λ1 0
0 λ2

]
=

[
b1(t) 0
0 b2(t)

] [
λ1 0
0 λ2

]
, λ1, λ2 ∈ R.

• Step 6: One can immediately integrate the above system numerically by means of some method
to obtain the particular solution starting from the neutral element.

• Step 7: A numerical solution of the automorphic Lie system will give, via the associated Lie group
action, an approximate solution of X that will respect the stratification.

The above example illustrates an interesting fact. The vector fields of the VG Lie algebra may not
give rise to a globally defined Lie group action (see the denominator in (2.15)). In any case, the
diffeomorphisms on the manifold R2 induced by the Lie group action, namely the maps φg : (x, y) ∈
R2 → φ(g, (x, y)) ∈ R2 for g ∈ G2, will respect the integral manifolds of D. Moreover, the induced
automorphic Lie system on G2 can be solved locally around the neutral element to avoid that the
action on the elements of a numerical solution will not be well-defined.

3 Numerical methods on matrix Lie groups

This section adapts known numerical methods on Lie groups to study automorphic Lie systems,
which are defined by ordinary differential equations defined on Lie groups of the form (2.13). For
this purpose, we start by reviewing briefly some fundamentals on numerical methods for ordinary
differential equations and Lie groups [24, 36, 65], and later focus on two specific numerical methods
on Lie groups, the Magnus expansion and RKMK methods [34, 37, 55, 56, 80]. We will rely on
one-step methods with fixed time step. By that we mean that solutions x(t) of a dynamical system

dx

dt
= f(t, x), x(a) = x0, f ∈ Xt(N), a ∈ R, (3.1)

are approximated by a sequence of points xk = x(tk) ∈ N with b > a, h = (b− a)/N , tk = a+ kh
for k = 0, . . . ,N , and

xk+1 − xk
h

= fh(tk, xk, xk+1), (3.2)
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where N represents the number of steps into which our time interval is divided. We emphasize
here that the left hand side of (3.2) symbolically represents a proper discretization of a tangent
vector on a manifold. Note that we cannot “substract” elements of the manifold and we consider
the expression on a local coordinate system. If N is a vector space, the minus sign recovers its usual
meaning). We call h the time step, which is fixed, while fh : R×N ×N → TN is a discrete vector
field, which is a given approximation of f in (3.1). As usual, we shall denote the local truncation
error by Eh, where

Eh = ||xk+1 − x(tk+1)|| (3.3)

is the error at the step k. Note that for simplicity, ∥·∥ is a norm on a local coordinated neighborhood
1 in N , and we say that the method is of order r if Eh = O(hr+1) for h → 0, i.e. limh→0 |Eh/h

r+1| <
∞. Regarding the global error

EN = ||xN − x(b)||,

we shall say that the method is convergent of order r if EN = O(hr), when h → 0. As for the
simulations, we pick the following norm in order to define the global error, that is

EN = max
k=1,...,N

||x(tk)− xk||. (3.4)

Our purpose is to numerically solve the initial condition problem for system (2.14) defined on a
matrix Lie group G of the form

dY

dt
= A(t)Y with Y (0) = I, (3.5)

where Y ∈ G, while A(t) is a given t-dependent matrix taking values in g ∼= TeG, and I is the
identity matrix in G. That is, we are searching for a discrete sequence {Yk}k=0,...,N of matrices in
G. In an open neighborhood of the zero in TeG, the exponential map defines a diffeomorphism onto
an open subset U of the neutral element of G and the problem is equivalent on U to searching for
a curve Ω(t) in g such that

Y (t) = exp(Ω(t)). (3.6)

This ansatz helps us to transform (3.5), which is defined in a nonlinear space, into a new problem in
a linear space, namely the Lie algebra g ≃ TeG. This is expressed in the classical result by Magnus
[48].

Theorem 3.1 (Magnus, 1954) The solution of the matrix Lie group (3.5) in G can be written
for values of t close enough to zero, as Y (t) = exp(Ω(t)), where Ω(t) is the solution of the initial
value problem

dΩ

dt
= dexp−1

Ω(t)(A(t)), Ω(0) = 0 , (3.7)

where 0 is the zero element in TeG.

When we are dealing with matrix Lie groups and Lie algebras, the map dexp−1 is given by

dexp−1
Ω (H) =

∞∑
j=0

Bj

j!
adjΩ(H), (3.8)

where {Bj}j=0,...,∞ are the Bernoulli numbers and adΩ(H) = [Ω, H] = ΩH −H Ω for every H ∈ g.
The convergence of the series (3.8) is ensured as long as a certain convergence condition is satisfied
[48].

1In matrix Lie groups and Lie algebras, the main cases we are dealing with, problems can be embedded or are
defined in a vector space and we can use the restriction to our manifold of a norm associated with the vector space.
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If we try to integrate (3.7) applying a numerical method directly (note that, now, we could employ
one-step methods (3.2) safely), Ω(t) might sometimes drift too much away from the origin and the
exponential map would not work. This would be a problem, since we are assuming that Ω(t) stays
in a neighborhood of the origin of g where the exponential map defines a local diffeomorphism with
the Lie group. Since we still do not know how to characterize this neighborhood, it is necessary to
adopt a strategy that allows us to resolve (3.7) sufficiently close to the origin. The thing to do is
to change the coordinate system in each iteration of the numerical method (Or keepking the time
step h small enough, as we shall show when treating the Magnus methods). In the next lines we
explain how this is achieved.

Consider now the restriction of the exponential map given by

exp : Ug ⊂ g → exp(Ug) ⊂ G,

A 7→ exp(A)

so that this map establishes a diffeomorphism between an open neighborhood Ug around the origin
in g and its image. Since the elements of the matrix Lie group are invertible matrices, the map
Ug → exp(Ug)Y0 ⊂ G : A 7→ exp(A)Y0 from Ug ⊂ g to the set

exp(A)Y0 = {Y ∈ G : ∃X ∈ Ug, Y = XY0}

is also a diffeomorphism. This map gives rise to the so-called first-order canonical coordinates
centered at Y0.

As well-known, the solutions of (3.7) are curves in g whose images by the exponential map are
solutions to (3.5). In particular, the solution Ω(0)(t) of system (3.5) such that Ω(0)(0) is the zero
matrix in TIG, namely 0, corresponds with the solution Y (e)(t) of the system on G such that
Y (e)(0) = I. Now, for a certain t = tk, the solution Ω(tk)(t) in g such that Ω(tk)(tk) = 0, corresponds
with Y (e)(t) via first-order canonical coordinates centered at Y (e)(tk) ∈ G, since

exp(Ω(tk)(tk))Y
(e)(tk) = exp(0)Y (e)(tk) = Y (e)(tk),

and the existence and uniqueness theorem guarantees exp(Ω(0)(t)) = exp(Ω(tk)(t))Y (e)(tk) around
tk. In this way, we can use the curve Ω(tk)(t) and the canonical coordinates centered on Y (e)(tk) to
obtain values for the solution of (3.5) in the proximity of t = tk, instead of using Ω(0)(t). Whilst
the curve Ω(0)(t) could be far from the origin of coordinates for tk, we know that Ω(tk)(t) will be
close, by definition. Applying this idea in each iteration of the numerical method, we are changing
the curve in g to obtain the approximate solution of (3.5) while we stay near the origin (as long as
the time step is small enough).

Thus, what is left is defining proper numerical methods for (3.7) whose solution, i.e. {Ωk}k=0,...,N ,
via the exponential map, provides us with a numerical solution of (3.5) remaining in G. In other
words, the general Lie group method defined this way [34, 37] can be set by the recursion

Yk+1 = eΩk Yk, k = 0, 1, 2, . . . (3.9)

Next, we introduce two relevant families of numerical methods providing {Ωk}k=0,...,N .

The Magnus method

Based on the work by Magnus, the Magnus method was introduced in [34, 35]. The starting point
of this method is to resolve equation (3.7) by means of the Picard procedure. This method assures
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that a given sequence of functions converges to the solution of (3.7) in a small enough neighborhood
of 0 ∈ R. Operating, one obtains the Magnus expansion

Ω(t) =
∞∑
k=0

Hk(t), (3.10)

where each Hk(t) is a linear combination of iterated commutators. The first three terms are given
by

H0(t) =

∫ t

0
A(ξ1)dξ1 ,

H1(t) = −1

2

∫ t

0

[∫ ξ1

0
A(ξ2)dξ2, A(ξ1)

]
dξ1 ,

H2(t) =
1

12

∫ t

0

[∫ ξ1

0
A(ξ2)dξ2,

[∫ ξ1

0
A(ξ2)dξ2, A(ξ1)

]]
dξ1

+
1

4

∫ t

0

[∫ ξ1

0

[∫ ξ1

0
A(ξ2)dξ2, A(ξ1)

]
dξ2, A(ξ1)

]
dξ1 .

Note that the Magnus expansion (3.10) converges absolutely in a given norm for every t ≥ 0 such
that [37, p. 48] ∫ t

0
∥A(ξ)∥dξ ≤

∫ 2π

0

dξ

4 + ξ[1− cot(ξ/2)]
≈ 1, 086868702.

In practice, if we work with the Magnus expansion we need a way to handle the infinite series
and calculate the iterated integrals. Iserles and Nørsett proposed a method based on binary trees
[34, 35]. In [37, §4.3] we can find a method to truncate the series in such a way that one obtains the
desired order of convergence. Similarly, [37, §5] discusses in detail how the iterated integrals can
be integrated numerically. In our case, for practical reasons we will implement the Magnus method
following the guidelines of Blanes, Casas & Ros [6], which is based on a Taylor series of A(t) in (3.5)
around the point t = h/2 (recall that, in the Lie group and Lie algebra equations we are setting the
initial time t0 = a = 0). With this technique one is able to achieve different orders of convergence.
In particular, we will use the second and fourth order convergence methods [6, §3.2], although one
can build up to eighth order methods.

The second-order approximation is

exp(Ω(h)) = exp(ha0) +O(h3)

and the forth-order one reads

exp(Ω(h)) = exp

(
ha0 +

1

12
h3a2 −

1

12
h3[a0, a1]

)
+O(h5),

where Ω(0) = 0 and

ai =
1

i!

di

dti
A(t)

∣∣∣∣
t=h/2

i = 0, 1, 2.

As we see from the definition, the first method computes the first and second derivative of matrix
A(t). Applying the coordinate change in each iteration (3.9), we can implement it through the
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following equations:

Yk+1 = exp

[
hA

(
tk +

h

2

)]
Yk. [Order 2] (3.11)

Yk+1 = exp
(
ha0 + h3(a2 − [a0, a1])

)
Yk,

t1/2 = tk +
h

2
, a0 = A(t1/2), a1 =

Ȧ(t1/2)

12
, a2 =

Ä(t1/2)

24
,

 [Order 4] (3.12)

where Ȧ(t0), Ä(t0) stand for the first and second derivatives of A(t) in terms of t at t0. Note that
the convergence order is defined for the Lie group dynamics (3.5). That is, when we say that the
above methods are convergent of order 2, for instance, that means EN = ||YN − Y (b)|| = O(h2),
with h → 0, for a proper Lie matrix norm. It is worth noting that the approximations of A(t),
given by derivatives of A(t) and their Lie brackets, belong to the Lie algebra. Moreover, it is quite
apparent in this method that keeping h small enough ensures that hA ∈ Ug, i.e., the exponential of
the Lie algebra element indeed belongs to the Lie group G.

The Runge-Kutta-Munthe-Kaas method

Changing the coordinate system in each step, as explained in previous sections, the classical RK
methods applied to Lie groups give rise to the so-called Runge-Kutta-Munthe-Kaas (RKMK) meth-
ods [55, 56]. The equations that implement the method are

Θj = h
s∑

l=1

ajlFl,

Fj = dexp−1
Θj

(A(tk + cjh)),

Θ = h

s∑
l=1

blFl,

Yk+1 = exp(Θ)Yk.

 j = 1, . . . , s,

where the constants {ajl}sj,l=1, {bl}sl=1, {cj}sj=1 can be obtained from a Butcher’s table [65, §11.8]
(note that s is the number of stages of the usual RK methods). Apart from this, we have the
consistency condition

∑s
l=1 bl = 1. As the equation that we want to solve comes in the shape of

an infinite series, it is necessary to study how we evaluate the function dexp−1
Ω(t). For this, we need

to use truncated series up to a certain order in such a way that the order of convergence of the
underlying classical RK is preserved. Moreover, note that the truncated series do always belong
to the Lie algebra, as they are given by linear combinations of Lie brackets of elements of the Lie
algebra. If the classical RK is of order p and the truncated series of (3.7) is up to order j, such
that j ≥ p− 2, then the RKMK method is of order p (see [55, 56] and [23, Theorem 8.5, p. 124]).
Again, this convergence order refers to the equation in the Lie group (3.5).

Let us now determine the RKMKmethod associated with the explicit Runge–Kutta whose Butcher’s
table is

0
1/2 1/2
1/2 0 1/2
1 0 0 1

1/6 1/3 1/3 1/6
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that is a Runge-Kutta of order 4 (RK4). This implies that we need to truncate the series dexp−1
Ω(t)

at j = 2:

dexp−1
Ω (A) ≈ A− 1

2
[Ω, A] +

1

12
[Ω, [Ω, A]]. (3.13)

Then, the RKMK implementation for the given Butcher’s table is

F1 = dexp−1
On

(A(tk)),

F2 = dexp−1
1
2
hF1

(
A

(
tk +

1

2
h

))
,

F3 = dexp−1
1
2
hF2

(
A

(
tk +

1

2
h

))
,

F4 = dexp−1
hF3

(A(tk + h)),


Θ =

h

6
(F1 + 2F2 + 2F3 + F4),

Yk+1 = exp(Θ)Yk,
(3.14)

where dexp−1 is (3.13).

It is interesting to note that the method obtained in the previous section using the Magnus expansion
(3.11) can be retrieved by a RKMK method associated with the following Butcher’s table

0
1/2 1/2

0 1

Since it is an order 2 method, for the computation of dexp−1 one can use dexp−1
Ω (A) ≈ A.

4 Numerical methods and automorphic Lie systems

So far, we have established in Procedure 2.2 how to construct an analytical solution of a Lie system
N through a particular solution g(t) of an automorphic Lie system on a Lie group G that is based
on the integration of the VG Lie algebra associated with the Lie system. More exactly, employing
the Lie group action φ given in (2.1), we can use the particular solution g(t) to obtain the general
solution of the Lie system on the manifoldN . On the other hand, in Section 3 we have reviewed some
methods in the literature providing a numerical approximation of the solution of (3.5) remaining in
the Lie group G (which accounts for their most remarkable geometrical property).

Now, let us explain how we combine these two elements to construct our new numerical methods
and solve (2.11). Let φ be the Lie group action constructed using (2.12) and consider the solution of
the system (3.5) such that Y (0) = I. Numerically, we have shown that the solutions of (3.5) can be
provided through the approximations of (3.8), say {Ωk}k=0,...,N , and (3.9), as long as we stay close
enough to the origin. As particular examples, we have picked the Magnus and RKMK methods
in order to get {Ωk}k=0,...,N and, furthermore, the sequence {Yk}k=0,...,N . Next, we establish the
scheme providing the numerical solution to automorphic Lie systems.

Definition 4.1 Let us consider a Lie system

dx

dt
=

r∑
α=1

bα(t)Xα(x), t ∈ R, x ∈ N, (4.1)

and let
dY

dt
= A(t)Y, A(t) =

r∑
α=1

bα(t)Mα,

be its associated automorphic Lie system in matrix form close to the neutral element of G. We
define the numerical solution to the Lie system, i.e., {xk}k=0,...,N , via the algorithm given next.
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Lie systems on Lie groups method

1: Initial data: N , h, A(t), Y0 = I, Ω0 = 0.
2: Numerically solve dΩ

dt = dexp−1
Ω A(t)

3: Output {Ωk}k=1,...,N
4: for k = 1, . . . ,N − 1 do

Yk+1 = eΩkYk,

xk+1 = φ(Yk+1, xk),

5: end for
6: Output: (x1, x2, ..., xN ).

At this point, we would like to highlight an interesting geometric feature of this method. On the one
hand, the discretization is based on the numerical solution of the automorphic Lie group underlying
the Lie system, which, itself, is founded upon the geometric structure of the latter. This numerical
solution remains on G, i.e., Yk ∈ G for all k, due to the particular design of the Lie group methods
(as long as h is small). Given this, our construction respects as well the geometrical structure of
the Lie system, since, in principle, it evolves on a manifold N . We observe that the iteration

xk+1 = φ(Yk+1, xk)

leads to this preservation, since xk+1 ∈ N as long as Yk+1 ∈ G and xk ∈ N (we recall that
φ : G×N → N). Note as well that the direct application of a one-step method (3.2) on a general
Lie system (2.11) would destroy this structure, even if applied to an ambient Euclidean space.

For future reference, in regards of the Lie group methods (3.9), we shall refer to (3.11) as Magnus
2, to (3.12) as Magnus 4 and to (3.14) as, simply, RKMK (we recall that the last two methods are
order 4 convergent).

5 Numerical integration on curved spaces

This section illustrate the effectiveness of our numerical scheme by applying it to a (κ1, κ2)-
parametric family of Lie systems on curved spaces (see [28] for details). Naturally, these curved
spaces shall play the role of the manifold N where the Lie system evolves. Given that their intrinsic
geometry is not trivial, they represent an optimal example of how our methods are better suited
than others for the geometric preservation by our discrete solutions. After introducing a relevant
class of Lie systems in curves spaces, Section 5.1 applies the 7 step method and the algorithm in
Definition 4.1 to construct the geometry preserving numerical method.

For this, we start by considering a two-parametric family of 3D real Lie algebras, denoted by
soκ1,κ2(3), which depends on two real parameters, κ1 and κ2. In the literature these Lie algebras
are also known as CK Lie algebras [19, 21, 22, 30, 32, 64, 78] or quasisimple orthogonal algebras
[31]. The Lie algebra soκ1,κ2(3) admits a basis {P1, P2, J12} with structure constants

[J12, P1] = P2, [J12, P2] = −κ2P1, [P1, P2] = κ1J12. (5.1)

It is possible to rescale the basis of soκ1,κ2(3) and reducing each parameter κa (a = 1, 2) to either
+1, 0 or −1. The Lie algebra soκ1,κ2(3) admits a representation as a matrix Lie algebra of 3 × 3
real matrices M satisfying [19]

MT Iκ + IκM = 0, Iκ = diag(1, κ1, κ1κ2), κ = (κ1, κ2). (5.2)
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If Iκ is not degenerate, M is called an indefinite orthogonal Lie algebra so(p, q), where p and q are
the number of positive and negative eigenvalues of Iκ. In particular, {P1, P2, J12} can be identified,
respectively, with the matrices

P1 = −κ1e01 + e10, P2 = −κ1κ2e02 + e20, J12 = −κ2e12 + e21, (5.3)

where eij is the 3× 3 matrix with a single non-zero entry 1 at row i and column j with i, j = 0, 1, 2.

The matrix exponential of the elements soκ1,κ2(3) generate, by successive matrix multiplications of
its elements, the referred to as CK Lie group SOκ1,κ2(3). In particular, one has the one-parametric
subgroups of the CK Lie group SOκ1,κ2(3) of the form

exp(λ1P1) =

 Cκ1(λ1) −κ1 Sκ1(λ1) 0
Sκ1(λ1) Cκ1(λ1) 0

0 0 1

 , exp(λ2P2) =

 Cκ1κ2(λ2) 0 −κ1κ2 Sκ1κ2(λ2)
0 1 0

Sκ1κ2(λ2) 0 Cκ1κ2(λ2)

 ,

exp(λ3J12) =

 1 0 0
0 Cκ2(λ3) −κ2 Sκ2(λ3)
0 Sκ2(λ3) Cκ2(λ3)

 ,

(5.4)
where the so-called κ-dependent cosine and sine functions [19, 30, 32] take the form

Cκ(λ) =
∞∑
l=0

(−κ)l
λ2l

(2l)!
=


cos

√
κλ, κ > 0,
1, κ = 0,

ch
√
−κλ, κ < 0,

Sκ(λ) =
∞∑
l=0

(−κ)l
λ2l+1

(2l + 1)!
=


1√
κ
sin

√
κλ, κ > 0,

λ, κ = 0,
1√
−κ

sh
√
−κλ, κ < 0.

Similarly to standard trigonometry, the κ-tangent and the κ-versed sine (or versine) read

Tκ(λ) =
Sκ(λ)

Cκ(λ)
, Vκ(λ) =

1

κ
(1− Cκ(λ)) . (5.5)

These κ-functions cover both the usual circular (κ > 0) and hyperbolic (κ < 0) trigonometric
functions. Moreover, κ-functions reduce when κ = 0 to the parabolic functions C0(λ) = 1, S0(λ) =
T0(λ) = λ and V0(λ) = λ2/2.

Some relations for the above κ-functions read

C2
κ(λ) + κS2κ(λ) = 1, Cκ(2λ) = C2

κ(λ)− κS2κ(λ), Sκ(2λ) = 2 Sκ(λ) Cκ(λ),

and their derivatives [30] are given by

d

dλ
Cκ(λ) = −κSκ(λ),

d

dλ
Sκ(λ) = Cκ(λ),

d

dλ
Tκ(λ) =

1

C2
κ(λ)

,
d

dλ
Vκ(λ) = Sκ(λ). (5.6)

Define H0 = SOκ2(2) to be the Lie subgroup of SOκ1,κ2(3) obtained by matrix exponentiation of
the Lie algebra h0 = ⟨J12⟩. The CK family of 2D homogeneous spaces is given by

S2
[κ1],κ2

= SOκ1,κ2(3)/SOκ2(2). (5.7)
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The (possibly degenerate) metric defined by Iκ in (5.2) on TeSOκ1,κ2(3) ≃ soκ1,κ2(3) can be extended
to a right-invariant metric on the whole SOκ1,κ2(3) by right translation, and then projected onto
S2
[κ1],κ2

. Then, the CK family becomes a symmetric space relative to the obtained metric. Moreover,

κ1 becomes the constant (Gaussian) curvature of the space, while κ2 determines the signature of
the metric through diag(+, κ2).

The matrix realization induced by (5.4) leads to the identification of SOκ1,κ2(3) with the isometries
of the bilinear form Iκ. More in detail,

g ∈ SOκ1,κ2(3) ⇒ gT Iκ g = Iκ,

which allows one to define a Lie group action of SOκ1,κ2(3) on R3 by isometries of Iκ.

The subgroup SOκ2(2) = {exp(λJ12) : λ ∈ R}⟩ is the isotropy subgroup of the point O = (1, 0, 0),
which is taken as the origin in the space S2

[κ1],κ2
. Hence, SOκ1,κ2(3) becomes an isometry group of

S2
[κ1],κ2

.

The orbit of O is contained in the submanifold of R3 given by

Σκ = {v := (x0, x1, x2) ∈ R3 : Iκ(v, v) = x20 + κ1x
2
1 + κ1κ2x

2
2 = 1}. (5.8)

This orbit can be identified with the space S2
[κ1],κ2

. The coordinates {x0, x1, x2} on R3 that satisfy

the constraint (5.8) on Σκ, are called ambient. In these variables, the metric on S2
[κ1],κ2

can be
brought into the form

ds2κ =
1

κ1

(
dx20 + κ1dx

2
1 + κ1κ2dx

2
2

)∣∣∣∣
Σκ

=
κ1 (x1dx1 + κ2x2dx2)

2

1− κ1x21 − κ1κ2x22
+ dx21 + κ2dx

2
2. (5.9)

When κ1 = 0, the manifold Σκ has two connected components with x0 ∈ {−1, 1}, which ensures
that ds2κ is well-defined.

The ambient coordinates can be parametrized on Σκ through two intrinsic variables in different
ways [28, 32]. Indeed, one may define the so called geodesic parallel {x, y} or geodesic polar {r, ϕ}
coordinates of a pointQ = (x0, x1, x2) in S2

[κ1],κ2
that are defined via the action of the one-parametric

subgroups (5.4) on O [32] given by

(x0, x1, x2)
T = exp(xP1) exp(yP2)O

T = exp(ϕJ12) exp(rP1)O
T ,

yielding

x0 = Cκ1(x) Cκ1κ2(y) = Cκ1(r), x1 = Sκ1(x) Cκ1κ2(y) = Sκ1(r) Cκ2(ϕ),

x2 = Sκ1κ2(y) = Sκ1(r) Sκ2(ϕ).

Using these relations in the metric (5.9) and applying (5.6), one obtains

ds2κ = C2
κ1κ2

(y)dx2 + κ2dy
2 = dr2 + κ2 S

2
κ1
(r)dϕ2.

Different values of (κ1, κ2) lead to different spaces. The case κ2 > 0 gives rise to Riemannian spaces.
Any case with κ2 > 0 and κ1 < 0 leads to a two-sheeted hyperboloids. Its upper sheet is called H2,
namely the part with x0 ≥ 1, the Lobachevsky space. Meanwhile, κ1 = 0 describes two Euclidean
planes x0 = ±1. We will call the one with x0 = +1 Euclidean space E2. The instances with
κ2 < 0 define pseudo-Riemannian spaces or Lorentzian spacetimes. In this case, a positive Gaussian
curvature κ1 induces a (1+1)D anti-de Sitter spacetime AdS1+1; if κ1 < 0, we find the (1+1)D de
Sitter spacetime dS1+1; or the flat case with κ1 = 0, aka the (1+1)D Minkowskian spacetimeM1+1.
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If κ2 = 0 (c = ∞), we encounter Semi-Riemannian spaces or Newtonian spacetimes, in which the
metric (5.9) is degenerate and its kernel is an integrable foliation of S2

[κ1],0
that is invariant under

the action of the CK group SOκ1,0(3) on S2
[κ1],0

. There appears a well-defined subsidiary metric

ds′2 = ds2κ/κ2 restricted to each leaf, which in the coordinates (x, y) read [32]

ds2 = dx2, ds′
2
= dy2 on x = constant.

For κ1 > 0 we find the (1 + 1)D oscillating Newton–Hook (NH) spacetime NH1+1
+ , and for κ1 < 0

we obtain the (1 + 1)D expanding NH spacetime NH1+1
− . The flat space with κ1 = 0 is just the

Galilean G1+1.

5.1 A class of Lie systems on curved spaces

Our procedure consists in defining a Lie system Xκ possessing a Vessiot-Guldberg Lie algebra Vκ

consisting of infinitesimal symmetries of the metric of the CK space S2
[κ1],κ2

. The fundamental

vector fields of the Lie group action of SOκ(3) on R3 by isometries of Iκ are Lie symmetries of ds2κ.
Since the action is linear, the fundamental vector fields can be obtained straightforwardly from the
3D matrix representation (5.3). In ambient coordinates (x0, x1, x2), they read [32],

P1 = κ1x1
∂

∂x0
− x0

∂

∂x1
, P2 = κ1κ2x2

∂

∂x0
− x0

∂

∂x2
, J12 = κ2x2

∂

∂x1
− x1

∂

∂x2
. (5.10)

•. Step 1. In this case, we are going to use a VG Lie algebra to determine the system we want to
analyze. Indeed, the most general Lie system related to Vκ reads

X = b1(t)P1 + b2(t)P2 + b12(t)J12, (5.11)

where the vector fields P1, P2, J12 correspond with those in (5.10), and the associated VG Lie algebra
has structure constants (5.1). According to the theory of Lie systems [47], the integral curves of the
time-dependent vector field (5.11) are described by the system of ordinary differential equations

dx0
dt

= b1(t)κ1x1 + b2(t)κ1κ2x2,

dx1
dt

= −b1(t)x0 + b12(t)κ2x2,

dx2
dt

= −b2(t)x0 − b12(t)x1

(5.12)

and
d(x20 + κ1x

2
1 + κ1κ2x

2
2)

dt
= 2

(
x0

dx0
dt

+ κ1x1
dx1
dt

+ κ1κ2x2
dx2
dt

)
= 0,

which yields that I(x0, x1, x2) = x20 + κ1x
2
1 + κ1κ2x

2
2 is a constant of motion the Lie system (5.12).

This invariant will be of utmost importance to show the efficiency of our method when preserving
geometric invariants under numerical integration. Note that determining (5.11) for the system
(5.12) can be considered to be the final aim of step 1 of our 7-step method.

• Step 2. It is the moment to consider the following set of matrices

MP1 = −

0 −κ1 0
1 0 0
0 0 0

 , MP2 = −

0 0 −κ1κ2
0 0 0
1 0 0

 , MJ12 = −

0 0 0
0 0 −κ2
0 1 0

 , (5.13)
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that have the opposite commutation relations than the vector fields in (5.1), i.e.,

[MP1 ,MP2 ] = −κ1MJ12 , [MJ12 ,MP1 ] = MP2 , [MJ12 ,MP2 ] = −κ2MP1 .

These are the matrices that we will use as a basis of the Lie algebra of the Lie group to be consider.

• Step 3. Let us integrate the vector fields P1, P2, and J12. To find the flow associated with P1,
let us solve the system of differential equations {dx0/dt = κ1x1, dx1/dt = −x0, dx2/dt = 0} with
initial conditions (x0(0), x1(0), x2(0)). The solution is

x0(t) = x0(0)Cκ1(t) + κ1x1(0) Sκ1(t),

x1(t) = x1(0)Cκ1(t)− x0(0) Sκ1(t),

x2(t) = x2(0),

and the flow ΦP1 : R× R3 → R3 associated with P1 can be expressed in the following manner

ΦP1(t, (x0(0), x1(0), x2(0))) = (x0, x1, x2), with


x0 = x0(0)Cκ1(t) + κ1x1(0) Sκ1(t),

x1 = x1(0)Cκ1(t)− x0(0) Sκ1(t),

x2 = x2(0).

(5.14)

Similarly, we calculate the flows for P2 and J12 to obtain

ΦP2(t, (x0(0), x1(0), x2(0))) = (x0, x1, x2), with


x0 = x0(0)Cκ1κ2(t) + κ1κ2x2(0) Sκ1κ2(t),

x1 = x1(0),

x2 = x2(0)Cκ1κ2(t)− x0(0) Sκ1κ2(t),

(5.15)

ΦJ12(t, (x0(0), x1(0), x2(0))) = (x0, x1, x2), with


x0 = x0(0),

x1 = x1(0)Cκ2(t) + κ2x2(0) Sκ2(t),

x2 = x2(0)Cκ2(t)− x1(0) Sκ2(t).

(5.16)

• Step 4. We now obtain the Lie group action associated with Vκ. Let us briefly review how to obtain
the Lie group action related to Vκ. Given an element of the Lie algebra, the canonical coordinates
of the second kind permit us to obtain a point in the group (near the origin of coordinates and the
neutral element of the algebra, respectively). That is, we have a correspondence between a point in
the algebra M ∈ g determined by the coordinates (λ1, λ2, λ3), i.e.

M = λ1MP1 + λ2MP2 + λ3MJ12 ∈ g

and the point g ∈ G determined by the same coordinates

g = exp(λ1MP1) exp(λ2MP2) exp(λ3MJ12) ∈ G.

If we calculate the exponential of MP1 ,MP2 ,MJ12 , we obtain (5.4).

By multiplying the exponential of these matrices, we obtain the canonical coordinates of the second
kind

exp(λ1MP1) exp(λ2MP2) exp(λ3MJ12) =Cκ1(λ1) Cκ1κ2(λ2) ∗ ∗
Sκ1(λ1) Cκ1κ2(λ2) ∗ ∗

Sκ1κ2(λ2) Cκ1κ2(λ2) Sκ2(λ3) Cκ1κ2(λ2) Cκ2(λ3)

 , (5.17)
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where we have omitted some matrix entries that are not further needed. In this way, given a point
on the group, we can work out the parameters {λ1, λ2, λ3}. First, we take the entries g11 y g21 and
define g = g21/g11. So, λ1 can be expressed as

λ1 =


arctan g

√
κ1√

κ1
, if κ1 > 0,

g, if κ1 = 0,
1

2
√
−κ1

log

(
1 + g

√
−κ1

1− g
√
−κ1

)
, if κ1 < 0.

(5.18)

With the term g13, we can obtain λ2 as

λ2 =



arcsin g13
√
κ1κ2√

κ1κ2
, if κ1κ2 > 0,

g13, if κ1κ2 = 0,

log
(
g13

√
−κ1κ2 +

√
−g213κ1κ2 + 1

)
√
−κ1κ2

, if κ1κ2 < 0.

(5.19)

And lastly, analogously, defining g = g32/g33 we can obtain λ3 as

λ3 =


arctan g

√
κ2√

κ2
, if κ2 > 0,

g, if κ2 = 0,
1

2
√
−κ2

log

(
1 + g

√
−κ2

1− g
√
−κ2

)
, if κ2 < 0.

(5.20)

With all of this, by definition, the Lie group action φ : G × R3 → R3 in a point g ∈ G and
x(0) = (x0(0), x1(0), x2(0)) ∈ R3 is computed as

φ(g,x(0)) = φ(exp(λ1MP1) exp(λ2MP2) exp(λ3MJ12),x(0)) =

φ(exp(λ1MP1), φ(exp(λ2MP2), φ(exp(λ3MJ12),x(0)))) =

ΦP1(λ1,ΦP2(λ2,ΦJ12(λ3,x(0)))).

At this point it is interesting to observe that the three vector fields P1, P2 y J12 share the same
invariant with the system (5.12). This is,

I(x0, x1, x2) = I (Φi(t, (x0(0), x1(0), x2(0)))) ∀t ∈ R, ∀(x0(0), x1(0), x2(0)) ∈ R3, (5.21)

for each of the flows Φi associated with {P1, P2, J12}. As we have just depicted, the action from the
Lie group to the manifold is constructed as the composition of three flows. Moreover, it is apparent
that, in spite we are using the “Euclidean-like” notation R3 for our manifold N in this example,
it is obvious that it carries a nontrivial geometric structure, as we have already shown. Therefore,
our numerical scheme preserves the invariant.

• Steps 5, 6 and 7. Given all these elements, we can implement our numerical scheme. Instead of
solving (5.12), we will solve the following differential equation on the Lie group

dY

dt
= A(t)Y (t), Y (0) = I, (5.22)

with A(t) = b1(t)MP1 + b2(t)MP2 + b12(t)MJ12 .

Let us assume that we are in the k-th interaction. This means that we know xk and Yk. To calculate
the next point, we apply the numerical scheme (5.22) with the initial condition Y (0) = Yk, obtaining
Yk+1, and being able to compute xk+1 = φ(Yk+1,xk).
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5.2 Numerical integration of a particular example

Let us apply our method to (5.12) with the following coefficients

b1(t) = t2, b2(t) = sin t, b12(t) = log(t+ 1),

and constants with values (κ1 = 0.8, κ2 = −0.5), and initial condition x0 = (1, 1, 1), for the interval
[3, 4] and step size h = 0.1.

With these parameters our scheme provides the following solution, which is shown overlapped with
another solution calculated with a very small step. We also show the solution obtained with a
classical 4th-order Runge-Kutta applied directly to the system, i.e., (5.12).
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As we observe in the bottom right plot, the geometric quantity I(x, y, z) is exactly preserved, which
is not the case with a classical 4th-order RK scheme applied directly to the original Lie system.
Once again, this geometric preservation is achieved by means of the specific design of the integrator,
which is the main point of our work. Finally, we show a convergence plot (in logarithmic scale) of
our scheme for the x component. We employ the definition of the global error EN given in (3.4),
where it is enough to consider an Euclidean norm, since we are in R3 (with nontrivial curvature).
We observe convergence, as in the case of the other two components.
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6 Initial conditions, long term behavior, and numerical methods

To observe more critically when and how our methods are more appropriate than other ones, let us
consider the nonautonomous system of differential equation on R2 of the form

dx

dt
= b1(t)y + b2(t)(x

2 + y2 − 1)x,
dy

dt
= −b1(t)x+ b2(t)(x

2 + y2 − 1)y. (6.1)

where b1(t), b2(t) are arbitrary t-dependent functions. What we are going to show is that our
methods, which are adapted to the geometric features of (6.1), more accurately reflect its long-term
behavior and the dependence on initial conditions of particular solutions.

System (6.1) is a Lie system since it is associated with the t-dependent vector field X = b1(t)X1 +
b2(t)X2, where

X1 = y
∂

∂x
− x

∂

∂y
, X2 = (x2 + y2 − 1)

(
x
∂

∂x
+ y

∂

∂y

)
satisfy that [X1, X2] = 0. Then, X1, X2 span an abelian two-dimensional VG Lie algebra. Addi-
tionally, X1, X2 span a generalized distribution D on R2 given by

D(x,y):x2+y2=1 =

〈
y
∂

∂x
− x

∂

∂y

〉
, D(x,y):x2+y2 ̸={1,0} = T(x,y)R2, D(0,0) = 0.

Recall that every finite-dimensional Lie algebra of vector fields gives rise to an involutive distribution.
This generalized distribution is also integrable and its strata are given by the circle x2 + y2 = 1,
the point (0, 0), and the regions 0 < x2 + y2 < 1 and x2 + y2 > 1.

The integration of the vector fields X1, X2 gives rise to a Lie group action that respects the leaves
of D. The matrix Lie algebra with a basis closing opposite constants of structure than X1, X2 is
spanned by the basis

M1 =

[
1 0
0 0

]
, M2 =

[
0 0
0 1

]
.

This is the matrix Lie algebra of diagonal 2 × 2 matrices. Then, its matrix Lie group is spanned
by the product of an arbitrary number of exponentials of elements in ⟨M1,M2⟩, which gives the Lie
group of invertible matrices

G2 =

{[
a 0
0 b

]
: a, b > 0

}
.

The integration of the vector fields X1, X2 leads to the flows

Φ1 : (t, x, y) ∈ R× R2 7→ (x cos t+ y sin t,−x sin t+ y cos t) ∈ R2,

Φ2 : (t, x, y) ∈ R× R2 7→ (x, y)√
(x2 + y2 − (x2 + y2 − 1)e2t

∈ R2.

And the associated Lie group action reads φ : G2 × R2 → R2 is such that (0, 0) is left invariant by
G2, while

φ

([
a 0
0 b

]
, (x, y)

)
=

(x cos ln a+ y sin ln a,−x sin ln a+ y cos ln a)√
x2 + y2 − (x2 + y2 − 1)b2)

, (6.2)

where the canonical coordinates of the second kind read λ1 = ln a and λ2 = ln b. This action leaves
invariant the circle x2 + y2 = 1 and the point x = y = 0. It is important to remark that the Lie
group action is local and, given (x, y), the action is only defined for the values of a, b that do not
make the denominator in (6.2) to be negative or zero. In fact, when b is such that the denominator
tends to zero, the image of the Lie group action tends to infinite.

28



Moreover, the form of X1, X2 and the associated distribution D shows that the solutions of (6.1)
must remain in one the strata of D. This will be respected by our methods, but the Runge-Kutta
and other numeric methods do need to do so: the circular solution does not need to be respected and
solutions may change from one orbit of φ to another, which violates one of the fundamental features
of (6.1). This clearly shows that generic numerical methods will not respect geometric features of
differential equations, which can be extremely important, for instance, when the particular solutions
depend strongly on the initial conditions.

The automorphic Lie system associated with (6.1) reads

d

dt

[
a 0
0 b

]
=

[
b1(t) 0
0 b2(t)

] [
a 0
0 b

]
, a, b > 0.

and the induced Lie system on the abelian Lie algebra R2 becomes

d

dt

[
λ1 0
0 λ2

]
=

[
b1(t) 0
0 b2(t)

] [
λ1 0
0 λ2

]
, λ1, λ2 ∈ R.

Then, the numerical solution of the automorphic Lie system will give, via the associated Lie group
action φ, an approximate solution of X that will respect the stratification.

To verify the usefulness of our method, let us analyse the initial problem with the initial conditions
(0, 1) and the t-dependent coefficients b1(t) = (1 + t2) and b2(t) = et. Note that a Runge–Kutta
method will show that a solution with initial condition in x2 + y2 = 1 will finally escape from that
circle and make it to move far away from the real solution.
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7 Conclusions and outlook

Given the wide range of spaces, and geometries, where the mathematical and physical dynamical
systems evolve, it is always worth to take care of its intrinsic properties when passing to the “dis-
crete” side in order to obtain an approximate solution. As extensively showed in the literature, this
results on some computational and dynamical benefits. This is the spirit of geometric integration,
and the one we uphold in this article, where we take advantage of the geometric structure of Lie
systems in order to propose a 7-step method to analytically solve them (mainly, the possibility to
reduce such systems to equivalent ones on a Lie group), plus a geometric numeric integrator. We
have proven its geometric properties with a wide class of Lie systems evolving on curved spaces.
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We have also studied examples whose particular solutions may strongly depend on the initial condi-
tions and our methods are more appropriate to study the short- and long-term behavior than other
numerical non-geometrical methods.

As for future work, it shall be worth wondering about the numerical features of the integrator,
such as consistency and convergence, besides finding new examples which may be of interest in
mathematics, physics or other applied sciences. Moreover, it is interesting that linear systems of
differential equations have been used to study differential equations close to equilibrium points.
Such systems are Lie systems. It will be interesting to use approximations up to second order of
differential equations close to equilibrium points, which may potentially lead to Lie systems that
reflect more appropriately the properties of the systems under study and the use of the methods
of this work (cf. [47] for Lie systems on the plane). There is no classification of Lie algebras of
smooth vector fields on the plane whose elements vanish at a certain point (cf. [20]). This is a very
interesting topic from the point of view of stability analysis and numerical methods for Lie systems
to be developed in a further work.
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