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Abstract
Coronavirus disease-2019 (COVID-19) is a serious infectious disease that is spread-
ing rapidly all over the world. Scientists are looking for alternative diagnostic meth-
ods to detect and control the disease early. Artificial intelligence applications are 
promising in the COVID-19 epidemic. This paper proposes a hybrid approach for 
diagnosing COVID-19 on chest X-ray images and differentiation from other viral 
pneumonia. The model we propose consists of three steps. In the first step, classifica-
tion was made using the MobilenetV2, Efficientnetb0, and Darknet53 deep models. 
In the second step, the feature maps of the images in the Chest X-ray data set were 
extracted separately for each architecture using the MobilenetV2, Efficientnetb0, 
and Darknet53 architectures. NCA method was preferred to reduce the size of these 
feature maps obtained. The feature maps obtained after dimension reduction were 
classified in the classic machine learning classifiers. In the third step, the feature 
maps obtained from each architecture were combined. After dimension reduction 
was applied to these combined features by applying the NCA method, this feature 
map is classified in the classifiers. The model we proposed was tested on two differ-
ent data sets. The accuracy values obtained in these data sets are 99.05 and 97.1%, 
respectively. The obtained accuracy values show that the model is successful.
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Introduction

Coronavirus illness 2019 is an infectious disease caused by the severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2) coronavirus, which first 
appeared in Wuhan, China, in December 2019 [1]. This disease, which is quickly 
spreading over the globe, has a high morbidity and fatality rate. It is stated that 
the host of the virus is bats. The coronavirus mainly affects the respiratory sys-
tem, causing pneumonia. The disease has a wide clinical spectrum, from asymp-
tomatic to fatal. Initial symptoms are fever, weakness, cough, headache, sore 
throat, and dyspnea may develop in the following days [2]. Finally, it can cause 
septic shock, acute respiratory distress syndrome, and death, especially in criti-
cally ill patients with compromised immune systems and comorbidities [3].

The definitive diagnosis of COVID-19 is realized by a real-time reverse tran-
scriptase-polymerase chain reaction (RT-PCR) test of the throat swab [4]. The 
main way to control COVID-19 is early diagnosis, rapid isolation, and early treat-
ment. RT-PCR test is the standard method for detecting virus nucleic acid. How-
ever, this test may give false-negative results in the early stages of the illness [5]. 
Furthermore, radiological methods help in the diagnosis and differential diagno-
sis of the disease. The most significant symptom of the illness is pneumonia in 
the lungs. The first preferred imaging method is a chest X-ray. In imaging meth-
ods, pneumonia foci involving the middle and lower zones of the bilateral lung 
are seen. However, imaging findings are nonspecific. Similar imaging findings 
can be seen with various viral pneumonia, such as influenza virus, adenovirus, 
and cytomegalovirus [6]. Therefore, early diagnosis, rapid isolation, and early 
treatment are necessary to control COVID-19 [7]. For this reason, it is important 
to isolate the patient from other viral pneumonia and start the treatment as soon 
as possible. Artificial intelligence applications are becoming more common in the 
medical industry. COVID-19 is a serious epidemic disease. In recent years arti-
ficial intelligence applications have been used in areas, such as the diagnosis of 
COVID-19, the prediction of its epidemiological course, and the determination 
of treatment methods. With artificial intelligence applications, early diagnosis of 
this disease can be provided, reducing the workload of health workers and sup-
porting health services. It can also contribute to global crisis management when 
the patient population increases. In addition, it can reduce the economic dam-
age of the epidemic. This study aims to diagnose COVID-19 and differentiate it 
from other viral pneumonia using artificial intelligence methods on chest X-ray 
images. In the study, we have used two data sets of chest X-rays of three classes: 
normal, COVID-19, and viral pneumonia [8].

Literature Review

There are many studies in the literature on COVID-19. In their study, Maghdid 
et  al. [9] used chest X-ray images and computed tomography (CT) images to 
classify COVID-19 disease. As a method, they preferred CNN architectures. The 
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Alexnet model is the preferred model by the authors. In this study, they achieved 
an accuracy rate of 94.1% with pre-trained CNN architectures.

Yildirim et al. used a three-class data set consisting of chest X-ray images in 
their study COVID-19, normal, and pneumonia X-ray images are used in this 
paper. The authors proposed a new model using the resnet50 architecture as a 
base in their study. In this paper, an accuracy rate of 96.30% was obtained [10].

Asnaoui et  al. examined the COVID-19 disease in their study. They used 
five pre-trained CNN architectures to classify the images in the data set of 
chest images. They stated that the accuracy rate they obtained in the Inception-
ResNetV2 architecture was 92.18% [11].

Baltruschat et  al. used Resnet38, Resnet50, and Resnet101 architectures to 
classify chest X-ray images in their research. The authors stated that Resnet38 
was more successful in this study. In addition, it was seen that class activation 
charts were used to understand the classification process in the study. In this 
study, the joint accuracy value was 82.2% [12].

Farid et al. used chest CT and X-ray images in their study. As a result, 98.20% 
accuracy rate was get in the proposed CNN approach. In the proposed model, 
using feature extraction methods, the obtained features are classified in machine 
learning Classifiers [13].

Aslan et  al. proposed two different methods for the classification process in 
their study. In the study, the authors proposed a hybrid model using CNN and 
LSTM structures. While the accuracy rate in the first model they suggested was 
98.14%, the second model’s accuracy rate was 98.70% [14].

To detect COVID-19 infection in chest X-ray images automatically, Khan 
et  al. introduced Coronet, a deep CNN model based on the Xception architec-
ture. They got an overall accuracy rating of 89.6 percent with their model [15].

Bai et  al. used LSTM and Multilayer perceptions together in their proposed 
approach. They stated that the model they proposed in this classification was 
successful. The accuracy rate they obtained in the proposed approach is 89.1% 
[16].

Mahmud et al. proposed a deep CNN model, called CovXNet, to distinguish 
between COVID-19 and other types of pneumonia in chest images. This model 
discriminated COVID-19 from normal chest X-ray with an accuracy rate of 
97.4% and COVID-19 from viral pneumonia with 96.9% accuracy [17].

Ucar et al. diagnosed COVID-19 with a 98.3% accuracy rate on chest X-ray 
images using the SqueezeNet model by adding Bayesian optimization [18].

Minaee et  al. proposed the DenseNet-121, Resnet50, ResNet18, and 
Squeezenet models to detect COVID-19 in chest X-rays. Researchers stated that 
they obtained approximately 90% specificity and 98% sensitivity with this model 
[19].

Barua et al. used 3 different CNN architectures for feature extraction in their 
study. In this study, AlexNet, VGG16 and VGG19 architectures feature maps 
obtained from the fully connected layer are combined. These feature maps were 
then classified in the SVM classifier. In the study, accuracy values of 97.60, 
89.96, 98.84 and 99.64% were obtained, respectively [20].



1080	 New Generation Computing (2022) 40:1077–1091

123

Contributions and Novelty

The COVID-19 epidemic continues widely around the world. Examination of 
COVID-19 data by an expert is of great importance in terms of time and cost. In this 
study, we developed a CNN-based hybrid model to diagnose and classify COVID-
19 images. In the proposed model, the current models that are frequently used in 
the literature are used as the base. In our proposed model, the different features of 
COVID-19 images were obtained using Mobilenetv2, Efficientnetb0 and Darknet53 
models as a base. These features were then concatenated. Finally, NCA dimension 
reduction method was used to make our model run faster and produce more accurate 
results. Feature the maps optimized by NCA method were classified into six differ-
ent machine learning classifiers. The proposed model has been tested on two differ-
ent data sets. The accuracy values obtained in these data sets are 99.05 and 97.1%, 
respectively. The obtained accuracy value showed that the proposed model can suc-
cessfully classify COVID-19 images.

Organization of Paper

In the first section of the study, information about COVID-19 and literature research 
are given. In the second part, the data sets used in the study, the methods used, 
and the suggested steps are examined. Then we evaluated the obtained application 
results. Finally, we have completed the study with the discussion and conclusion 
section.

Materials and Methods

This section examines the data set, deep models, classifiers, the NCA size reduction 
method, and the proposed approach that we use in the study.

Data Sets

In this study, we have used two different data sets. There are three types of classes 
in these data sets. These classes consist of COVID-19, normal and viral pneumonia 
chest X-ray images. Required data sets are freely available to the public on the Kag-
gle website [8]. The first data set has 137 COVID-19, 90 viral pneumonia and 90 
normal chest X-ray images, other data set has 3616 COVID-19, 1345 viral pneumo-
nia and 10,192 normal chest X-ray images [21, 22]. Sample images from the data 
sets are presented in (Fig. 1).

Deep Models, Classifiers and NCA Method

Deep learning architectures have been widely used in the classification of biomedi-
cal images in recent years [23–25]. In this study, the results were obtained using 
Alexnet, Resnet50, Googlenet, VGG16, Densenet201, Efficientnetb0, Darknet53, 
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Shufflenet, and InceptionV3 models. However, in our proposed model, Darknet53, 
MobilenetV2 and Efficientnetb0 architectures are used as the base. YOLOv3 is a 
convolutional neural network used in the object detection approach. It has been 
developed by making improvements in Darknet19. Unlike Darknet53, the more lay-
ers are now used in addition to connections. It has a deeper structure than Darknet19 
[26].

Another deep learning model we have used in the study is MobilenetV2. Due to 
the fact that increasing number of large data sets, the processing power of the mod-
els is increasing, and the models are becoming more complex. Therefore, the need 
for models with fewer parameters, high performance, and working speed is increas-
ing. The Mobilenet architecture is a model developed with this logic in Howard 
et al. [27]. The Mobilenet architecture is designed for mobile applications and deep 
learning studies. Various updates were made to the MobilenetV2 model in 2019. In 
this model, the size of feature maps is reduced using 1 × 1 convolutions [28].

The last deep learning model we have used in the study is Efficientnet. The Effi-
cientnet model is a model developed by the GoogleBrain team. This model is not 
developed solely based on the depth of the network. In this model, width, resolution, 
and depth were used together. It has been stated that the width and resolution are 
effective in the performance of the models. Network width scaling is commonly pre-
ferred for small-size models. This is why larger networks can capture more detailed 
features and are easier to train. However, extensive but shallow networks tend to 
have difficulty capturing higher level features [29].

The data set was classified with deep learning architectures in this study, and fea-
ture maps were obtained using these architectures. NCA method was used to reduce 
the size of the obtained feature maps. One of the most basic methods used to reduce 
the size of increasing data amounts is feature selection [30]. NCA method is also a 
method used for feature selection. The reduced size feature maps were classified in 
classifiers. In the proposed method, the maximum accuracy value was achieved.

It is known that SVM is a technique used to logically separate data belonging to 
more than one class from each other in the most appropriate way [31]. For this, deci-
sion boundaries or, in other words, hyperplanes are determined. SVM can produce 

Fig. 1   Examples of chest X-ray images
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successful results in high-dimensional spaces. In addition, SVM uses memory effi-
ciently thanks to the training points it uses [32].

Proposed Approach

The study was performed to classify the images in the data set consisting of chest 
X-ray images as COVID-19, normal, and, viral pneumonia. In the first step, the 
images were classified using the pre-trained deep learning architectures.

In the second step of the study, feature maps of chest X-ray images in the data 
set were obtained using deep architectures. NCA dimension reduction method was 
applied to the feature maps obtained in each architecture. Then, the new feature 
maps obtained were classified in the machine learning classifiers [33].

In the third step of the study, the feature maps obtained from the Resnet50, 
MobilenetV2, and Efficientnetb0 models were concatenated. The size of the feature 
maps obtained in each architecture was 317 × 1000, while the size of the feature map 
after merging was 317 × 3000. Then, the NCA optimization algorithm was used to 
save time and cost. As a result, the size of the optimized feature map was 317 × 82. 
In other words, out of 3000 features, the best 82 were chosen. The remaining fea-
tures were eliminated. Finally, these feature maps were classified into different clas-
sifiers. The suggested approach is given in (Fig. 2).

Experimental Results

The research was implemented in a Matlab environment. The Computer used has 
an i5 processor, 16 GB of RAM, and an 8 GB graphics card. Parameter values are 
fixed in the model and classifiers. Thus, the same parameter values are used in dif-
ferent architectures and different classifiers. In the study, first, we obtained results 
from pre-trained models. Then, using the same deep models, the feature maps of 
the images in the data set were extracted, optimized with NCA, and then classified 
in classical machine learning classifiers. In the last stage, the proposed method is 
detailed. In the study, Sensitivity, Accuracy, Specifity, F-measure, FPR, FDR, and 
FNR parameters [34] were used to measure the performance values metric of the 
models.

Fig. 2   Proposed Approach
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Pre‑trained Deep Architectures

In the first step of the study, the results were obtained using three deep learning 
architectures. These deep learning models are pre-trained. The same training param-
eters were used in these three architectures. In addition, we studied on the original 
data set. Data multiplexing methods were not used to show the performance of the 
proposed approach. While 20% of the data was reserved for testing, 80% was used 
for training the model [35]. The training parameters used in the paper are given in 
(Table 1).

The study was conducted in Matlab 2021b environment. In this study, the epoch 
value was taken as 5. LearnRate value is 1e-4, minibatch size value is 16 depending 
on computer memory, and Sgdm is used as optimizer.

The accuracies of the pre-trained models are presented in (Table 2).
The highest accuracy values were obtained in the pre-trained deep models in 

Alexnet and Resnet50 architectures with 93.65%. Densenet201 and Darknet53 archi-
tectures followed this with 92.06%, respectively. The lowest accuracy value was 
obtained in Efficientnetb0 architecture with 77.7%. The accuracy value obtained in 
MobilenetV2 was 88.8%, the accuracy value obtained in Googlenet architecture was 
90.48%, and the accuracy value obtained in InceptionV3 architecture was 79.37%. 
Confusion matrixes obtained with pre-trained deep models are shown in (Table 3).

When (Table 3) is analyzed, it is seen that the most successful models are Alexnet 
and Resnet50. Alexnet and Resnet50 architectures classified 59 of 63 X-ray test 
images correctly, while 4 of them were misclassified. The Alexnet architecture cor-
rectly predicted all 27 COVID-19 and 18 Viral Pneumonia images. Alexnet archi-
tecture correctly predicted 14 of the 18 normal X-ray images and incorrectly pre-
dicted 4 of them. Resnet50 architecture correctly predicted all 27 COVID-19 X-ray 
images. Of the two images he mispredicted, two of them actually belonged to the 
class of normal, while he mispredicted as viral pneumonia. Similarly, the Resnet50 
model incorrectly predicted two viral pneumonia images as Normal X-ray images. 
The lowest accuracy value was obtained in the Efficientnetb0 architecture using pre-
trained deep models in the classification process. Of the 63 chest X-ray test images, 
the Efficientnetb0 architecture predicted 49 correctly and incorrectly predicted 14. 
When the results obtained using pre-trained deep models in our study are examined, 

Table 1   Training parameters

Environment Max_Epochs Mini Batch Size Learning Rate Optimization

Matlab 2021b 5 16 1e-4 Sgdm

Table 2   Accuracy rate of pre-trained architectures

Efficientnetb0 MobilenetV2 Darknet53 Alexnet Resnet50 Densenet201 Googlenet InceptionV3

77.7% 88.8% 92.06% 93.65% 93.65% 92.06% 90.48% 79.37%
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it is seen that the results obtained in each architecture differ from each other. There-
fore, it is obvious that the performance of deep models is closely related to the data 
set.

Deep Models + NCA + Classifiers

In the second step of the study, we obtained the feature maps of the images using the 
deep models. The size of the feature map obtained in each architecture is 317 × 1000. 
We applied the NCA dimension reduction method to the feature map obtained in 
each architecture separately. In the NCA technique, default parameter values are uti-
lized to pick features. To estimate the feature weights, Stochastic Gradient Descent 
was chosen as the solvent. The study’s Verbosity Level Indicator rating is 1. After 
applying the NCA method to the feature maps, the size of the new feature maps are 
given in (Table 4).

The average accuracy values obtained when the feature maps in (Table 4), which 
were obtained after applying the NCA method to the feature maps we obtained using 
deep models, were classified in various classifiers, are presented in (Table 5). The 
k-fold value was chosen as five when the new feature maps obtained after the NCA 
process was applied to the feature maps obtained in these deep models.

When (Table  5) is examined, the highest accuracy value with an average of 
97.47% was obtained by classifying the feature maps obtained using the Darknet53 
architecture in the KNN classifier after NCA processing. The Darknet53 architecture 
was followed by Efficientnetb0 + NCA + SE with an average accuracy of 97.16%, 

Table 3   Confusion matrices for pre-trained models
Efficientnetb0 MobilenetV2 Darknet53 Alexnet

1 26 1

2 13 5

3 4 4 10

1 2 3

1 27

2 12 6

3 1 17

1 2 3

1 27

2 13 5

3 18

1 2 3

1 27

2 14 4

3 18

1 2 3

Resnet50 Densenet201 Googlenet InceptionV3

1 27

2 16 2

3 2 16

1 2 3

1 26 1

2 15 3

3 1 17

1 2 3

1 27

2 12 6

3 18

1 2 3

1 27

2 1 6 11

3 1 17

1 2 3

Table 4   New dimensions of feature maps obtained after applying NCA to feature maps

Efficient-
netb0

Mobile-
netV2

Darknet53 Alexnet Resnet50 Densenet201 Googlenet InceptionV3

1000 × 127 1000 × 120 1000 × 137 1000 × 91 1000 × 120 1000 × 65 1000 × 135 1000 × 40
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respectively. The third successful hybrid model was Resnet50 + NCA + SVM, with 
an average accuracy of 96.21%. In the proposed hybrid model, these three models 
with the highest accuracy value were used as the base. After applying NCA to the 
feature maps obtained in the models, the obtained feature maps were classified into 
six different machine learning classifiers. Confusion matrices obtained according to 
the highest average accuracy values obtained by these deep models in the classifiers, 
where they are the most successful are given in (Table 6).

After applying the NCA dimension reduction method to the feature map we 
obtained in the Darknet53 architecture, which we used as the base in the study, it 
obtained the highest accuracy value among other deep models with an average accu-
racy value of 97.47%. While classifying the feature maps obtained in the Darknet53 
model, the most successful classifier was KNN. When the feature maps obtained in 
the Darknet53 architecture were classified in the KNN classifier after size reduction, 

Table 5   Feature maps, NCA, classifiers

The significance of bold values are indicate high values in the rows

Deep Models Accuracy Value of Classifiers(Mean % ± Standard Deviation)

DT DA NB SVM KNN SE

Resnet50 87.00 ± 3.70 93.05 ± 1.11 94.55 ± 0.33 96.21 ± 0.67 95.67 ± 0.15 96.02 ± 1.58
InceptionV3 76.80 ± 0.96 91.48 ± 0.34 88.50 ± 0.84 88.10 ± 0.62 89.16 ± 1.53 89.63 ± 1.62
Darknet53 84.07 ± 1.29 93.92 ± 0.56 95.02 ± 0.67 96.45 ± 1.19 97.47 ± 0.17 97.27 ± 0.02
MobilenetV2 81.22 ± 2.20 96.52 ± 1.41 94.95 ± 0.78 95.22 ± 0.28 95.20 ± 0.42 95.42 ± 0.80
Alexnet 90 82.97 ± 2.85 92.27 ± 0.56 92.86 ± 0.88 94.57 ± 0.75 94.63 ± 0.61 94.40 ± 1.12
Densenet201 83.57 ± 2.77 93.92 ± 1.23 94.32 ± 0.42 94.37 ± 0.28 95.89 ± 1.38 95.10 ± 0.62
Googlenet 81.77 ± 1.93 88.25 ± 2.24 91.72 ± 0.37 91.57 ± 0.28 93.18 ± 1.37 93.37 ± 1.04
Efficientnetb0 83.17 ± 3.18 94.82 ± 1.04 95.67 ± 0.37 96.6 ± 0.66 96.85 ± 0.42 97.16 ± 0.35

Table 6   Deep models + NCA + classifiers
Resnet50 + NCA + 

SVM

InceptionV3 + NCA + 

DA

Darknet53 + NCA + 

KNN

MobilenetV2 + NCA + 

DA

1 133 2 2

2 1 87 2

3 5 85

1 2 3

1 134 2 1

2 2 75 13

3 9 81

1 2 3

1 134 2 1

2 1 88 1

3 2 1 87

1 2 3

1 134 3

2 1 88 1

3 6 84

1 2 3

Alexnet + NCA + 

KNN

Densenet201 + NCA + 

KNN

Googlenet + NCA + 

SE

Efficientnetb0 + NCA + 

SE

1 134 2 1

2 1 86 3

3 2 8 80

1 2 3

1 133 3 1

2 1 88 1

3 6 84

1 2 3

1 133 4

2 84 6

3 11 79

1 2 3

1 135 2

2 1 89

3 6 84

1 2 3
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the KNN classifier correctly classified 309 chest X-ray images out of 317 and mis-
classified 8 of them. In the paper, feature maps were created using 8 different mod-
els. These extracted feature maps were classified into six different classical machine 
learning classifiers after dimension reduction. As shown in (Table  6), the clas-
sifiers in which each deep model reaches the highest accuracy value are different. 
While the Resnet50 architecture achieved the highest accuracy in the SVM classi-
fier, the InceptionV3 and MobilenetV2 DA classifiers, the Darknet53, Alexnet, and 
Densenet201 architectures in the KNN classifier, and the Googlenet and Efficient-
netb0 architectures achieved the highest accuracy in the SE classifier.

The Results Obtained in the First Data Set with the Proposed Method

In this section, the features acquired from the three deep learning models used 
in the study were combined. The deep models used as the base in the study are 
MobilenetV2, Efficientnet B0 and Darknet53 models. While the size of the feature 
map obtained in each model was 317 × 1000, the size obtained after merging was 
317 × 3000. Size reduction was made by applying the NCA method to this new fea-
ture map. The resulting new size is 317 × 78. Thanks to this size reduction process, 
time and cost savings are achieved. In addition, results are obtained much faster. The 
confusion matrix obtained in the proposed method is presented in (Table 7).

The model we proposed obtained the highest accuracy value with an average of 
98.94% in the SVM classifier. This was followed by KNN and SE classifiers with 
98.34%, respectively. In the proposed model, the lowest average accuracy value 
was obtained in the DT classifier. The accuracy value obtained in this classifier is 
83.92%. Confusion matrices of the three classifiers belonging to the highest mean 
value obtained in the proposed model are shown in (Table 8).

The suggested approach properly categorized 314 of 317 chest X-ray images 
while misclassifying three others. The model’s total accuracy is 99.05 percent. In the 

Table 7   Proposed model’s accuracy rates

The significance of bold values are indicate high values in the rows

Accuracy Rate of Proposed Models (Mean % ± Standard Deviation)

DT DA NB SVM KNN SE

Proposed Model 83.92 ± 1.13 95.84 ± 1.36 97.54 ± 0.48 99.05 ± 0.31 98.42 ± 0.45 98.10 ± 0.62

Table 8   Confusion matrices in the three classifiers, where the model is most successful
Proposed + SVM Proposed + KNN Proposed + SE

1 136 1

2 89 1

3 1 89

1 2 3

1 135 1 1

2 89 1

3 2 88

1 2 3

1 136 1

2 89 1

3 3 87

1 2 3
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viral pneumonia class, an image from the suggested model COVID-19 was placed. 
A perfectly normal image was also incorrectly classified as viral pneumonia. Finally, 
an image from the viral pneumonia class was placed in the normal class by mistake. 
With the proposed method, a high level of accuracy was achieved. Deep learning 
models’ performance can be measured using a variety of indicators. (Table 9) shows 
the performance metrics achieved using the proposed method.

When (Table  9) is examined, the highest accuracy rate was acquired in the 
COVID-19 class with 99.27%, while the accuracy value acquired in the Normal and 
Viral Pneumonia classes was 98.88%.

The Results Obtained in the Second Data Set with the Proposed Method

The proposed model in this section is tested using a second data set. The accuracy 
values obtained in the proposed model are given in (Table 10).

Our proposed model achieved the highest accuracy value with an average of 
97.1% in the SVM classifier. This was followed by SE classifiers with 96.5% and 
KNN classifiers with 95.2%, respectively. In the proposed model, the lowest average 
accuracy value was obtained in the NB classifier. Confusion matrices of the three 
classifiers with the highest mean value obtained in the proposed model are shown in 
(Table 11).

Table 9   Evaluation metrics of the model

Acc Sens Spe Fpr Fnr Fdr F1

COVID-19 99.27% 100% 99.44% 0.55% 0 0.72% 99.63%
Normal 98.88% 98.88% 99.55% 0.44% 1.11% 0.44% 98.88%
Viral pneumonia 98.88% 97.80% 99.55% 0.44% 2.19% 1.11% 99.33%

Table 10   Accuracy rates in the second data set of the proposed method

Accuracy Value of Proposed Models (Mean % ± Standard Deviation)

DT DA NB SVM KNN SE

Proposed Method 86.1 ± 1.08 96.9 ± 0.73 80.6 ± 1.58 97.1 ± 0.44 95.2 ± 0.96 96.5 ± 0.84

Table 11   Confusion matrices in the three classifiers, where the model is most successful
Proposed + SVM Proposed + KNN Proposed + SE

1 687 36

2 19 2012 7

3 3 22 244

1 2 3

1 652 69 2

2 24 1997 17

3 34 235

1 2 3

1 684 36 3

2 28 2002 8

3 2 30 237

1 2 3
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When (Table 11) are examined, it is seen that the highest performance is in the 
SVM classifier. With the proposed model, it is seen that 2943 of 3030 test images 
are classified correctly and 87 of them are misclassified in the SVM classifier.

Discussion

COVID-19 is a deadly serious viral infection that is increasing its prevalence day by 
day. The disease caused serious damage to public health and the country’s economy. 
The diagnosis of COVID-19 is made by RT-PCR test. However, both the test can be 
false-negative and the long test results make it difficult for the health services [36]. 
Therefore, imaging modalities such as chest X-ray and CT have gained importance 
in the diagnosis phase for better management of the disease [36]. Chest X-ray is 
increasingly preferred, because it is cheaper than CT, has less radiation exposure 
and can be transported to different environments [37, 38]. The disease is mainly 
characterized by pneumonia in the lungs. Pneumonia has many viral and bacterial 
causes. COVID-19 is just one of them. COVID-19 pneumonia often shows similar 
chest X-ray findings as other causes of pneumonia [39]. Therefore, it is important to 
detect COVID-19 pneumonia on chest X-ray images and differentiate it from pneu-
monia caused by other viruses. Thus, patients can be isolated and treated quickly. 
In COVID-19 pneumonia, multiple, peripherally located opacities, mainly involv-
ing bilateral lower lung lobes, are observed on chest X-rays [39]. In viral pneumo-
nia, bilateral perihilar, peribronchial thickening, and interstitial opacities are seen on 
chest X-rays, mostly resulting in atelectasis [39]. We diagnosed COVID-19 with a 
99.05% success rate with the hybrid model we proposed in our study. Our proposed 
model predicted 3 images incorrectly. These images are given in (Fig. 3).

Thanks to the proposed artificial intelligence-based model, the diagnosis of 
COVID-19 disease by experts will take place in a shorter time. Similar studies on 
the classification of COVID-19 disease in the literature are given in (Table 12).

Fig. 3   Chest X-ray images that the proposed model predicted incorrectly. a This chest X-ray of COVID-
19 pneumonia was erroneously classified as viral pneumonia by our model. In the image, the lower lobes 
of the bilateral lung are normal and the right upper and middle lobes of the right lung are involved, 
which is not typical for COVID-19 pneumonia. We think that the misclassification is due to this. b By 
our model, a normal chest X-ray was erroneously classified as viral pneumonia. We think that the promi-
nent vascular structures in the image were mistakenly evaluated as opacity. There is no radiological find-
ing compatible with viral pneumonia in the image. c A chest X-ray of viral pneumonia was incorrectly 
classified as normal by our model. However, it is seen that there are interstitial opacities in the bilateral 
lung, mostly in the lower lobes
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The main limitation of this study is that it does not provide service over the inter-
net. We are of the opinion that the works that provide services over the internet can 
be used in different regions.

With the proposed artificial intelligence method, chest X-ray images can be 
quickly classified and presented to the specialist. Thus, the workload of the special-
ist will be lightened and the diagnosis of COVID-19 disease will occur in a shorter 
time.

In the future, it is among our aims to carry out multi-centre and three-dimen-
sional volume-based studies that work over the internet.

Conclusions

COVID-19 is a fatal disease that can cause acute respiratory distress syndrome, 
cardiac damage, sepsis, secondary infections, and multi-organ failure. In addi-
tion, COVID-19 pneumonia can cause permanent damage to the lungs. Radiologic 

Table 12   Current studies on the classification of COVID-19 chest X-ray images

Study Year Models Performances Output

Maghdid et al.[9] 2021 Alexnet 94.1% COVID-19 Normal 
pneumonia

Yildirim et al.[10] 2020 Hybrit model 96.30% COVID-19 Normal 
pneumonia

Asnaoui et al. [11] 2020 Inception-ResnetV2 92.18% COVID-19 Normal 
pneumonia

Baltruschat et al.[12] 2019 Resnet38, Resnet50, 
Resnet101

82.2% COVID-19 Normal 
pneumonia

Farid et al. [13] 2020 Future extraction 98.2% COVID-19 Normal 
pneumonia

Aslan et al.[14] 2021 CNN, LSTM 98.14%, 98.70% COVID-19 Normal 
pneumonia

Khan et al.[15] 2020 Xception 89.6% COVID-19 Normal 
pneumonia

Bai et al. [16] 2020 Multilayer perceptions 89.1% COVID-19 Normal 
pneumonia

Mahmud et al. [17] 2020 ConvXNet 97.4% COVID-19 Normal 
pneumonia

Ucar et al. [18] 2020 SqueezeNet 98.3% COVID-19 Normal 
pneumonia

Minae et al. [19] 2020 Transfer Learning 90% COVID-19 Normal 
pneumonia

Barua et al. [20] 2021 Hybrid Model 97.60%, 89.96%, 
98.84%, 
99.64%

COVID-19 Normal 
pneumonia

Proposed model – Hybrid model 99.05%, 97.1% COVID-19 Normal 
pneumonia
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methods are used to assist in the diagnosis of COVID-19 and to evaluate the damage 
it causes to the lungs. However, imaging findings of COVID-19 pneumonia may be 
confused with other pneumonia. Therefore, we aimed to detect COVID-19 pneu-
monia in this study and differentiate it from other viral pneumonia causes. In our 
proposed model, we classified chest X-ray images with an accuracy of 99.05% in 
the first data set and 97.1% in the second data set. When the obtained accuracy rate 
is compared with other studies in the literature, it is seen that the proposed model is 
successful.
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