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Abstract
In today’s digital world, information is growing along with the expansion of Internet 
usage worldwide. As a consequence, bulk of data is generated constantly which is 
known to be “Big Data”. One of the most evolving technologies in twenty-first cen-
tury is Big Data analytics, it is promising field for extracting knowledge from very 
large datasets and enhancing benefits while lowering costs. Due to the enormous 
success of big data analytics, the healthcare sector is increasingly shifting toward 
adopting these approaches to diagnose diseases. Due to the recent boom in medical 
big data and the development of computational methods, researchers and practition-
ers have gained the ability to mine and visualize medical big data on a larger scale. 
Thus, with the aid of integration of big data analytics in healthcare sectors, precise 
medical data analysis is now feasible with early sickness detection, health status 
monitoring, patient treatment, and community services is now achievable. With all 
these improvements, a deadly disease COVID is considered in this comprehensive 
review with the intention of offering remedies utilizing big data analytics. The use 
of big data applications is vital to managing pandemic conditions, such as predicting 
outbreaks of COVID-19 and identifying cases and patterns of spread of COVID-19. 
Research is still being done on leveraging big data analytics to forecast COVID-
19. But precise and early identification of COVID disease is still lacking due to 
the volume of medical records like dissimilar medical imaging modalities. Mean-
while, Digital imaging has now become essential to COVID diagnosis, but the main 
challenge is the storage of massive volumes of data. Taking these limitations into 
account, a comprehensive analysis is presented in the systematic literature review 
(SLR) to provide a deeper understanding of big data in the field of COVID-19.

Keywords Healthcare · Machine learning · Big data analytics · Deep learning · 
COVID-19 · Decision making

 * Nagamani Tenali 
 tenalinagamani@gmail.com

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s00354-023-00211-8&domain=pdf


244 New Generation Computing (2023) 41:243–280

1 3

1 Introduction

Due to information technology advances, the modern society utilizes an enor-
mous amount of data, making big data analytics an essential data management 
tool in every sector. In the twenty-first century, big data is ingrained in every 
aspect of contemporary life [2]. A key goal of big data technology is to predict 
future trends using observed patterns [8]. In order to provide large datasets, a con-
siderable amount of data must be collected and advanced monitoring and analysis 
tools must be used. Conventional data processing systems have difficulty in stor-
ing, managing, or analysing big data collections [1]. To fix these issues, big data 
[3] come up with different characteristics like veracity, velocity, variety, volume, 
validity, variability, venue, vocabulary, vagueness, value [4]. Typically, Big data 
analytics is the methodology for analysing massive volumes of data to uncover 
pertinent information using cutting-edge techniques [11]. Massive amounts of 
data are now widely obtainable, setting new countless opportunities for hetero-
geneous datasets, facilitating better medical decisions, and enhanced efficiency in 
the healthcare system [12].

Academics may examine this vast amount of data using healthcare data ana-
lytics, spot patterns, and trends in the data, and propose a solution to improve 
healthcare, therefore reducing costs, modernizing access to healthcare, and sav-
ing irreplaceable human lives [13]. Big data technologies serve several sides of 
healthcare, including patient monitoring, clinical decision support and healthcare 
management [14]. Through the discovery of data correlations and the understand-
ing of patterns and trends, big data technique offers a great ability to improve 
healthcare [7], and streamline the health care system’s financial burden [15]. 
Clinicians, Epidemiologists, and health experts have a great potential to use big 
data to make choices based on the best evidence available, enhancing patient care 
[16]. Biomedical researchers must correctly comprehend and use big data, which 
is not just a current reality but also a requirement in the search for new informa-
tion [5]. In order to effectually battle the COVID-19 epidemic in the current digi-
tal era, clear criteria for effective data collection and analysis on a global basis 
are crucial [17].

The COVID-19 outbreak has killed a huge number of people while wreaking 
havoc on society, the economy, and the health of the whole world. To effectively 
control an epidemic, it is important to understand its characteristics and behav-
iour [18]. This knowledge may be achieved by collecting and analysing the per-
tinent big data. Considering the vast quantity of COVID-19 [9] data that is cur-
rently accessible from several sources [19], it is vital to assess the roles played by 
big data analysis in preventing the COVID-19 extent as well as to outline the key 
challenges and potential paths for COVID-19 data studies going forward. Addi-
tionally, the COVID-19 [6] will provide improved treatments that are both eco-
nomical and well-received by patients by combining big data with image process-
ing techniques [20]. Therefore, the analysis of COVID-19 requires a framework 
based on existing applications and studies for providing early decision-making 
system [10]. Following is a list of contributions discussed in this review:
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• Big data analytics in cancer disease-based systematic literature review is offered, 
acting as a road map for experts in the area to spot and deal with problems 
caused by new developments.

• A comprehensive analysis of the issues and challenges posed by deep learning-
based healthcare big data analytics is given, along with a look ahead.

• A summary of the potential uses for deep learning methods in the context of 
evidence-based big data analytics is given in line with the discussion of open 
research challenges.

• This study enhances understanding and directs academics and experts toward 
recognising current developments and future directions in big data analytics by 
utilising deep learning techniques.

• Finally, the presented work provides the possible research guidelines to the 
upcoming research works related to COVID epidemic.

The following is how the manuscript is structured: Sect.  2 discusses about the 
background knowledge in context of big data analytics and covid-19 disease diagno-
sis along with a deep comprehensive study. Section 3 illustrates the analysis part and 
the further section explains about the future implications. The final Sect. 4 elabo-
rates the conclusion of the study.

2  Background and Systematic Literature Review

The idea of “Big Data” has emerged due to the abundance of data usage in everyday 
life. The complexity of big data has a noteworthy impact on how well typical ware-
houses can collect, manage, monitor, and analyse it. Later on, big data, as defined by 
IBM’s big data analytics division, is a phrase used to describe datasets that are larger 
than those found in conventional databases. The dataset is created at enormous sizes 
and has significant variety, velocity, and volume. Big data aids analysts, researchers, 
and businesses in the decision-making process by applying a range of methodolo-
gies, including statistics, predictive analytics, machine learning, data mining, deep 
learning analytics, and text analytics. It is possible to use big data analytics in a wide 
variety of ways like Managing financial crises, medical research, Education, Bank-
ing, Natural language processing, and Data administration. Owing to the compensa-
tions of big data analytics, academia currently applies big data analytics specially to 
address the intractable issue like COVID disease identification. The comprehensive 
review of big data related to healthcare domain, big data characteristics, and issues 
associated with processing contemporary data are covered in the parts that follow 
(Fig. 1).

2.1  An Overview of Big Data: Definitions and Characteristics

Over the past few decades data has grown incredibly at an unforeseen rate. The vol-
ume of data is predicted to expand, as illustrated in Fig. 2, from a few zettabytes in 
2010 to 163 zettabytes in 2025, according to the survey taken from International 
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Data Corporation (IDC). As a result, the capacity of data storage has expanded from 
megabytes to exabytes, and it is anticipated that it will approach zettabytes yearly 
in the coming years. As in prior, relational databases with rows and columns and 
ordered formats were used to store and display data, which was often obtained from 
internal operations. Many scholars now claim that the overwhelming of this data is 
unstructured, and handling it requires the use of non-relational (NoSQL) databases 
[37, 39]. This data may be categorized as machine-to-machine data, web human-
generated data, web social media data, and biometric data and transaction data.

Because there are so many uses, academics have added additional elements to big 
data characteristics. Actually, 4Vs, 5Vs, 6Vs, 7Vs, and 10Vs have been added to the 
initial 3Vs concept. In Fig. 2, a list of the most often employed Vs is provided.

The elements that served as the foundation for this article’s documentary are dis-
cussed in this part. For our survey to be conducted in a methodical manner and to 
identify the survey’s subject, inclusion and exclusion criteria were developed to indi-
cate which features would be valued and which would not. Using relevant keywords 
like “Big Data,” “Machine learning,” “Data mining,” “disease diagnosis,” “image 

Fig. 1  Volume of data transferred from 2010 and 2025 by IDC over decades
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processing,” “Covid disease,” “deep learning,” “prediction,” and “detection,” among 
others, a thorough search was conducted using popular scientific bibliographical 
databases as PubMed, Clarivate Web of Science (WoS), and Google Scholar. Here, 
the inclusion and exclusion criteria were discussed henceforth we could acquire a 
substantial number of studies for analysis. To determine if the study was appropri-
ate for inclusion, the abstracts of the publications that were searched were care-
fully examined. The studies related to big data analytics and its application to sev-
eral domains were considered suitable for inclusion in this comprehensive study. 
The whole research articles were downloaded after choosing the relevant studies. 
This systematic literature analysis does not take into account secondary reports like 
short communications, non-peer-reviewed letter, editorials, and news articles. The 
selected works are published between 2015 and 2022. Research papers presented 
at renowned, highly referenced conferences in the field as well as in peer-reviewed 
publications were also included.

2.2  Class Imbalance Problem Associated with Big Data

At a rate never previously witnessed, databases are expanding in size and complex-
ity, resulting in ever-larger datasets is defined as Big Data. The abundance samples 
for the various classes could not be balanced, which is a typical difficulty for cat-
egorization, especially with Big Data. Due to this prejudice in favour of the domi-
nant class and contempt for the minority one, imbalanced categorization was first 
established a number of decades ago. Despite the fact that there are more imbal-
anced classification algorithms than ever before, they are still primarily concerned 
with small datasets rather than the new reality of big data. Johnson et al., [34] have 
addressed the class imbalance problem in training predictive models. To assess data 
sampling techniques for addressing high class imbalance the authors examined three 
data sets of varied complexity using deep neural networks based big data analyt-
ics. Although this issue has been extensively researched, the big data era is bring-
ing up more extreme degrees of imbalance that are getting harder to forecast. In the 
year 2021, Juez et al. [35] have carried out the experimental analysis using ensem-
ble classifier and resampling models which is conducted on imbalanced Big Data. 
The entire implementation is performed on spark clusters and compares with the 
Bayesian model in terms of classifier performance and time consumed. By interlink-
ing Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) 
for the attack detection system, Al et  al. [36] created the Hybrid Deep Learning 
(HDL) technique. To lessen the impact of data imbalance, Synthetic Minority Over-
sampling Technique (SMOTE) sampling techniques along with Tomek-Links was 
employed. The Google Colab environment used PySpark, which gives Python pro-
vision on the Apache Spark platform. The CIDDS-001 data set served as the basis 
for the model’s multiclass assessment, while the UNS-NB15 data set served as the 
basis for the model’s binary classification assessment. An automated method for 
the detection of financial fraud, that connected to credit card transactions, has been 
demonstrated by Gupta et al. [38]. In order to predict fraud, the authors introduced 
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machine learning models such as random forests, support vector machines, logistic 
regression, and naive bayes on big data.

An assorted bagging-based stacked ensemble model was demonstrated by Soba-
nadevi et al. [40] in context of fraud detection while proceeding credit card trans-
action. The approach is made up of a bagging strategy that tries to deal with het-
erogeneous base learners and data imbalance problem that serve as decision rule 
extraction methods on complicated data. Even while banks always work to increase 
security to avoid fraud, sometimes criminals are able to get beyond these measures. 
Johnson et al. [41], have developed Deep Neural Network based on Bayesian a pos-
teriori probability for defining threshold strategies on training the imbalanced data-
set. The best parameter method uses training or validation of information to discover 
the threshold of classification that exploits the geometric mean. Prior probability of 
the positive class has been used as a classification threshold in the Prior threshold 
technique, which eliminates the need for optimization. To take into consideration 
random error, several designs are investigated, and all tests are performed 30 times. 
The optimal threshold and the positive class prior exhibit a substantial correlation, 
according to linear models and visualizations. Adaptive synthesis reliant on big data 
analytics has been developed by Javaid et al. [42] for the detection of electricity theft 
(ETD). The authors developed a deep Siamese network by combining LSTM and 
CNN to distinguish fraud and genuine customers. In particular, the duty of param-
eters mining from weekly energy usage patterns is assigned to a CNN component, 
whereas the LSTM component handles the sequential knowledge. The DSN then 
applies the final decision after considering the shared characteristics offered by the 
CNN-LSTM.

Data source from the State Grid Corporation of China (SGCC), which contains 
information on power use over 1035 days for two classes: regular and fraudulent, 
was used by Arif et al. [43]. This study proposes a methodology for detecting elec-
trical theft that involves the following four steps: smoothing, data balance, extrac-
tion of features, and categorisation. The missing values are replaced with the help 
of smoothing process, then resampling approach was executed. To classify normal 
and theft data, residual network was employed to extract related features and are 
subjected to the corresponding learning algorithm presented. Arif et al. [44] created 
the Tomek Link Borderline Synthetic Minority Oversampling Technique with Sup-
port Vector Machine (TBSSVM) and Temporal CNN with improved Multi-Layer 
Perceptron for the goal of detecting energy theft (TCN-EMLP). The former evenly 
distributes the test dataset’s occurrences of the majority and minority classes. The 
former distinguishes between genuine and deceptive consumers. Furthermore, the 
assignment of various weights causes deep learning models to have large volatility 
in their final outcomes. In order to lower the large variance, an average ensemble 
method was used on Pakistan Residential Electricity Consumption (PRECON) and 
State Grid Cooperation of China (SGCC) datasets. Hou et al. [45] have developed 
unified model to lessen the data imbalance issue. The author suggested a two-stage 
training method using self-attention-based time-varying forecast approach. In order 
to mine frequent patterns from time series, the authors utilized an encoder-decoder 
component with the multi self-attention technique. Then, in order to improve the out-
comes of specific periods and address the imbalance problem, the author suggested 
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a time-varying optimization approach. Furthermore, to emphasize the significance 
of similar historical values to foresee outcomes, the authors suggest inverse spatial 
interest in place of conventional attention.

2.3  Big Data Characteristics in Sentimental Analysis

Numerous types of programs employ big data to extract important information that 
is used to make business choices, monitor certain behaviours, or identify potential 
security threats. Sentiment analysis (SA) is the most active research disciplines 
dependent on big data, despite the fact that their involvement would be very advan-
tageous. To perform sentimental analysis on the gathered stockTwits dataset, Sohan-
gir et al. [28] developed the deep learning technique. In the classification of opinion 
mining on stock market data, doc2vec was utilized together with the incorporation 
of LSTM and CNN. Hassib et al. [29] have focused on data imbalance problem in 
handling financial big data. Optimization approach was developed using data mining 
techniques, whereas local optima problem was resolved. Here, pre-processing step 
was carried out with the help of LSH-SMOTE algorithm. Then, grey wolf optimi-
zation was adopted to the bidirectional recurrent neural network in enhancing the 
global optimum solution. In the network big data environment, Liu et al.’s [30] com-
ment texts for emotional analysis were initiated in the year 2020. The model being 
demonstrated was created using the combined Bag of Words (CBOW) language and 
the deep learning methodology. The feedforward neural networks were used to pro-
duce the vector representation of text. The Convolutional Neural Network (CNN), 
which was trained using the labelled training set, then captures the text semantic 
characteristics. The Softmax classifier of traditional CNN was the final component 
to add the Dropout approach, which can successfully avoid the model from over-fit-
ting and has enhanced classification performance. Zhai et al. [31] developed Multi-
Attention Fusion Modeling (Multi-AFM), which combines global and local atten-
tion to produce a believable contextual representation via gating unit control. Hybrid 
Lexicon-Naive Bayesian Classifier (HL-NBC) technique for sentiment analysis 
was explored by Rodrigues et  al. [32]. Additionally, subject categorization, which 
divides tweets into several groups and blocks out unnecessary comments, occurred 
before the sentiment analysis algorithm. Lau et  al. [33] created a parallel aspect-
oriented sentiment analysis technique to glean customer insights from a substantial 
number of online product reviews. The suggested architecture puts into practice a 
broad empirical assessment of a co-evolving extreme learning machine-supported 
sentiment-enhanced sales forecasting method.

2.4  Big Data Analytics in Handling Financial Crisis

Budgetary credit rating is one of the most severe threats financial institutions must 
face financial institutions must deal with; however, with these different data sets, 
typical predictive algorithms and classifiers could not be fair or reliable enough to 
assess credit risk. Due to the enormously rising financial information from various 
sources like big data. Big data mining has been studied by Zhou et al. [21] in the 



250 New Generation Computing (2023) 41:243–280

1 3

financial and banking industries for risk management prevention. Particle Swarm 
Optimization (PSO) was used to enhance a Backpropagation (BP) neural network in 
the model that is being presented in order to categorize financial risks. On the dataset 
of on-balance sheet and off-balance sheet items, Hadoop HDFS and Apache Spark 
are combined and the entire system operates in a nonlinear parallel optimization 
approach. A data-driven operation framework was introduced by Zhang et al. [22] 
which combines the framework with a time series data streaming massive data infra-
structure and extricates the relationships of complicated significant components. 
The QuantCloud platform is the name of this integrated system was implemented 
on New York Stock Exchange (NYSE) data. In essence, QuantCloud manages mas-
sive volumes of diverse market information in a data-parallel manner while carrying 
out extensive event processing in a data-driven manner. Data cleaning process was 
taken place and the data modelling was carried out using autoregressive-moving 
average (ARMA) method. The research framework for a system providing regional 
financial data services in a smart financial context was designed by Wensheng et al. 
[23]. From three perspectives—functional scope, service model, and operating prin-
ciple—it explores the underlying condition of building a rural financial information 
service platform in China and draws advancement conclusions from the current state 
of the platform’s development and deployment there. To apply the graph embedding 
technique, an intelligent and distributed Big Data system was developed by Zhou 
et al. [24] for identifying financial fraud on the Internet. Node2Vec was created to 
acquire and express the spatial information in the commercial graph structure into 
low-dimensional sparse matrices, enabling the effective identification and prediction 
of data samples of the large-scale dataset with the deep neural network.

To handle the big dataset in simultaneously, the method was spread and carried 
out on clusters of Apache Spark GraphX and Hadoop. For Big Data analytics, Dos 
et al. [25] presented a data distribution strategy made up of hybridized Cloud Com-
puting and Volunteer Computing infrastructures. A model for resource allocation in 
hybrid infrastructure and services was developed, as well as an HR Alloc Method 
for choosing where to deposit data in big data applications. In order to study three 
underlying patterns, namely investing pedigrees, investment firms, and structural 
gaps, Yang et  al. [26] presented rapid networking methodologies from financial 
big data. They first described a pedigree classification system to recognize finan-
cial pedigrees, which draws inspiration from disjoint collections and route compres-
sion. Second, by offering a pruning approach and a data format known as “2-tuple 
list,” researchers established a linear-time structure mining algorithm in the network 
(SMAN) for analysing investment businesses and hierarchical gaps from the invest-
ment pedigree. Ruan et  al. developed three fuzzy correlation measurement tech-
niques in [27]: the centroid-based portion, the integral-based measure, and the cut-
based ration. Utilizing data from the Stock Price Index SSI and exchange rates of 
foreign currencies over the Chinese Yuan from 22 January 2013 to 17 May 2018, we 
evaluated the performance of our algorithms. More significantly, the SSI and these 
significant exchange rates were found to be directly correlated. The use of maxi-
mum, minimum, or terminal values in daily exchange rates and stock prices affects 
the significant Granger causality of exchange rates over SSI, but there was no oppo-
site causality from SSI to exchange rates. While the Euro over the Chinese Yuan was 
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adversely associated with the SSI and was documented as a Granger source to the 
SSI with an implication level of 1 percent, the Hong Kong Dollar over the Chinese 
Yuan and the U.S. Dollar over the Chinese Yuan are positively connected with the 
SSI. The comparison of a wide range of applications related to big data paradigm is 
illustrated in Table 1.

2.5  Data Management Using Spark to Manage Big Data Streaming

Relying on the Apache Spark open-standard Big Data processing platform that was 
installed in the cloud and focuses on smearing machine learning models to stream-
ing Big Data, a real-time remote health status prediction system was created by Nair 
et  al. [68]. When someone tweets about their health in this system, the program 
instantaneously receives, extracts, and analyzes those features to estimate the user’s 
health state. The user is then immediately contacted to take the necessary action. 
Kılınç et  al. [70] have offered an automated approach for identifying fake news 
detection scheme. The machine learning library of Apache Spark employed the Nave 
Bayes technique for training and testing both sentiment classification and fraudulent 
account detection systems. Ramírez et  al. [71] have developed incremental model 
based on nearest neighbour algorithm in case of applying to demanding schemes. 
The presented distributed classifier was executed in the Apache spark platform to 
stream the big data. The authors also provided a method of progressive instance 
selection for large data sources that modify and delete out-of-date instances from the 
particular instance continually. This lessens the original classifier’s high processing 
demands, making it appropriate for the situation under consideration. Park et al. [72] 
have designed big data analytics in the spark framework where streaming was per-
formed in memory-based cluster-based computing standard. Spark was offered by 
the open-source ASF (Apache Software Foundation) community.

Carcillo et al. [73] developed a Scalable Real-time Fraud Finder (SCARFF) using 
a substantial dataset of real credit card transactions. SCARFF integrates Big Data 
technologies (Kafka, Spark, and Cassandra) with a machine learning technique that 
handles asymmetry and reinforcement delay. Rathore et al. [74] proposed a real-time 
Big Data stream computing method by implementing the Hadoop MapReduce com-
parable models on graphics processing units (GPUs). Spark with GPU was paired 
with a parallel and distributed Hadoop ecosystem environment to increase the sys-
tem’s power and ability to handle the enormous volume of high-speed streaming. By 
breaking large Big Data records into fixed-size blocks, a MapReduce-like method 
for GPUs was created to calculate statistical parameters. Spark Streaming-based 
system for monitoring online Internet traffic was suggested by Zhou et al. in [75]. 
The collector, message system, and stream processor are the three components that 
make up the system. The TCP performance monitoring was chosen by the authors 
as a unique use case to demonstrate how their suggested method might be used 
for network monitoring. A distributed technique called SWEclat was suggested by 
Xiao et al. [76] for mining frequent item sets across enormous streaming data. The 
program stores the dataset in a vertical data structure and processes streaming data 
using a sliding window. In order to split these RDDs for distributed processing, this 
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method was created by Apache Spark and stores streaming data and datasets in ver-
tical data format using Spark RDD.

2.6  Map Reduce‑Based Method in Different Streams of Big Data Environment

A weighted distributed long short-term memory archetypal called WND-LSTM 
was published by Xia et al. [46] relying on a MapReduce parallel computing envi-
ronment. More specifically, the Hadoop distributed computing platform developed 
a decentralized forecasting method for anticipating traffic flow using MapReduce 
to address the challenges with storage and computation associated with manag-
ing massive amounts of traffic flow data with an independent learning approach. 
Bawankule et al. [47] introduced the Historical data based Reduce tasks scheduling 
(HDRTS) method to decrease the operational skew caused by the Reduce phase of 
the MapReduce process. To dynamically manage intrusion detection, Asif et al. [48] 
demonstrated the MapReduce-Based Intelligence Mechanism for Intrusion Detec-
tion (MR-IMID). The suggested MR-IMID reliably processes large data sets using 
technology that is readily available. In-depth research on task scheduling in diverse 
environments was provided by Wang et al. [49], who also suggests the task schedul-
ing algorithm HTD. Pandey et al. [50] have developed a deadline-aware, energy-effi-
cient MR scheduling problem for the Hadoop YARN architecture. The time-indexed 
binary decision variables to describe the scheduling issue under consideration was 
analysed as an integer program. Then, using the knowledge that tasks have varied 
energy usage values on various computers, to schedule map and decrease tasks on 
the heterogeneous cluster machines, a heuristic technique is developed.

The study by Baruah et al. [51] focused on the deep neuro-fuzzy network tech-
nique for forecasting student performance that is based on fractional competitive 
multi-verse optimization. The mapper and reducer stages of the MapReduce frame-
work were developed in order to execute the performance of student prediction 
approach utilizing the deep learning classifier. Narayana et al. [54] have developed a 
classification solution using the Ant Cat Swarm Optimization-enabled Deep Recur-
rent Neural Network (ACSO-enabled Deep RNN) via Map Reduce framework, 
which integrates the Ant Lion Optimization strategy with the Cat Swarm Optimi-
zation technique. Massive data categorization and feature selection are carried out 
using the Map Reduce framework. The features are chosen via fuzzy clustering 
based on black hole entropy and Pearson correlation. In the reduction part, catego-
rization is done with the aid of a Deep RNN that was trained using a custom ACSO 
algorithm. The Gaussian Relevance Vector MapReduce-based Annealed Glow-
worm Optimization Scheduling (GRVM-AGS) hybrid model, developed by Patan 
et al. [52], was intended to progress the distribution of big medical data files across 
several clinicians while needing less time and more efficient scheduling. A GRVM 
approach was initially established for the predictive analysis of incoming medical 
data.

Arunadevi et al. [58] have described a Cuckoo Search Augmented Map Reduce 
for Predictive Scheduling (CSA-MRPS) system. Foresight research applied MapRe-
duce processes on discretized data using Multi-Objective Ranked Cuckoo Search 
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Optimization (MRCSA). Every sort of area’s pure spectra and perturbed/mixed spec-
tra are qualitatively recorded using the extended extreme learning machine (IELM) 
technique, which was created by Roy et  al. [56]. The Jahazpur mineralized belt 
has been extensively mapped using a MapReduce model that combines the IELM 
technique and AVIRIS-NG (Airborne Visible-Infrared Imaging Spectrometer-Next 
Generation) observation. Mapreduce (MR) model has been used to the huge data 
of maritime navigation by Pham et al. [57]. Specifically, the author uses a popular 
clustering method called K-means, which is based on the MR model, to analyze the 
data of marine traffic in the South Vietnam Sea region. Ramsingh et al. [55] pro-
pose the NBC-TFIDF (Naive Bayes Classifier—Term Frequency Inverse Document 
Frequency) technique and a MapReduce-Based Hybrid. Using a Map Reduce-Based 
Hybrid NBC, the data are categorized according to the polarity score assigned to 
each sentence in the social media data. Chawla et al. [53] have presented MuSe, an 
efficient distributed RDF storage solution for loading and querying RDF data using 
Hadoop MapReduce.

Using the ACO-GA method with HDFS map-reduce, Kumar et al.’s proposal for 
an enhanced query optimization procedure in big data (BD) is presented in [59]. 
The dataframe is initially pre-processed by utilizing the SHA-512 method to get 
the hash value (HV) and the HDFS map-reduce function to eliminate redundant 
data. The optimized query followed using ACO-GA algorithm. For the map-reduce 
framework-based training of deep belief networks (DBNs), Agarwal et al. [60] pro-
posed two simultaneous models. For the layer-by-layer training of DBNs in both 
models, which followed the positive and negative phases, we employed several 
computers. Studies using data sets from the Toronto Emotional Speech Set and the 
Ryerson Audio-Visual Database of Emotional Speech and Song have revealed that 
the first proposed model, the First Parallel Map-Reduced-Based Deep Belief Net-
work, is effective (FParMRBDBN). The hybrid Database-MapReduce system pro-
posed by Pang et al. [61] would combine the benefits of both systems. The query 
optimizer AQUA+ that the authors proposed was made specifically for the hybrid 
system. Maheswari et  al. [62] developed a Kernelized Spectral Clustering based 
Conditional Maximum Entropy MapReduce (KSC-CMEMR) method for reducing 
dimensionality.

2.7  Big Data in Healthcare Diagnosis

Big data analytics in healthcare follow a structure that is largely the same as tradi-
tional healthcare informatics. Independent systems with installed advanced analyt-
ics were frequently utilized in healthcare initiatives. Distributed processing is used 
when computation needs to be implemented across a number of locations owing to 
“big data.”

2.7.1  Big Data Application for Heart Disease Diagnosis

Thanga et al. [63] offer a huge health implementation model based on optimum arti-
ficial neural network (OANN) for the diagnosis of heart disease, which is regarded 
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as the worst disease in the entire globe. The two main parts of the proposed OANN 
are the distance-based misclassified instance removal (DBMIR) approach and the 
teaching and learning-based optimization (TLBO) method for ANN (TLBO-ANN). 
The conceptual system is developed using a Big Data framework such as Apache 
Spark. The offline forecasting stage and the online forecast stage are how the pre-
sented OANN model functions. Ed et al. [64] established a real-time cardiac disease 
predicting framework that is based on Apache Spark, a potent large-scale distributed 
computing platform that can be successfully used to process streaming data events 
as opposed to machine learning employing in-memory operations. The technology 
is made up of two basic components: data storage and visualisation and streaming 
processing. The first predicts cardiac illness by applying a classification model to 
data events using Spark MLlib and Spark streaming. The significant quantity of cre-
ated data is stored by the seconds using Apache Cassandra.

According to Vaishali et  al. [65], a significant collection of medical records is 
employed as input. It is meant to extract the required data from the records of heart 
disease patients in this particular dataset using the map reduction approach. Heart 
disease [115, 116] is a severe health problem and the leading cause of death world-
wide. Early heart illness diagnosis has become very important in the realm of medi-
cal research. The RR interval, QRS interval, and QT interval are a few features that 
are looked at to help diagnose heart illness. In the testing phase, the map reduc-
tion methodology is utilized to identify the disease and minimize the dataset after 
the classification algorithm determines if the patient is normal or abnormal. Rastogi 
et al. [66], to predict a patient’s risk of getting heart disease, input factors such their 
gender, cholesterol, blood pressure, TTH, and stress can be taken into account. Data 
mining (DM) techniques such Naive Bayes, decision trees, support vector machines, 
and logistic regression are studied using the heart disease database. Nayak et  al. 
[67] emphasize the importance of early diagnosis of cardiac abnormalities in order 
to successfully treat these illnesses. This paper employs a number of data mining 
classification techniques, such as Decision Tree classification, Naive Bayes classi-
fication, Support Vector Machine classification, and k-NN classification, to identify 
and take precautions against diseases at an early stage, so they can be treated and 
prevented.

2.7.2  Kidney Disease Classification with the Help of Big Data

Sisodia et  al. [82] propose a healthcare multi-phase architecture (HCMP) for pre-
dicting chronic renal illness. Data collection, data storage, management, processing, 
analysis, and report preparation are the six layers of the HCMP architecture. The 
data-storage and data-management layers were implemented on a heterogeneous 
Hadoop cluster, and the profiling approaches were used to account for three situa-
tions in order to ascertain the capacity ratio of each DataNode in the cluster. The 
MySymptom algorithm and MapReduce, which is used for parallel data processing, 
have been used to filter the renal dataset of patients according to their symptoms at 
the data processing layer. Diez et al. [83] focuses on an area of medicine called kid-
ney transplant therapy for end-stage renal illness, where machine learning is starting 
to be utilised as a supplemental resource to estimate or make judgments. Abdelaziz 
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and others [84], utilised CKD prediction accuracy in a cloud setting. The stakehold-
ers in health care in smart cities believe the cloud-IOT-based prediction of hazard-
ous illnesses like CKD to be a significant challenge. Chronic kidney disease (CKD) 
prediction is given as an example of a health service offered using cloud comput-
ing. Cloud computing enables residents of smart cities to estimate the presence of 
CKD at anytime and anywhere. By combining two intelligent techniques, namely 
linear regression (LR) and neural network, this research provides a hybrid intelligent 
model for predicting CKD based on cloud-IOT.

2.7.3  Brain Tumour in Big Data Applications

Mansour et al. [85] introduce an artificial intelligence and big data analytics-based 
ICH e-diagnosis (AIBDA-ICH) model using CT images. IoMT devices are used in 
the given model’s data collection process. In the presented AIBDA-ICH technique, 
the damaged areas in the CT scans are located using a graph cut-based segmenta-
tion model. The main purpose of the Hadoop Ecosystem and its parts is to manage 
massive amounts of data. The capsule network (CapsNet) model is also employed 
as a feature extractor to obtain a useful collection of feature vectors. Last but not 
least, a fuzzy deep neural network (FDNN) model was used for classification by the 
aforementioned AIBDA-ICH approach. The improved results of the AIBDA-ICH 
technique were validated through a large number of simulations, and the outcomes 
are examined from a variety of perspectives. Big data and image processing have 
been combined for the segmentation and classification of brain tumours by HS et al. 
[86]. Using the MATLAB Hadoop system, a big data analysis is performed on the 
image of the brain tumor. The BraTS dataset is delivered to the Hadoop and Matlab 
Distributed Computing Server (MDCS) system for processing, which is performed 
by one master node and four slave nodes (multimode) in an MDCS configuration. 
The findings of this inquiry are broken down into its component pieces using the 
dual-tree complex Gabor wavelet transform (DTCGWT). Malignant and benign 
brain tumors are distinguished from each other using the generated feature vectors 
by the CNN model. If a malignant brain tumour was found, the image will be seg-
mented using the fuzzy level set method based on the manta ray foraging algorithm 
(FLSM-MRF).

2.7.4  Diabetic Disease Identification with the Help of Big Data Analytics

To assist the healthcare system in making speedy and informed judgments, Saluja 
et al. [69] used MapReduce. Every day, a tremendous amount of data is generated 
in the life sciences. Using MapReduce, the vast amount of clinical data is divided 
into a variety of categories, making it easy to understand for future use. The 
major goal is to filter different aspects of diabetes and heart disease while using 
clinical data to build healthcare information for designing a health service that 
is physician. Subramaniyan et  al. [77] used big data with Large-scale comput-
ers and machine learning to provide predictive analytics for extracting inherent 
information. A prerequisite for Big Data computing, cloud computing has arisen 
as a service-oriented computing architecture for processing enormous amounts of 
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quickly expanding data at a quicker scale. Big data frameworks like Hadoop and 
Spark can be utilized in conjunction with machine learning approaches. AlZubi 
et al. [78] use big data and classification techniques, such as effective map reduc-
tion technologies, to find diabetes. The map reduction concept was utilized to 
effectively generate the little piece of data after the data were initially composed 
from a large dataset. Following this, the acquired dataset is normalised to remove 
any noise that was present. The ant bee colony strategy, which makes advantage 
of ant traits like wandering, was then used to choose the statistical attributes. 
Support vector machine with multilayer neural network was employed to train the 
chosen features.

In the Hadoop framework, Hatua et al. [79] have developed a Diabetic Retinopa-
thy (DR) detection approach that is quick and accurate and can detect the first indica-
tions of diabetes from retinal images of the eye. According to the suggested method, 
there are five levels of diabetic retinopathy: Proliferative DR, Mild DR, Moderate 
DR, Severe DR, and No DR. For the purpose of categorizing images of diabetic 
retinopathy, the suggested method separates feature extraction, feature reduction, 
and image classification into three distinct procedures. Each of the images for dia-
betic retinopathy is represented by the Histogram of Oriented Gradients (HOG) at 
the beginning of the method. Principal Component Analysis is employed to diminish 
the dimension of HOG characteristics. The method’s final step is a classifier called 
K-Nearest Neighbours (KNN). Sivakumar et al. [80] presented the Equidistant Heu-
ristic and Duplex Deep Neural Network (EH-DDNN) technique for the early detec-
tion and prognosis of diabetic illness. First, the feature selection method known 
as Equidistant Heuristic Pruning (EHP) is discussed using the Big Data dataset as 
input. The EHP separately divides the incoming data matrix into rows and columns. 
EHP divides neighbourhood assessments while dropping communication overhead 
and time, considerably boosting computation correlation. It does this by utilizing 
conditional non-alignment assessment and heuristics methodologies. The result is 
fewer features that are better for early prediction and the elimination of redundant 
and unneeded attributes. A Duplex Deep Neural Network (DDNN) is then devel-
oped for early assessments by fusing the intrinsic characteristics with nonlinear pro-
cessing features and linear response. The efficiency of classification and clustering 
methods was evaluated for diabetic medical data by Mamatha and colleagues [81] 
which is detailed in Table 2.

2.8  Data Mining Approaches in Dealing with COVID Crisis

Big data presents a huge prospect for physicians, epidemiologists, and experts in 
health policy to make selections based on the best available knowledge, thereby 
improving patient care. Big data is not just a contemporary reality for researchers 
and scientists; it is also a requirement that must be correctly comprehended and 
used in the search for new knowledge. Big data will be essential to managing the 
COVID-19 epidemic in today’s digital environment. The generic progression of 
COVID detection and prediction techniques is offered in the following figure.
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Figure 3 depicts the fundamental architecture of COVID diagnosis using big data 
analytics. In this section, we conduct a literature review to highlight the significance 
of various research in the area of COVID-19-based big data analysis.

2.8.1  COVID Diagnosis Using Machine Learning

Big data applications are essential for managing pandemic circumstances, such 
as predicting COVID-19 outbreaks and locating COVID-19 cases and patterns of 
transmission. The textual clinical report was categorized using a machine learning 
(ML) method according to Ramanathan et  al.’s [94] documents mining approach 
from 1994. The ensemble ML classifier technique was used to abstract features from 
the term frequency-inverse document frequency (TF/IDF) advanced approaches, 
a productive way of information retrieval from the Corona dataset. The three-way 
COVID-19 steps are divided into categories based on how the feature was extracted 
using a machine learning-based information retrieval approach. The TF/IDF for 
coronavirus classification and prediction is developed to quantify and statistically 

Health records of each

patients
CT and X-ray imaging

modalities

Infected past history
Outbreak area during

pandemic

Big Data

Analytics

Data Generation

Data

acquisition

Data Storage

Data

Modelling

Processing big data to fiff ght Covid-19Processing big data to fight Covid-19

Big Data ApplicationBig Data Application

Outbreak Prediction Covid diagnosis

Severity analysis

Fig. 3  General architecture of COVID diagnosis using big data analytics
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analyze the text data mining of the COVID-19 patient record list. The deep learning 
neural network-based method nCOVnet developed by Panwar et al. [96] may be used 
to swiftly screen for COVID-19 by evaluating the X-rays of patients and looking for 
visual indicators seen in the chest radiography imaging of COVID-19 patients.

Twitter data was analysed using the R programming language, according to Kaur 
et  al. (1997). We have gathered Twitter information based on hashtag terms like 
COVID-19, coronavirus, fatalities, new case, and recovered. The Hybrid Heteroge-
neous Support Vector Machine (H-SVM) algorithm was developed in this study to 
categorize sentiment ratings into three groups: neutral, negative, and positive. Wang 
et al. [98] examine the feature selection algorithm of big data samples in order to 
select typical economic indicators from among the numerous economic statistics of 
the sports industry and show the growth trend of the sports industry. A deep learn-
ing approach based on large data feature selection is advised. Deep learning and data 
fusion are used after initially developing a framework for huge data feature selec-
tion. This strategy incorporates a number of forward-looking elements as well as a 
particular reference point for data on the evolution of the sports industry.

2.8.2  COVID Diagnosis Using Deep Learning

Big data technologies are a vital tool in the war against COVID-19 in a range of 
enticing applications, including as pandemic monitoring, viral sensing and therapy, 
and diagnostic support. In order to simulate the increase rate in the number of covar-
iates, Chew et al. [87] state that a hybrid deep-learning model known as ODANN 
has been built to handle daily COVID-19 time-series records and massive quantities 
of COVID-19 related Twitter data at the same time. The neural networks (NN) that 
make up this model are combined with an analytical framework and feature extrac-
tion techniques. Elghamrawy et al. from [88] offers a comprehensive analysis of the 
part Deep Learning and Big Data Analytics play in disease prevention. Additionally, 
a model (DLBD-COV) based on Big Data analytics and influenced by H2O’s Deep 
Learning is recommended for early patient detection using X-ray and CT images. 
The scalable handling machine learning framework is used to build the proposed 
diagnostic model (H2O). CNNs and generative adversarial networks (GAN) perform 
classification in contrast to each other. The remedy proposed by Jamshidi et al. [89] 
uses artificial intelligence to combat the pathogen (AI) [117].

Several Deep Learning (DL) methods have been shown to accomplish this goal, 
including the Extreme Learning Machine (ELM), Long/Short-Term Memory, and 
Generative Adversarial Networks (GANs). It describes an integrated bioinformatics 
approach where different informational elements from a variety of structured and 
unstructured data sources are combined to develop platforms that are practical for 
academics and medical professionals to use. Oh et al. [90] recommend employing a 
patch-based convolutional neural network technique with a manageable amount of 
trainable parameters for the diagnosis of COVID-19. The methodology was based 
on our statistical analysis of the possible imaging biomarkers identified in the CXR 
radiographs. Using deep learning and laboratory data, Alakus et al.’s clinical predic-
tion models [91] identify the patients who are most likely to experience a COVID-
19 illness. The precision, F1-score, recall, AUC, and accuracy scores of our models 
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were used to evaluate their predictive ability. According to Awan et al.’s [99] con-
siderable data framework, a Deep Transfer Learning (DTL) technique using Con-
volutional Neural Network (CNN) three architectures—InceptionV3, ResNet50, and 
VGG19—was deployed using COVID-19 chest X-ray images. The three models are 
correctly evaluated in the COVID-19 and conventional X-ray image classes [118].

2.8.3  Influence of COVID‑19 Epidemic Situation Based on Big Data

Luo et al. [92] exhibited deep learning methods for assessing diners’ evaluations of 
restaurant characteristics and locating reviews with discrepant ratings. The method 
of Prasanth et al. [93] for foreseeing future occurrences of infection is offered. This 
strategy is based on the analysis of data obtained from the search phrases of people 
in the affected region. The study practices data on COVID-19 spread from the Euro-
pean Centre for Disease Prevention and Control as well as pertinent Google Patterns 
of specific search phrases connected to the pandemic in order to estimate upcom-
ing trends of daily new cases, cumulative cases, and deaths for India, the USA, and 
the UK. In order to do this, the network parameters of the Long Short-Term Mem-
ory (LSTM) network are enhanced using a hybrid Grey Wolf Optimizer (GWO)-
LSTM model (GWO). Ghosh et al. [95] investigated data from Twitter microblogs 
to ascertain how COVID-19 impacts people’s mental health, specifically depression 
(tweets). Recurrent neural networks are used in our special pipeline to accurately 
identify depressed tweets with a 99.42% accuracy rate (in the form of long-short 
term memories, or LSTM). The detailed view and impact of the COVID-19 epi-
demic in different streams collected since 2021 is illustrated in Table 3.

2.8.4  Impact of Imaging Modalities in COVID Diagnosis Using Big Data Analytics

Wang et al. [100] developed COVID-Net, a deep convolutional neural network archi-
tecture that is available on the internet source, to recognize COVID-19 instances 
from chest X-ray (CXR). The most COVID-19-positive instances are found in COV-
IDx, an open access benchmark dataset we developed, which consists of 13,975 
CXR images from 13,870 patient cases. Yang et al. [101] used four powerful pre-
trained CNN architectures: VGG16, DenseNet121, ResNet50, and ResNet152 for 
the COVID-19 CT-scan binary classification task. The Fast.AI ResNet framework 
will be used to establish the networks’ ideal design, pre-processing, and training set-
tings almost immediately. We also employed transfer learning techniques to get over 
the shortage of data and cut the training time. The binary and multi-class classifica-
tion of X-ray imaging tasks were carried out using modified VGG16 deep transfer 
learning architecture. Ohata et al. [102] have created an automated COVID-19 infec-
tion detection system based on chest X-ray. The datasets produced for this experi-
ment consist of 194 X-ray images of patients with coronavirus and 194 X-ray images 
of healthy people. The authors adopted the concept of transfer learning for this, 
because there are not enough photographs of patients with COVID-19 that are avail-
able to the general population. The scientists used several ImageNet-trained convo-
lutional neural network (CNN) architectures and modified them to work as feature 
extractors for the X-ray images.
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Chowdhury et  al. [103] proposed Parallel-Dilated COVIDNet, a parallel-
dilated convolutional neural network (CNN)-based COVID-19 identification 
system from chest X-ray images (PDCOVIDNet). Before applying the suggested 
method to categorize the freely accessible chest X-ray collection, it must first 
be fully preloaded and improved. Convolution dilation rate variation is used as 
the proof-of-concept for using PDCOVIDNet to derive radiological features for 
COVID-19 identification. A precise framework for a convolutional neural net-
work to differentiate COVID-19 patients from supplementary pneumonia cases 
was offered by Farooq et  al. [107]. Awasthi et  al. [108] have developed a com-
pact, mobile-friendly, and successful deep learning algorithm for the detection 
of COVID-19 using lung US data. Three distinct courses were featured in this 
challenge, including COVID-19, pneumonia, and healthy. The developed net-
work, known as Mini-COVIDNet, was compared to both lightweight and more 
sophisticated heavyweight neural network models. Hasan et al. [109] discuss the 
possibility of using convolutional neural networks to predict COVID-19 patients 
from a CT. The cutting-edge strategy for predicting COVID-19 is based on the 
most recent CNN architectural change (DenseNet-121). 2D Sparse Matrix Profile 
DenseNet has been found by Liu et al. [110] for the diagnosis of COVID-19 uti-
lizing CT scans. According to Xiao et al. [111], a CNN with a parallel attention 
module (PAM-DenseNet) may perform well on coarse labels without manually 
specified infection zones. The dense connectivity structure achieves feature map 
reuse by adding direct connections from all previous levels to all following lay-
ers, and it may be able to extract representative features from fewer CT slices. 
The impact of imaging techniques in COVID diagnosis using big data analytics is 
described in Table 4.

3  Analysis from the State‑of‑the‑Art

Data mining techniques were used to examine a huge number of publications 
for big data analytics, and 25 research that were connected to a certain set of 
COVID-related issues were chosen. The performance metrics has been derived 
on the basis of four basic metrics namely f-measure, specificity, accuracy and 
sensitivity. Among the total number of samples in the test, Accuracy represents 
the ratio of correct predictions. The evaluation undertaken by the previous studies 
for COVID diagnosis with and without big data analytics using data mining algo-
rithms with the obtained performance measure is graphically displayed below.

The total number of classification model taken according to this survey paper 
is pictorially shown in the pie chart.

From the analysis, it describes algorithms is utilized utmost and used in cur-
rent period for big data analytics. There are around 114 research articles are taken 
from learning models like DT, KNN, RF, NB, LR, ANN, DNN, CNN and SVM 
in the context of big data analytics. The vast majority of research methodologies 
used between 2015 and 2022 are based on deep learning techniques.
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3.1  Challenges and Future Implications

The invention and performance analysis of innovative data mining-based algo-
rithms for COVID detection, prediction, and classification, as well as survey and 
review studies, have all contributed to the field of COVID diagnosis and predic-
tion, as can be shown in [87–114]. We have provided an overview of cutting-edge 
strategies for combating the COVID-19 pandemic in this publication. Here, Big 
data applications for the COVID-19 illness, including as outbreak forecasting, 
tracking viral dissemination, diagnosis and treatment, and vaccine and medica-
tion discovery, have also been discussed. We have also spoken about the difficul-
ties that must be solved if big data and AI are to effectively combat the COVID-
19 epidemic. Finally, we have emphasized critical take always and suggestions 
for the legal and scientific communities. On the basis of this analysis, it is deter-
mined that big data analytics has a significant impact and a promising future for 
research in the area of the COVID-19 illness diagnosis model. Big Data Analytics 
is used to extract useful information from COVID data, assisting COVID patients 
in determining the severity of the condition before it affects a person.

The novel coronavirus (COVID-19) pandemic has caused unprecedented dis-
ruption around the world, and it is clear that Artificial Intelligence (AI) will be 
critical in helping us to address this global challenge. AI can play a major role in 
identifying potential treatments for COVID-19, developing better diagnostic tests 
and predicting future outbreaks. It can also help healthcare organizations more 
effectively manage their resources by providing real-time data on patient health 
status and enabling them to make decisions quickly based on the latest available 
information.

• AI technologies such as machine learning algorithms have demonstrated great 
promise in aiding with disease diagnosis and prognosis. For example, AI systems 
are being used to identify patterns from medical images that might otherwise go 
unnoticed by human doctors or nurses when diagnosing patients with COVID-19 
symptoms; this could potentially reduce misdiagnoses while speeding up treat-
ment times significantly. In addition, predictive analytics models powered by AI 
are being used to forecast future outbreaks of the virus so governments can take 
steps early enough to contain them before they spread too far beyond control 
measures already put into place.

• Finally, natural language processing techniques enable automated chatbots which 
provide accurate answers about COVID prevention methods as well as other use-
ful information about social distancing guidelines or local testing sites for those 
who need it most—all without requiring any direct contact between individu-
als during these uncertain times where physical contact should be avoided at all 
costs if possible! This ensures people get access to reliable advice while mini-
mizing further risk of infection through face-to-face interactions whenever pos-
sible—an invaluable asset during these trying times indeed!

• Overall then it is clear just how powerful a tool Artificial Intelligence is prov-
ing itself out here: not only does its use aid healthcare professionals diagnose 
illnesses faster but also helps predict future outbreaks accurately so we may 
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combat them more efficiently than ever before ultimately making our collec-
tive fight against COVID much easier going forward (Figs. 4, 5).

Fig. 4  Comparison of data mining technique in COVID diagnosis using big data analytics

Fig. 5  Number of Published research articles taken for analysis
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4  Conclusion

Our thorough analysis of the literature led us to the conclusion that most recent 
research either assesses the effectiveness of prevalent data mining-based COVID 
detection, prediction, and classification algorithms or provides succinct explana-
tions of a small number of these tactics. To our knowledge, none of them, however, 
provides a thorough overview and comparison of the methods now in use and the 
pertinent difficult problems in big data analytics. Given the difficulties in the field 
of COVID identification, prediction, and classification based on big data analytics, 
we present a complete classification and comparison of existing methodologies uti-
lising essential factors. Additionally, we provided a thorough state-of-the-art analy-
sis on the creation of global systems for COVID diagnosis and prediction. We use 
big data analytics to break down machine learning and deep learning algorithms in 
order to accurately forecast when the COVID illness will manifest. The publications 
included in this study were acquired from a number of sources, including Wiley, 
IEEE Xplore, Nature, and ScienceDirect. To the best of our knowledge, imaging-
based clinical diagnosis in the context of COVID diagnosis has not been directly 
addressed by the field of medical big data analytics. The relevant concerns are also 
examined, and a few unresolved problems are identified for more study in the area 
of big data analytics for the detection of communicable disease outbreaks. Addition-
ally, it has been revealed that applying big data analytics in the case of the COVID 
pandemic can solve the current issue with illness diagnosis.
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