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Abstract To explore virtual environments that are larger

than the available physical tracking space by real walk-

ing, it is necessary to use so-called redirected walking.

Redirection techniques allow the user to explore an un-

limited virtual environment in a limited tracking space

by introducing a small mismatch between a user’s real

and virtual movement, thus preventing the user from

colliding with the physical walls of the tracking space.

Steering algorithms are used to select the most suitable

redirection technique at any given time, depending on

the geometry of the real and virtual environment. To-

gether with prediction of a user’s future walking path,

these algorithms select the best redirection strategy by

an optimal control scheme.

In this paper, a new approach for the prediction of

a person’s locomotion target is presented. We use vari-

ous models of human locomotion together with a set of

possible targets to create a set of expected paths. These

paths are then compared to the real path the user al-

ready traveled in order to calculate the probability of a

certain target being the one the user is heading for. A

new approach for comparing paths with each other is

introduced and is compared to three others. For describ-

ing the human’s path to a given target, four different

models are used and compared. In order to gather data

for the comparison of the models against the real path,
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a user study was conducted. Based on the results of the

user study, the paper concludes with a discussion on

the prediction performance of the different approaches.

Keywords virtual reality · redirection · human

locomotion · prediction

1 Introduction

Virtual worlds are of great importance in engineering,

architecture or medicine, but also cognitive sciences use

virtual worlds as controlled environments for user stud-

ies. So far, the potential of virtual environments could

not be fully utilized since people who are sitting in front

of a monitor and are navigating with mouse and key-

board perform differently from those who explore the

environment by real walking. It was shown previously

that real walking in virtual environments improves the

cognitive map, eases learning tasks and allows for a bet-

ter distance estimation [8,15]. Moreover, it was shown

that real walking is preferred by users over other inter-

action methods for navigating in virtual environments,

such as walking-in-place or pointing [20]. Nabiyouni

et al. compared real walking to using a gamepad or

the Virtusphere locomotion device1 and found that real

walking was not only preferred by the users, but also

performed better in terms of accuracy [10]. However,

exploring an ideally unlimited virtual environment in a

physically constrained space requires a compression of

the virtual environment. To avoid reduced immersion

of the user and to be able to use it as a replacement for

real world experiments, this compression must not be

noticeable or alter the user’s behavior.

1 www.virtusphere.com

www.virtusphere.com
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An approach to solve this issue was first introduced

by Razzaque et al. under the name Redirected Walk-

ing [14]. This concept introduces a subtle mismatch

between the user’s movement in the real and in the

virtual space, by which large virtual environments can

be compressed into a limited physical tracking space.

Many redirection techniques were proposed in the re-

cent years that differ in the way they redirect the user

and in the break in immersion caused by the mismatch

of real and virtual trajectories [7,13,14,17]. They in-

clude scaling the user’s forward or rotational speed,

bending straight path segments into curves, and adding

so-called resets, which is a forced reorientation of the

user towards the center of the tracking space. However,

these techniques were mostly applied on their own and

without any planner. To combine these techniques and

use them interchangeably in the same setup, there is

the need to plan future redirection actions depending

on the current position of the user in the real and in

the virtual environment.

Zmuda et al. first introduced a probabilistic planner

to plan future redirection techniques [23]. The plan-

ning was than later formulated as an optimal control

problem by Nescher et al. [11] who use a cost func-

tion assigned to different redirection techniques to se-

lect the optimal redirection technique at any given time.

This leads to improved performance compared to sim-

pler approaches just using one single redirection tech-

nique. However, for planning it is crucial to have a good

prediction of a user’s future behavior. The more differ-

ent the possible future paths are, the more important

the prediction becomes. Consider for example the situa-

tion depicted in Figure 1. The red frame represents the

outline of the available physical tracking space, while

the virtual walls are drawn in black. A person entering

the hall through corridor 0 has two options. If he exits

through corridor 1, he should be redirected to the left.

However, if he chooses corridor 2 instead, he should be

redirected to the right. In both cases, using the wrong

redirection technique would lead to a collision with a

wall and a reset or reorientation of the user becomes

necessary, causing a major break in immersion. Since

many redirection techniques can only be applied while

the user is moving, his future walking trajectory is of

particular interest. The earlier a decision on the most

likely trajectory can be made, the more subtle the redi-

rection can be. This shows the importance of an early

estimation of a person’s intended walking path. This

paper thus presents novel methods that use reference

paths generated by human locomotion models to esti-

mate a person’s future locomotion target.

Fig. 1 Example of two possible decisions requiring redirec-
tion in opposite directions

2 Related Work

2.1 Path Prediction

To address the need for motion prediction in redirected

walking, various approaches were proposed. Most of

these approaches are based on the user’s facing direc-

tion [13], which is in some cases combined with his di-

rection of movement [18]. Since the direction of move-

ment cannot be used when the user stands still, In-

terrante et al. [7] employed a weighted combination of

gaze and movement direction depending on the user’s

speed. In case the user is standing still or is only moving

slowly, mainly the gaze direction is used for prediction,

while in case of walking the movement direction is more

important. Another approach was introduced by Su et

al. [19] who extrapolated the user’s traveled path for

the prediction.

Systems for real walking in virtual environments

track the head-mounted display (HMD) worn by the

user to provide the correct view in the virtual envi-

ronment. It thus makes sense to use this tracking data

for the prediction. However, due to the nature of hu-

man gait, there are oscillations superimposed on the

head position and thus also on the movement direction,

which will result in large prediction errors. To avoid this

oscillation problem, the signals have to be smoothed,

e.g. for 2 seconds in Interrante et al. [7]. Smoothing

on the other hand introduces latencies and thus the

prediction will not be able to follow fast changes in

the user’s movement direction anymore. To face this

problem, Nescher et al. [12] used a double-exponential

smoothing, whose parameters were adjusted in such a

way that it was capable to follow a step function to 80%

of its amplitude within 1 second.
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All path prediction approaches have in common that

they are derived from real-time tracking data and have

no underlying model. Thus, they only give reliable pre-

diction for a few seconds. For longer time horizons, hu-

man locomotion models are required.

2.2 Human Locomotion Models

For predicting the locomotion target, the whole path

that a user traveled can be considered instead of the fac-

ing or moving direction only. This approach is based on

the fact that human locomotion is known to be stereo-

typical [6]. Thus, the estimation of the intended target

could be done by comparing the path observed from a

user to other reference trajectories that were observed

before in the same environment. However, this would

require that every virtual scenario was tested before

with other users in order to gather reference trajecto-

ries. Since this is an impractical approach, we propose

to compare a user’s traveled path to other reference

paths that were created by human locomotion models.

There exists a large variety of human locomotion

models that also differ in their complexity depending

on the application. Simple Brownian approaches for ex-

ample are used to handle occlusions for surveillance

cameras [3], while more advanced models are used in

robotics for obstacle avoidance [21] or for planning a

robot’s path in an environment.

More realistic human locomotion models are usu-

ally derived from a set of measured data from traveled

paths. This data is then used to tune the parameters of

an artificial locomotion model in order to minimize the

deviation between model and observation. Once a cer-

tain start and target is given, these locomotion models

can generate an expected ideal walking path.

In this paper, we propose to use these models to

create reference paths to a number of given targets and

to continuously compare a user’s observed trajectory to

them as he walk to his target. Based on the similarity

of the observed path and the modeled paths for differ-

ent targets, an estimation can be made of which is the

most likely target. For the estimation, we use four dif-

ferent path models and four different ways to compare

these path models with the observed user trajectory.

The path models will be briefly explained in the next

section.

2.2.1 Cirio et al

Cirio et al. [4] observed that the angle α between the

target’s orientation and the line connecting the target

and the user decreases linearly with a user’s distance

to a target ‖I‖ . Moreover, they observed that a users

walking velocity is inversely proportional to his turning

speed. In their model, they thus propose equation (1).

‖I‖
˙‖I‖

=
α

α̇
(1)

Using Euler integration, they update α, and together

with limits on the human walking and turning speed,

they obtain an updated position. The position is up-

dated in this way until the target is reached.

2.2.2 Arechavaleta et al

The second model was introduced by Arechavaleta et al.

[2]. It is based on the fact that human paths like many

other movements adhere to certain optimality criteria.

They use equation (2) for the system’s dynamics and

cost function (3) that has to be minimized by the path

to a target.


ẋT
ẏT
ϕ̇

κ̇

 =


cosϕ

sinϕ

κT
0

u1 +


0

0

0

1

u2 (2)

J =
1

2

∫ T

0

< u(τ), u(τ)) > dτ (3)

In this equation, x and y describe the position of

the torso’s middle point between the left and the right

shoulder, while ϕ is the torso’s orientation. Since they

also take the path’s curvature into account, u1 is the

linear velocity and u2 is the control of the time deriva-

tive of the curvature.

2.2.3 Fink et al

Fink et al. [5] use a steering model based on (4), where

ϕ is the user’s heading, ψg the goal’s orientation, dg the

distance to the goal, and b = 3.25, kg = 7.50, c1 = 0.40

and c2 = 0.04.

ϕ̈ = −bϕ̇− kg(ϕ− ψg)(e−c1dg + c2) (4)

Like in the model by Cirio et al., the position and

the orientation is continuously updated until the target

is reached.
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2.2.4 Graph

The planning of redirection is time-critical and can al-

ready take a long time, if the number of available ac-

tions is high [11]. The generation of a model path will

cost additional time, especially if a prediction over mul-

tiple time steps is involved. A very simple though not

realistic model was included for comparison, in which

the walking trajectory is represented by linear path seg-

ments. Although this model does not realistically rep-

resent human locomotion, it is the simplest possible ap-

proach. If such a simple model is already sufficient for

the prediction of a users intended walking target, there

is no need for more complicated models. This segmented

linear representation of path can be found in robotics

literature for more complex environments. However, our

test environment is simple and free of obstacles. Thus

we simply connect start and target point with a single

straight line.

The path models mentioned above allow creating a

path given a start and a target location, and while the

start position is the user’s starting position, the loca-

tion for the targets is often not that clear. Anything

a person could want to walk to can potentially be a

target. This includes objects that the user can inter-

act with, images and locations that offer a nice view,

but also key locations of the environment’s spatial con-

figuration such as doors or hallways. In this paper, we

assume that the locations of the targets are known. In

a real application, this has to be either tagged by hand

or considered when building the environment, or rec-

ognized automatically in the environment for example

based on a floor plan.

3 Comparing Paths

The path models presented in the previous chapter al-

low generating a possible path of a human from a given

start position to a certain target. Assuming an accurate

model, the path the user actually travels to the chosen

target should be similar to the one the model generated

initially. If a suitable measure for the similarity would

exist that can be used while the user is still walking,

it would be possible to decide to which model the ob-

served path is most likely belonging to and thus which

is the most likely target. In the following chapter, three

such similarity measures and a comparison method will

be presented.

Fig. 2 Selecting a position u on the optimal path from S
to T (green) and calculating the solutions for S to U (red)
and U to T (blue) results in the same overall path because of
Bellman’s Principle of Optimality

3.1 Cost Function

Previous research has shown that many human move-

ments follow certain optimality criteria [1,9]. They use

a cost function J that is minimized by the trajectory

a human moves on. Based on this, a novel comparison

method is proposed here that uses such a cost function

to compare paths based on their cost by estimating the

amount of movement wasted by deviating from the op-

timal path.

The exact definition of J varies between authors. In

the case of Mombaur et al. for example the function (5)

is used, where a is the acceleration, ψ is the angle be-

tween the current facing direction and the direction to

the target, and T the overall time. But they all optimize

towards a short path while at the same time minimizing

the changes in forward acceleration and curvature. This

corresponds to a smooth path without quick changes in

direction and no unnecessary changes in velocity.

J(P) = T+1.2

∫ T

0

ȧ2forwdt+1.7

∫ T

0

ȧ2rotdt+5.2

∫ T

0

ψ2dt

(5)

Bellman’s Principle of Optimality is a necessary con-

dition for optimality. It states that any part of a solu-

tion of an optimization problem itself is the optimal

solution of the associated sub-problem. In the context

of human paths, this means that any optimal path can

be split and the solution for the two parts is the same

as for the combined case (Figure 2). In this case, equa-

tion (6) follows in which PM is a path generated by a

model, J is a cost function associated with human path

planning, s and t are the path’s start and end points,

and u ∈ PM (s, t) is any point on the original path.

J(PM (s, t)) = J(PM (s, u)) + J(PM (u, t)) (6)

Since PM (s, t) is optimal, (7) will hold for ∀p ∈ R2.

This means that every path diverging from the optimal
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a) b)

Fig. 3 Model path PM (S, T ) from start S to target T
(green), path Preal(S, P ) traveled by user P (red) and new
model path PM (P, T ) from P to T (blue). In case a), the de-
viations are small and Jloss will also be small. In case b), the
observed path deviates far from the model and Jloss will be
large.

model will have higher cost, even if the user follows the

optimal path from now on.

J(PM (s, t)) ≤ J(PM (s, p)) + J(PM (p, t)) (7)

We use this to define Jloss as in (8), where Preal is

the user’s recorded path and p is his or her current po-

sition. Jloss is zero, if and only if PM is a perfect model,

since J has to be nonnegative to be a valid cost func-

tion. This means that Jloss is a measure for the user’s

deviation from the optimal path and that the increase

in path cost is measured through the cost function J .

Since J is a cost function validated with experimental

data, the increase in cost is correctly weighted between

changes in length and curvature. In a more informal

way, Jloss can be thought of as a measure for ”wasted”

movement on a path towards a certain target. It will for

example increase only a little if the user deviates from

the path (Figure 3a), however it would increase rapidly

if the user turns away from or moves past the target

(Figure 3b).

Jloss = J(Preal(s, p)) + J(PM (p, t))− J(PM (s, t)) (8)

3.2 Dynamic Time Warping

Dynamic Time Warping is a method for comparing se-

quences of temporal data originally published by Sakoe

and Chiba [16]. It is widely used in classifying time

varying patterns such as speech, video or movement

data.

It uses a distance measure d(s, t) between the sym-

bols s and t and then, given two sequences S and T

of length M resp. N , finds a sequence of indices i, j of

length L such that
∑L
k=1 d(S(i(k)), T (j(k)) is minimal.

This is usually done using a dynamic programming al-

gorithm and there can be restrictions on i(k), j(k) with

respect to i(k − 1), j(k − 1) depending on the applica-

tion.

Dynamic Time Warping has been used successfully

to deal with varying talking speeds and gesture recog-

nition and thus it should also be well suited for dealing

with speed differences between walkers and models.

To adapt this to human locomotion paths, the se-

quences S and T are sequences of points in R2. There-

fore, d is chosen to be the euclidean L2 norm. Fur-

thermore, all points in the sequences have to be con-

nected and only forward steps are allowed, therefore

0 ≤ i(k)− i(k−1) ≤ 1 and 0 ≤ j(k)− j(k−1) ≤ 1. The

overall distance from the comparison is then divided by

the length of the path to compensate for varying path

lengths.

Since the model covers the whole path from the

starting location to the end, and the recorded path is

only partially complete, they cannot be compared di-

rectly. Instead, only the beginning of the model path is

used, such that is has the same length as the recorded

path.

3.3 Minimal Distance

The Minimal Distance predictor finds the closest point

in the reference path T for each point of the test path

S and sums up all distances. The sum is divided by the

path length to prevent MD(S, T ) from being dependent

on the length of the path.

MD(S, T ) =

M∑
i=1

mint∈T (|S(i), t|)/M (9)

3.4 Double Exponential Smoothed Direction

Nescher et al. [12] originally proposed this approach to

estimate an intended target. It is based on the idea to

use a user’s facing or movement direction to infer the

intended target. However, due to gait-induced oscilla-

tions this direction varies over the course of the step

which disturbs the prediction. To solve this, Nescher

et al. proposed to use a double exponential smoother

to reduce these oscillations while keeping the latency

lower than when using a moving average filter of com-

parable performance. Equations (10) and (11) from [12]

describe the smoothing of the movement direction
→
ω

with α = 0.004, β = 0.004 and the output
→
s . Using a

path model, s can be compared to an expected angle

at this position along the path. This allows to use this

method in situations where one target is straight ahead

in the beginning while another is towards the side.

→
s t= α

→
ω t +(1− α)(

→
s t−1 +

→
b t−1) (10)
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→
b t= β(

→
s t −

→
s t−1) + (1− β)

→
b t−1 (11)

Any direction-based approach can use either direc-

tion of movement or facing direction, since sensors for

gaze direction or torso orientation are typically not avail-

able. Although gaze has been used an indicator for a

person’s intention in other fields, a user can also look

at something without the intention to walk there. While

the movement direction might have advantages, its ro-

bustness depends on the walking speed and it becomes

useless once the user stands still. In future work, a speed

dependent blending between walking and facing direc-

tion might be interesting, but this is outside of the scope

of this paper.

In order to estimate the target, the angular devia-

tion between the smoothed movement direction
→
s and

the direct connections between the user’s position and

the targets are compared.

4 Development Over Time

All prediction methods described in the previous chap-

ter take the user’s past path into account. While this

allows to accumulate data to make a better prediction,

it can also reduce the responsiveness of the prediction.

Consider a user who walks towards one target, and

halfway he or she decides to go to another target in-

stead. In this case, the accumulated distance from the

first half will bias the prediction towards the original

target, even though a new prediction started at this

point would clearly predict the new target.

There are two ways to approach this problem. The

first approach is to detect the user’s change of mind, for

example from a sudden turn or when he stops and starts

walking again. However, this approach is based on a

defined rule set and if none of these rules are triggered,

the prediction is not reset. The second approach is to

simply add a decay factor to the distance. This weights

the distance accumulated on the last meter more than

the distances from the rest of the path. There are two

parameters that can be tuned for an exponential decay:

the decay rate and a final cutoff, after which no samples

are included. This also allows to discard samples with

a very high distance values and also limits the number

of points to be compared.

This decay can either be weighted with time or dis-

tance, and both designs have certain advantages. For

walking behavior they are linked by the walking speed,

but if the user stops walking, the behavior changes. If

one uses the time for the decay, the prediction will in-

clude an increasingly shorter path until only the current

standing position is included (superimposed with the

user’s head movements). This will cause the prediction

to go towards a uniform distribution and when the user

starts walking again, the predictor is essentially reini-

tialized. If the path length is used, the prediction will

stay as it was when the user stopped and only once he

continues will it go towards the new target.

Equation (12) shows the resulting distance for a

path with N points. D is a N ×1 distance vector calcu-

lated with another distance measure, α = [0,∞) is the

decay factor, di is the distance along the path between

the Cth and N th sample in either time or space and C

is the index of the last sample that is still within the

cutoff distance.

Ddecay =

N∑
i=C

D(i) · e−α·∆di (12)

5 Making Decisions

The estimator gives one scalar value di per target i for

every position sample provided by the tracking system,

independent of model and comparison method. On its

own, this vector is not useful for planning; instead, ei-

ther a binary decision or a probability distribution over

all targets is needed. For n given targets, there are two

ways of approaching this problem. In the first approach,

every target can be analyzed on its own and it can be

decided if is still a possible target or not. This could

be done for example based on experimental data de-

scribing how much humans typically deviate from the

optimal path. The alternative approach is to view it

as a classification problem. In this case, the whole n-

dimensional vector is used and it is either assigned to

one of the targets or the probability of each individual

target is estimated.

In this paper, we limit ourselves to two targets and

therefore we will present a decision scheme in two di-

mensions. The easiest way to do this would be to simply

assume the target with the smallest distance to be the

correct one. However, there are some problems with this

approach. First, even a small error could lead to a wrong

decision; second, slight changes in the path, for exam-

ple caused by gait, can cause the estimation to alternate

between the two targets which in turn would have an

adverse effect on the planning algorithm’s performance.

However, any Model Predictive Control approach like

the one used in [11] can automatically deal with differ-

ent future paths with certain probabilities. Therefore,

the distance vector needs to be mapped to a probability

distribution. To do so, a sigmoid function (13) is used
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to map the difference in distance between the two tar-

gets to the range [0, 1] for target 1. For target 2, 14 is

used. The sigmoid function should be 0.5 for d1 = d2,

but the slope can be set dependent on the comparison

method by setting c appropriately.

However, this parameter requires manual tuning and

depends on the layout of the environment. Therefore,

we propose to use the same models and distance func-

tions to generate a set of paths from a random position

close to the expected starting position to a position

near the targets. We then apply the chosen predictor

to these paths to obtain the distance values. Based on

these values we can then determine c (or train for exam-

ple a support vector machine or any classical machine

learning approach). This allows to completely tune the

decision function without any human generated data.

P1 =
1

1 + e−c(d2−d1)
(13)

P2 =
1

1 + e−c(d1−d2)
= 1− P1 (14)

6 Experiment

In order to test the proposed prediction method and

compare the models and methods, an experiment was

designed. The goal was to offer participants two tar-

gets and have them walk to one of them. They were

shown an empty room with two exits and were in-

structed to select one of them and then walk towards

it. They were deliberately not given any additional task

such as a search or fetch task to avoid situations where

they change their target during locomotion. Although

this does not represent the most realistic use case, it

provides clear and uncontaminated data for an initial

evaluation. At the same time, it was decided to leave

the choice of the target to the participants.

After they exited the room through one of the exits

1 - 4 (see Figure 4) and reached the end of the respective

corridor, they were instructed to return to their starting

position S. Due to the size of the available tracking

space and the decision not to use redirection in the user

study, it was not possible to connect the rooms in any

other way while keeping the target positions. As soon

as they returned to the start position and before they

could turn around, the virtual world changed behind

them to the next layout. Four different locations for the

exits were tested resulting in a total of six combinations.

Figure 4 shows the location of all targets in the room,

the conditions are listed in table 1. The targets were

deliberately not shown as simple points or gates and the

Fig. 4 Layout of the virtual environment with start location
S and targets 1 through 4. Only two exits were visible at any
given time.

Fig. 5 The image shows a view from the starting location
towards the two exits in condition 2.

Condition Targets
1 1 & 2
2 1 & 3
3 1 & 4
4 2 & 3
5 2 & 4
6 3 & 4

Table 1 Conditions used in the experiment

corridors were long enough to encourage people to enter

them as they would a real corridor. If the targets were

depicted as points instead, people would not be forced

to approach them in the angle we wanted them to. Some

people would execute an initial turn and approach the

target on a straight line in which case the prediction

is much easier and can be done by extrapolating the

movement direction instead.

The experiment was designed as a balanced block

design with three repetitions, which gives a total of 18

paths per participant. The user study was conducted

with our virtual reality setup, using an Intersense IS-

1200 tracking system attached to an Oculus DK2 head-
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Fig. 6 The VR setup used in the experiment with HMD,
tracking system, and backpack

mounted display2. Both are connected to an HP Elite-

book 8560w running Windows 7. The virtual environ-

ments are created in Unity3D3. 18 people were recruited

from the student body (13 male, 5 female). The average

age was 23.7 years (standard deviation 2.3 years), aver-

age height was 1.77 meters (standard deviation 0.09).

Nobody had prior experience with our setup.

Due to technical reasons or because some partici-

pants did not correctly complete the task, some trials

had to be excluded from the later evaluation. In the

user study, we found some trials in which participants

changed the target half way through, but no trials were

excluded for this reason. because in some of these cases

it was unclear if he actually changed his mind or just

did not walk according to the model, in which case he

should of course not be excluded.

With these restrictions a total of 304 trajectories

that were used in the evaluation. Although position and

orientation information was recorded at a frequency of

180 Hz, the evaluation data was downsampled to reduce

the amount of data to be analyzed. For the prediction,

the first sample is used as a starting point and the tar-

get’s position is used as the end point for the model

path.

2 www.oculus.com
3 www.unity3d.com

7 Results

There are two main metrics to compare the perfor-

mance of the different combinations of models and esti-

mation approaches presented previously. The first one

is the percentage of correct estimations. However, it is

possible that the probabilities for the two targets are

very close together and when assuming the more likely

one to be the correct answer, even a small error might

lead to a wrong decision or an alternating result. To

avoid this situation, samples can also be assigned to

the ”undecided” category, meaning they are assigned to

neither of the two targets. This introduces the second

metric, the percentage of samples that are classified.

We only accept a decision if Pi ≥ 0.6 for any target i.

If none of the targets is above this value, the sample is

classified as undecided. Unless otherwise noted p < 0.05

is used as a significance level.

As a first step, the sigmoid function defined in sec-

tion 5, that is used for the decision, needs to be tuned.

As expected, there is a trade-off between maximum

correctness (RCC → 1) and a high number of clas-

sified samples (RCT → 1). It can also be seen that

certain combinations perform strictly better than oth-

ers. With the inclusion of all conditions, the predic-

tors using the model by Fink et al. perform better

than the ones with the model by Arechevaleta et al.

Figure 11 shows the resulting ratio of correctly classi-

fied samples to the overall number of classified samples

(= RCC) as a function of the ratio of classified samples

to the total number of recorded samples (= RCT ) for

all the model/comparison combinations and conditions

included in the evaluation.

For all further results, the parameters for the sig-

moid functions are determined from model generated

paths as described in section 5 with 10 model-generated

paths for each target. Figure 7 shows training paths

generated for condition 1 with the Fink/DTW predic-

tor. For easier comparison, c is set such that 85% of

the example path’s samples are classified with P ≥ 0.6.

Tables 2 and 3 summarize RCC for all model-predictor

combinations in average over all conditions and for indi-

vidual conditions, table 4 shows the standard deviation

between users.

The following section highlights notable properties

of different model-predictor combinations. Figure 8 shows

all paths recorded for condition 2 using the model by

Arechavaleta et al. together with the cost based estima-

tor. The undecided classification occurs mainly at the

beginning and in the zone where the two path-groups

overlap. In Figure 9 an example of an estimator us-

ing DTW and Fink’s locomotion model can be seen.

Unlike the cost-based estimator, almost all samples in

www.oculus.com
www.unity3d.com
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a) b)

Fig. 7 a) Paths generated with the model by Fink et al. for condition 1. b) Cost of the paths using the DTW predictor.

Fig. 11 The plot shows the RCT and RCC values for all tested model/classifier combinations using the sigmoid function
defined in (13) with different values of c =

√
2
n

, n = [−10, 24].

Fig. 8 Paths recorded for condition 2 for the combination
Arechavaleta/Cost. Red and blue points are assigned to the
respective targets, green samples are undecided

the beginning are classified as ”undecided”, but later

all samples are assigned to a target either correctly or

incorrectly. Figure 10 shows the prediction for condi-

tion 5. It can be seen that there is a long section where

all the paths overlap, making a prediction impossible.

However, this is caused by the fact that all predictors

Fig. 9 Paths recorded for condition 1 for the combination
Fink/DTW. Red and blue points are assigned to the respec-
tive targets, green samples are undecided

were tuned for RCT = 0.85 to facilitate an easier com-

parison, which forces an very early decision in this case.

Regarding the correct to classified ratio, the cost

based estimators are significantly better than all other

estimators.
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Fig. 10 Paths recorded for condition 5 for the combination
Cirio/DTW. Red and blue points are assigned to the respec-
tive targets, green samples are undecided

Arech. Cirio Fink Graph
Cost 0.72 0.62 0.79 0.66
Dist 0.64 0.66 0.72 0.59

DTW 0.64 0.64 0.72 0.58
SD 0.65 0.67 0.67 0.62

Table 2 Number of correct samples over number of classified
samples (Rcc) for all conditions

Condition
1 2 3 4 5 6

Arech.

Cost 0.84 0.74 0.78 0.59 0.64 0.72
Dist 0.84 0.62 0.82 0.42 0.57 0.54

DTW 0.84 0.64 0.83 0.41 0.56 0.54
SD 0.82 0.69 0.78 0.44 0.63 0.51

Cirio

Cost 0.54 0.66 0.47 0.72 0.69 0.66
Dist 0.80 0.74 0.80 0.47 0.51 0.62

DTW 0.81 0.74 0.83 0.46 0.50 0.51
SD 0.83 0.74 0.76 0.47 0.62 0.57

Fink

Cost 0.93 0.83 0.85 0.66 0.75 0.69
Dist 0.84 0.75 0.79 0.60 0.65 0.72

DTW 0.84 0.74 0.78 0.60 0.63 0.72
SD 0.82 0.78 0.70 0.47 0.66 0.58

Graph

Cost 0.89 0.80 0.65 0.46 0.64 0.54
Dist 0.86 0.70 0.53 0.40 0.54 0.51

DTW 0.85 0.66 0.52 0.40 0.54 0.51
SD 0.82 0.74 0.65 0.47 0.61 0.42

Table 3 Number of correct samples over number of classified
samples (Rcc) for individual conditions

Arech. Cirio Fink Graph
Cost 0.11 0.10 0.07 0.08
Dist 0.07 0.08 0.10 0.10

DTW 0.07 0.07 0.11 0.10
SD 0.05 0.07 0.09 0.07

Table 4 Standard deviation of the correct to classified ratio
between users

Over all comparison methods, the model by Fink et

al. performs significantly better than all other models,

while the graph model is significantly worse than all

others. There is no significant difference between Cirio’s

and Arechavaleta’s models.

Condition Target 1 Target 2 Target 3 Target 4
1 51.0% 49.0% - -
2 58.9% - 41.1% -
3 35.3% - - 64.7%
4 - 39.0% 61.0% -
5 - 52.9% - 47.1%
6 - - 51.0% 49.0%

Table 5 Percentage of times targets were picked depending
on the condition.

Target Repeated in
1 19.0%
2 25.8%
3 45.7%
4 37.5%

Total 32.6%

Table 6 Percentage of times where a given target was re-
peated (only trials where this was possible were included)

7.1 Target statistics

The presented approach allows for the use of a prior

probability if there is additional information about the

typical behavior in this specific environment available.

Since the participants had the choice of selecting their

target, we also evaluated the frequency of choice for

each target and condition. Table 5 shows the percent-

age of how often each target was selected relative to

the total number of paths. Although it was not always

possible to select the same target twice in two consecu-

tive runs, 32.6% of times participants selected the same

target again if this was possible. The results per target

are shown in table 6.

7.2 Model performance

For the performance evaluation of the models, the same

comparison metrics were used, but only the correct model

path with the complete recorded path were compared.

For DTW, distance and cost function, the model by

Arechavaleta is significantly closer to the observed paths

than the others. While there is no significant difference

between Fink’s and Cirio’s model, the graph model is

significantly worse. This shows that the additional com-

plexity of the model actually increases the performance.

7.3 Development over time

Up to now, all measurements were presented without

using the aforementioned decay factor. In the following

section, we present the results for different α and cutoff

parameters for the Fink & DTW predictor. This com-

bination was chosen for its already good performance
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α cutoff 1m 2m 3m ∞
0 0.71 0.72 0.72 0.74

0.23 0.72 0.72 0.73 0.74
0.35 0.72 0.72 0.73 0.74
0.69 0.72 0.72 0.73 0.74

Table 7 Average Rcc for selected combinations for α and
the cutoff length for the Fink, DTW combination

and low runtime. The parameters are chosen in such a

way that they either have a weight of 0.5 or a cutoff

at 1, 2, or 3 meters or don’t have any cutoff or decay.

Table 7 shows the results for the respective parameters.

There are no significant differences in the overall per-

formance, but individual paths improved when the user

did change his mind and switched targets. Figure 12a

shows the 3rd path of user 4, figure 12b shows the pre-

diction for all tested α and cutoff combinations. Here it

can be seen that the responsiveness increases both with

increasing α as well as decreasing cutoff length.

This example shows that there is no downside when

limiting the number of points and adding an additional

decay factor and it can therefore be used to deal with

users changing their mind.

7.4 Performance over time

Since the walking task is performed over a certain time,

the performance of the estimation will also change over

time. However, the estimation should be available as

early as possible to have more time for redirecting the

user if necessary. Figure 14 shows the performance along

the paths. For easy comparison, the paths were all seg-

mented into 20 parts of equal length. The performance

increases over time, both in the number of classified and

the number of correct samples. The cost based estima-

tors show a higher RCT early on, but the increase is

slower compared to the distance and DTW estimators,

which start at zero but increase very quickly at around

10% progress.

7.5 User performance

An important factor of the performance is the gen-

eral applicability of the model and comparison method.

Figure 13 shows the performance per user for one of

the model and estimation combinations. While there

is a relatively large number of outliers. This is mainly

caused by the condition that are hard to classify. Never-

theless, it should be noted that there are paths that are

perfectly classified for every user. This means that even

though there are some outliers that performed poorly,

Fig. 13 Performance per user with the model by Fink et al.
and the cost based estimation method for all conditions.

there were no user for which the system failed com-

pletely.

8 Discussion

In this paper, the experiments showed the feasibility of

target prediction using human locomotion models. The

more complex models like the one by Arechavaleta et

al. performed significantly better than the simple con-

necting line, but they come with longer computation

times. For reducing the computational effort, the mod-

els allow for different update steps size which is directly

related to the run time of the model itself and also to

the number of points in the final model and therefore

the run time for the comparison. For the Dynamic Time

Warping approach, the run time could be significantly

reduced by limiting the number of points in the model

and recorded path, as well as putting some limitations

on the matching. Since the model by Arechavaleta et al.

uses optimization, the run time is directly influenced by

the abort criteria and the initial conditions.

Although the prediction worked for all the partic-

ipants in our experiment, it is possible that for some

people the model does not describe their behavior ac-

curately. However, it is important to keep in mind that

even a prediction that appears to be wrong consider-

ing the final target, might have been right at the time

before the participant changed his mind. Because these

cases can be hard to detect, these trials were not ex-

cluded from the evaluation, but for future experiments

it might be worth considering to ask the participants

to announce their target before they start to walk.

9 Conclusion

A novel approach for predicting a person’s intended lo-

comotion target was presented in this paper. The novel

method of comparing an observed path to model paths
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a) b)

Fig. 12 a) 3rd path of user 4. b) Probability of target 1 for all parameters: Alpha = 0 (red), 0.23 (green), 0.35 (blue), 0.69
(black) and cutoff = 1 (dot), 2 (dot,dash), 3 (dash), ∞ (line)

a) b)

Fig. 14 a) Classified to total ratio over time. b) Correct to classified ratio over time. For the legend, please refer to Figure 11.

using a cost function has outperformed all comparison

methods including both a direction based approach and

the classic Dynamic Time Warping technique. At the

same time, the model by Arechavaleta et al. outper-

formed all other models while the simple graph model

was outperformed by the other models.

Figure 15 summarizes the proposed prediction strat-

egy which consists of an offline and an online phase.

In the offline phase the available targets in the envi-

ronment are determined and the decision function (see

chapter 5) is tuned. In the online phase the prediction is

triggered by new tracking data and if the user is walking

the observed path is compared to previously generated

reference paths using one of the presented prediction

methods (see chapter 3). Once the user arrives at a tar-

get new reference paths to the next set of targets are

generated.

The proposed learning of parameters from model

paths was tested and the performance did not change

compared to the results previously presented in [22].

This is a further step away from using actual human

path data to initialize basic parameters for the predic-

tors. In the long run human data should only be used

where absolutely necessary, for example to define prior

probabilities containing human behavior. In the future,

more advanced methods to map the distance vector to

the probability should be used. The concept needs to

be extended to allow more than two targets and for a

version used in an application, it should not be tuned

purely based on RCT . Instead there should be a bound

on the number of misclassifications and RCT should be

free.

Since we observed some differences between users,

another approach could be to adapt the classifier online

to the current user. In this case the initial parameters

would be model generated and while the user is walking,

they adapt to his or her particular walking pattern.

The last thing that has to be added by hand is

the location of the targets. For future applications it

would be advantageous to automatically recognize tar-

get points in the environment. Furthermore, the exper-

iment presented in this paper had a very simple layout.

In reality, a user can not only walk from one starting

location to a goal. Instead, it is possible that he con-

tinues to a next target once he reached a waypoint, or

he stops halfway to look around for example. In more

complex environments, the changing visibility will have

an influence on paths. Moreover, in future work both

static and mobile obstacles will also be included in the

path modeling.
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Fig. 15 Offline and online components of the proposed prediction method.

In order to allow for an earlier initial estimate of the

walking target, eye tracking could be a suitable supple-

ment to the method presented in this paper. However,

to justify the additional complexity and increased cost,

the performance improvement needs to be significant.
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