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FACTORIZATIONS OF CYCLES AND MULTI-NODED ROOTED

TREES

ROSENA R. X. DU AND FU LIU

Abstract. In this paper, we study factorizations of cycles. The main result
is that under certain condition, the number of ways to factor a d-cycle into a
product of cycles of prescribed lengths is dr−2. To prove our result, we first
define a new class of combinatorial objects, multi-noded rooted trees, which
generalize rooted trees. We find the cardinality of this new class which with
proper parameters is exactly dr−2. The main part of this paper is the proof
that there is a bijection from factorizations of a d-cycle to multi-noded rooted
trees via factorization graphs. This implies the desired formula.

The factorization problem we consider has its origin in geometry, and is
related to the study of a special family of Hurwitz numbers: pure-cycle Hurwitz
numbers. Via the standard translation of Hurwitz numbers into group theory,
our main result is equivalent to the following: when the genus is 0 and one of
the ramification indices is d, the degree of the covers, the pure-cycle Hurwitz
number is dr−3, where r is the number of branch points.

1. Introduction

Suppose d is a positive integer and λ = (λ1, λ2, . . . , λℓ) is a partition of d. We
say a permutation σ ∈ Sd has cycle type λ if λ1, . . . , λℓ are the lengths of the cycles
in the cycle decomposition of σ. We call a permutation σ ∈ Sd an e-cycle if its cycle
type is (e, 1, . . . , 1) for some e ≥ 2. Given a permutation σ of cycle type λ, we define
its index as ι(σ) = ι(λ) =

∑

i(λi − 1). For any e-cycle τ, we define the support of τ ,
denoted by supp(τ), to be the set of e elements that appear in τ.

Definition 1.1. Fix a d-cycle τ. We say (σ1, . . . , σr−1) is a factorization of τ if the
following conditions are satisfied:

a) For each i, σi is a cycle in Ssupp(τ);
b) σ1 · · ·σr−1 = τ.

If further for each i, σi is an ei-cycle, we say (σ1, . . . , σr−1) is a factorization of
τ of type (e1, . . . , er−1).

We denote by Fac(d, r, τ ; e1, . . . , er−1) the set of all the factorizations of τ of
type (e1, . . . , er−1) and fac(d, r, τ ; e1, . . . , er−1) the cardinality of Fac(d, r, τ ; e1,
. . . , er−1).
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Clearly, the number of factorizations is independent of the choice of τ , so we
often omit τ and just write fac(d, r; e1, . . . , er−1).

Our main result is the following theorem.

Theorem 1.2. Suppose
∑r−1

i=1 (ei − 1) = d− 1. Then

(1.1) fac(d, r; e1, . . . , er−1) = dr−2.

We remark that if e1 = · · · = er−1 = 2, then d = r and fac(d, r; e1, . . . , er−1)
counts the number of factorizations of a d-cycle into d−1 transpositions. According
to our theorem, this number is

(1.2) fac(d, d; 2, . . . , 2) = dd−2.

Note that dd−2 also counts the number of labeled trees with d vertices. Different
bijective proofs of (1.2) were given by Dénes [1], Moszkowski [10], Goulden-Pepper
[4] and Goulden-Yong [5].

Geometric background. The factorization problem we consider arises from ge-
ometry. In this part, we briefly discuss the connection between the enumeration of
factorizations of a cycle to counting a special case of Hurwtiz numbers, and con-
clude with a result on “pure-cycle Hurwtiz numbers” that is equivalent to Theorem
1.2. The contents discussed here are irrelevant to the rest of the paper. The reader
should feel free to skip it.

Hurwitz numbers count the number of connected branched covers of the projec-
tive line with specified ramification. More precisely, theHurwitz number h(d, r, g;λ1, . . . , λr)
counts the number of connected genus-g covers of the projective line of degree d
with r branch points where the monodromy over the ith branch point has cycle
type λi. If a cover has non-trivial automorphisms, we divide by the size of its au-
tomorphism group. According to the Riemann-Hurwitz formula, a branched cover
satisfies

(1.3)

r
∑

i=1

ι(λi) = 2d− 2 + 2g.

Therefore, we are only interested in data (d, r, g;λ1, . . . , λr) that satisfies the above
formula.

There is a group-theoretic description of Hurwitz numbers.

Definition 1.3. Suppose d ≥ 1, g ≥ 0, r ≥ 0, and λ1, . . . , λr are partitions of
d satisfying (1.3). A Hurwitz factorization of type (d, r, g;λ1, . . . , λr) is a tuple
(σ1, . . . , σr) satisfying:

a) σi ∈ Sd has cycle type λi;
b) σ1 · · ·σr = 1;
c) the σi’s generate a transitive subgroup of Sd.

The Hurwitz number h(d, r, g;λ1, . . . , λr) is the number of Hurwitz factorizations
divided by d!.

There has been a lot of work on Hurwitz numbers. Most of it has studied
situations where all but one or two branch points are simple; i.e., all but one or two
λi’s have the form (2, 1, . . . , 1). Hurwitz [6] and Goulden-Jackson [3] showed that
if λ1 = · · · = λr−1 = (2, 1, . . . , 1) and λr = (τ1, . . . , τn), then

(1.4) h(d, r, 0;λ1, . . . , λr) =
(r − 1)!dn−3

∏n

i=1 τ
τi
i /τi!

m1!m2! · · ·md!
,
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where mi is the number of i’s in λr for 1 ≤ i ≤ d.
Another special case of the Hurwitz numbers that has been studied is the the

pure-cycle Hurwitz numbers. We say a Hurwitz number is pure-cycle if each λi is of
the form (ei, 1, . . . , 1) for some integer ei ≥ 2. In other words, a pure-cycle Hurwitz
number counts the number of genus-g covers of the projective line of degree d with
r branch points where there is only one ramification point over each branch point,
with ramification index ei. In this situation, we will abbreviate our notation for
the Hurwitz number to h(d, r, g; e1, . . . , er). Pure-cycle Hurwitz numbers were first
studied in [9]. The authors showed that

(1.5) h(d, 4, 0; e1, e2, e3, e4) = min{ei(d+ 1− ei)}.

The number of factorizations of a d-cycle we consider is in fact related to a
special case of pure-cycle Hurwitz numbers when one of the ei’s is d. Since the
order of ei’s does not change the Hurwitz number, without loss of generality, we
can assume er = d. Note that by the Riemann-Hurwitz formula (1.3), we must have
∑r

i=1(ei − 1) =
∑r−1

i=1 (ei − 1) + (d− 1) = 2d− 2 + 2 · g. Hence, we require

(1.6)

r−1
∑

i=1

(ei − 1) = d− 1 + 2g.

We remark that since σr is a d-cycle, condition c) in the definition of Hurwitz fac-
torization is automatically satisfied. Thus, to verify whether one tuple (σ1, . . . , σr)
is a Hurwitz factorization of type (d, r, g; e1, . . . , er−1, d), we only need to check
whether a) and b) are satisfied, which are precisely corresponding to conditions a)
and b) in Defintion 1.1. Furthermore, in Sd, there are (d−1)! permutations that are
d-cycles. Thus, the number of Hurwitz factorizations of type (d, r, g; e1, . . . , er−1, d)
is (d− 1)! fac(d, r; e1 . . . , er−1). Hence, assuming (1.6), we have that

h(d, r, g; e1, . . . , er−1, d) =
1

d
fac(d, r; e1, . . . , er−1).

Finally, we focus on the cases where g = 0. Then condition (1.6) becomes

(1.7)

r−1
∑

i=1

(ei − 1) = d− 1.

Therefore, we conclude that Theorem 1.2 is equivalent to the following theorem.

Theorem 1.4. Suppose
∑r−1

i=1 (ei − 1) = d− 1. Then

(1.8) h(d, r, 0; e1, . . . , er−1, d) = dr−3.

One checks that Theorem 1.4 agrees with (1.4) and (1.5) in the corresponding
special cases.

Other related work and organization of the paper. Different but equivalent
versions of Theorem 1.2 have previously been studied. Given nonnegative inte-
gers n2, . . . , nd, we say a factorization (σ1, . . . , σr−1) of a d-cycle is of cycle index
(n2, n3, . . . , nd) if there are nm m-cycles among σ1, . . . , σr−1 for any 2 ≤ m ≤ d.
Note that with this definition, the condition (1.7) translates to

(1.9)

d
∑

m=1

(m− 1)nm = d− 1.
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Springer [11] and Irving [7] showed that assuming (1.9), the number of factorizations
(σ1, . . . , σr−1) of a d-cycle of cycle index (n2, . . . , nd) is given by

(1.10) dr−2 (r − 1)!
∏d

m=2 nm!
.

Since the factorization number fac(d, r; e1, . . . , er−1) we consider is invariant under
order of ei’s, we see that Theorem 1.2 is equivalent to their result. Springer [11]
proved the result by symmetrizing the problem further. He gave a bijection between
factorizations of cycle index (n2, . . . , nd) of all d-cycles in Sd and doubly-labeled
oriented cacti preserving cycle lengths, then showed the latter class of combinatorial
objects has cardinality (d−1)! times (1.10). Irving’s proof [7] is based on a bijection
between factorizations of cycle index (n2, . . . , nd) of a fixed d-cycle and proper
polymaps. (Irving’s polymap is a generalization of the oriented cactus in [11]. It
can be used in general factorization problems without the restriction that each σi

has to be a cycle.)
Goulden-Jackson [2] give a more general definition of factorizations of a d-cycle

where they allow σi to be any cycle type, that is, σi does not have to be a cycle.
They proved a more general result than Theorem 1.2: Suppose λ1, . . . , λm are
partitions of d, where λi consists of λi

j j’s. Then the number of factorizations

(σ1, . . . , σm) of a fixed d-cycle of type (λ1, . . . , λm) is given by

(1.11) dm−1

∏m
i=1(

∑

j λ
i
j − 1)!

∏m

i=1

∏

j λ
i
j

.

Goulden-Jackson gave a bijection between the factorizations of a d-cycle of a given
type to the plane-edge rooted m-cacti on d m-gons with corresponding vertex dis-
tribution, and use a generating function argument to prove that the number of cacti
is given by (1.11). Lando-Zvonkine gave a completely different proof for Goulden-
Jackson’s result in [8].

The proofs given in [11, 7] can be considered as symmetrized bijective proofs
of Theorem 1.2. For the proofs for the more general result (1.11), techniques of
Goulden-Jackson [2] involve calculations with generating functions, and the paper
of Lando-Zvonkine [8] uses geometric arguments. In contrast, our techniques give
a direct “de-symmetrized” bijective proof for Theorem 1.2. In order to do that,
we first construct a new class of combinatorial objects called multi-noded rooted
trees, show that (with proper parameters) it has cardinality dr−2, and then give a
bijection between factorizations of a d-cycle and multi-noded rooted trees.

The plan of this article is as follows: In Section 2, we define multi-noded rooted
trees and find its cardinality. In Section 3, we associate to each factorization a
bipartite graph, which we call factorization graph, and show that this association
is injective. In Section 4, we define a map from factorization graphs to multi-noded
rooted trees, and state in Theorem 4.3 that it is a bijection. Assuming the theorem,
we conclude Theorems 1.2 and 1.4. In Section 5, we give characterizations of
factorization graphs. Using this characterization, we complete the proof of Theorem
4.3 in Section 6.

Finally, we remark that a few results presented in Sections 3 and 5 have analogous
or equivalent forms in the literature. However, to make our papers self-contained
and accessible to readers without previous knowledge of geometric background of
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Hurwitz numbers, we include our proofs, which are purely combinatorial and only
based on the group-theoretic description of Hurwitz numbers.

Acknowledgements. We would like to thank Brian Osserman for providing data
on pure-cycle Hurwitz numbers to us. We are also grateful to Richard Stanley who
pointed out to us the reference [11] and sent us a copy of it.

2. Multi-noded rooted trees

We assume the readers are familiar with basic terminology in graph theory as
presented in the appendix of [12]. We will review briefly the terms that will be used
in this paper.

Recall that a graph is a pair (V,E) where V is the vertex set and E ⊆
(

V
2

)

is the
edge set of the graph. A tree is an acyclic graph, and a rooted tree is a tree with a
special vertex, which we call the root of the given tree. Given a rooted tree T, let
e = {v, w} be an edge of T. If v is closer to the root than w, we call v the parent of
w and w a child of v; we also call v the parent end of e and w the child end of e.

We usually draw a rooted tree with its root at the top, put each child below the
parent, and represent the vertices of the tree by distinct integers, i.e.,V ⊆ Z. In
this paper, we always represent roots with the number 0. See Figure 2 for examples
of rooted trees.

Suppose S ⊆ Z is a set of n elements and 0 6∈ S. Let RS be the set of rooted
trees with vertex set S ∪ {0} and rooted at 0. It is well-known that

(2.1) |RS | = (n+ 1)n−1.

In this section, we will introduce a new class of combinatorial objects, called
multi-noded rooted trees, which generalizeRS , and we will find its cardinality, which
is exactly dr−2 if we choose the right parameters.

Throughout this section, we assume S = {s1 < s2 < · · · < sn} is a set of n
integers disjoint from {0}.

Definition 2.1. Suppose f0, f1, . . . , fn are positive integers. We say M = (T, β) is
a multi-noded rooted tree on S∪{0} of vertex data (f0, f1, . . . , fn) if T = (S∪{0}, E)
is a rooted tree in RS and β : E → N is a function satisfying that for any edge
e ∈ E, if si is the parent end of e, then β(e) ∈ {1, 2, . . . , fi}.

We define MRS(f0, f1, . . . , fn) to be the set of all multi-noded rooted trees on
S ∪ {0} of vertex data (f0, f1, . . . , fn).

We call the simple graph with one vertex and no edges the trivial tree.

Graph representations of multi-noded rooted trees. We give two ways to
represent a multi-noded rooted tree M = (T, β) graphically. The first way is to
draw the rooted tree T and then label each edge e with β(e). We call this the
edge-labeled representation of M.

The second method is to draw a graph with multi-noded vertices: Given any
positive integer f, an f -noded vertex is a picture of f nodes in a horizontal line
and grouped together by a circle. (Note that the nodes in an f -noded vertex are
considered to be ordered.) A multi-noded vertex is an f -noded vertex for some
f ∈ N. With this definition, we can draw M = (T, β) in the following way:

(1) For each 0 ≤ i ≤ n, we draw an fi-noded vertex which is labeled by si.
These n+ 1 multi-noded vertices are the vertices of M.
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(2) For any edge e = {si, sj} of T with si being the parent end of e, we connect
the multi-noded vertex sj to the β(e)-th node in vertex si. These are the
edges of M.

We call this the multi-noded representation of M.

Example 2.2. Let T = T1 as shown in Figure 2. Suppose M = (T, β) is the
multi-noded rooted tree of vertex data (1, 1, 2, 1, 2, 2, 3, 3, 1, 4) and β({0, s3}) = 1,
β({0, s5}) = 1, β({s3, s8}) = 1, β({s3, s2}) = 1, β({s5, s9}) = 1, β({s2, s6}) = 2,
β({s9, s4}) = 1, β({s9, s1}) = 3, β({s9, s7}) = 3. The two representations of M are
shown in Figure 1. Graph (a) is the edge-labeled representation and graph (b) is
the multi-noded representation.

(a)

q0
✑

✑✑
◗
◗◗qs3

✓
✓

❙
❙qs8 qs2
q
s6

q

q

q

s5

s9

s1s4 s7

✓
✓q ❙

❙q

1 1

1 1

2

1

1 3 3

(b)

q 0☛
✡

✟
✠✘✘✘✘✘✘✘

❳❳❳❳❳❳❳q
s3

✡
✡

❏
❏

☛
✡

✟
✠

q
s8☛
✡

✟
✠ q q

s2☛
✡

✟
✠

q q q
s6☛

✡
✟
✠

q q
s5☛

✡
✟
✠

✡
✡

q q q q☛
✡

✟
✠

s9

q q☛
✡

✟
✠

s4
✡

✡
❏
❏q☛✡

✟
✠

s1
q q q☛

✡
✟
✠

s7

Figure 1. Two representations of a multi-noded rooted tree.

Remark 2.3. We remark that each of the two representations has its own advan-
tage. The edge-labeled representation does not involve new combinatorial struc-
ture. We will use it to find the cardinality of MRS(f0, f1, . . . , fn). The multi-
noded representation contains the information of the vertex data while the edge-
labeled representation does not. For example, graph (a) in Figure 1 could be the
graph of a multi-noded rooted tree of vertex data (1, 1, 2, 1, 1, 1, 1, 1, 1, 3) or any-
thing bigger, but graph (b) in Figure 1 can only be associated with vertex data
(1, 1, 2, 1, 2, 2, 3, 3, 1, 4). The multi-noded representation will be used in a bijection
we construct in Section 4.

Proposition 2.4. The cardinality of MRS(f0, f1, . . . , fn) is





n
∑

j=0

fj





n−1

f0.

One sees that if f0 = f1 = · · · = fn = 1, MRS(f0, f1, . . . , fr−1) is in bijection
with RS , and Proposition 2.4 recovers the result (2.1). One famous way to prove
(2.1) is to construct the Prüfer sequence. In fact, we will use this idea to prove
Proposition 2.4. Therefore, we will first review the construction of Prüfer sequences.

Prüfer sequences. Given a rooted tree T ∈ RS , we define a sequence T1, T2, . . . ,
Tn+1 of subtrees of T as follows: Set T1 = T . If i < n+ 1 and Ti has been defined,
then define Ti+1 to be the tree obtained from Ti by removing its largest leaf vi and
the edge ei incident to vi. Then define wi to be the other end of ei, (i.e. wi is the
parent of vi), and let γ(T ) := (w1, w2, . . . , wn). We call γ(T ) the Prüfer sequence
of T.
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It is clear that wi ∈ S ∪ {0} for 1 ≤ i ≤ n − 1 and wn = 0. Hence, γ(T ) ∈
(S ∪ {0})n−1 × {0}. The proof of the fact that γ is a bijection from RS to (S ∪
{0})n−1 × {0} can be found in many places in the literature, for example, see [13,
Page 25].

Example 2.5. Let T be the first tree shown in Figure 2. Then T1, T2, T3 and T4 in
Figure 2 are the first four trees appearing in the construction of the Prüfer sequence
of T . Continuing this construction, we obtain γ(T ) = (s3, s9, s2, s9, s3, 0, s9, s5, 0).

T1 = T

q0
✑

✑✑
◗
◗◗qs3

✓
✓

❙
❙qs8❡ qs2
q
s6

q

q

q

s5

s9

s1s4 s7

✓
✓q ❙

❙q

T2

q0
✑

✑✑
◗
◗◗qs3

❙
❙qs2
q
s6

q

q

q

s5

s9

s1s4 s7
❡✓

✓q ❙
❙q

T3

q0
✑

✑✑
◗
◗◗qs3

❙
❙qs2
q
s6
❡

q

q

q

s5

s9

s1s4

✓
✓q

T4

q0
✑

✑✑
◗
◗◗qs3

❙
❙qs2

q

q

q

s5

s9

s1s4

✓
✓q❡

Figure 2. Constructing the Prüfer sequence of a rooted tree.

Proof of Proposition 2.4. For convenience, we write s0 := 0.We denote byH the set

of matrices

(

w1 w2 · · · wn

b1 b2 · · · bn

)

satisfying (wi, bi) ∈
⋃n

j=0{(sj , k) | 1 ≤ k ≤ fj}

for any 1 ≤ i ≤ n− 1 and (wn, bn) ∈ {(0, k) | 1 ≤ k ≤ f0}. Since
⋃n

j=0{(sj , k) | 1 ≤

k ≤ fj} has cardinality
∑n

j=0 fj and {(0, k) | 1 ≤ k ≤ f0} has cardinality f0, the

cardinality of H is
(

∑n

j=0 fj

)n−1

f0. Our goal is to show that there is a bijection

between MRS(f0, f1, . . . , fn) and H.
We will use the above algorithm for obtaining Prüfer sequences of rooted trees

to define this bijection.
Suppose M = (T, β) ∈ MRS(f0, f1, . . . , fn). Let γ(T ) = (w1, . . . , wn) be the

Prüfer sequence of T and e1, . . . , en the edges removed in the procedure. We set
bi := β(ei). (In the labeled-edge representation of G, bi is the label of the edge ei
that is removed at step i.) Let

γ̃(M) =

(

w1 w2 · · · wn

b1 b2 · · · bn

)

.

One sees that γ̃(G) ∈ H. Hence, γ̃ is a map from MRS(f0, f1, . . . , fn) to H .

On the other hand, suppose

(

w1 w2 · · · wn

b1 b2 · · · bn

)

is H. Then (w1, . . . , wn) ∈

(S ∪ {0})n−1 × {0}. Since γ gives a bijection between RS and (S ∪ {0})n−1 × {0},
we have γ−1(w1, . . . , wn) ∈ RS . Let T := γ−1(w1, . . . , wn). We can apply the
algorithm to obtain the Prüfer sequence of T and record the order of the edges
that were deleted. We then label the edge that was removed in the ith step with
number bi. This procedure gives us a rooted tree T with labeled edges, which is
the edge-labeled representation of a multi-noded rooted tree M = (T, β). One can
check this procedure gives us the inverse of γ̃.

Therefore, γ̃ is a bijection between MRS(f0, f1, . . . , fn) and H. Thus, the con-
clusion follows. �
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Example 2.6. For the multi-noded rooted tree M in Example 2.2, we have

γ̃(G) =

(

s3 s9 s2 s9 s3 0 s9 s5 0
1 3 2 1 1 1 3 1 1

)

.

Corollary 2.7. Suppose
∑r−1

j=1(ej−1) = d−1. Then the cardinality of MRS(1, e1−

1, . . . , er−1 − 1) is dr−2.

Proof. Let n := r−1 and fi := ei−1 for any 1 ≤ i ≤ n = r−1. Then by Proposition
2.4, we have
(2.2)

|MRS(1, e1 − 1, . . . , er−1 − 1)| = |MRS(1, f1, . . . , fn)| = (1 +

n
∑

i=1

fi)
n−1 = dr−2.

�

Corollary 2.7 provides us with a class of objects with cardinality dr−2, which is
the cardinality arising in Theorem 1.2. In the next two sections, we will describe
in two steps a bijection between multi-noded rooted trees of vertex data (1, e1 −
1, . . . , er−1 − 1) and factorizations of a d-cycle of type (e1, . . . , er−1).

We will need the following definition when we construct the bijection in Section
4.

Definition 2.8. Suppose f0, . . . , fn are positive integers and let d =
∑n

i=0 fi.
We say (M, l) is a labeled multi-noded rooted tree of vertex data (f0, f1, . . . , fn) if
M ∈ MRS(f0, f1, . . . , fn) and l is a labeling of the nodes of M with set [d]. (So l

is a bijection from the set of the nodes of M to [d].)
We denote by LMR(f0, f1, . . . , fn) the set of all the labeled multi-noded rooted

trees of vertex data (f0, f1, . . . , fn).

The multi-noded rooted trees we define have connections to many other combi-
natorial objects. We finish this section with such an example. (This example is not
related to the rest of the paper. The readers should feel free to skip it.)

Corollary 2.9. Let Km,n be the complete bipartite graphs with vertex set {u1, u2, . . . , um}
∪ {v1, v2, . . . , vn}. Suppose ℓ1, ℓ2, . . . , ℓm are positive integers with

∑m
i=1 ℓi = m+

n − 1, then the number of spanning trees of Km,n such that (u1, u2, . . . , um) has
degree sequence (ℓ1, ℓ2, . . . , ℓm) is

(2.3) nm−1

(

n− 1

ℓ1 − 1, ℓ2 − 1, . . . , ℓm − 1

)

and the total number of spanning trees of Km,n is

(2.4) nm−1mn−1.

The above enumeration result appears in [13, Page 82, Ex 5.30]. We will provide
a proof of it at the end of Section 4 using a bijection ΦL defined in that section.
Here we just give an example of applying this result.

Example 2.10. Suppose m = 2 and n = 3. There are 3 spanning trees of K2,3

with degree sequence (u1, u2) = (1, 3), 6 spanning trees ofK2,3 with degree sequence
(u1, u2) = (2, 2), and 3 spanning trees ofK2,3 with degree sequence (u1, u2) = (3, 1).
The total number of spanning threes of K2,3 is 12 = 32−123−1.
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3. Graphs associated to factorizations

Let τ ∈ Sd be a d-cycle, and e1, . . . , er−1 integers no less than 2. Let S = {s1 <
s2 < · · · < sr−1} be a set of integers disjoint from {0, 1, 2, . . . , d}. For any cycle
γ ∈ Sd, we denote by Cγ the circle with nodes labeled by numbers in γ in clockwise
order.

In this section, we associate a bipartite graph to each factorization of τ of
type (e1, . . . , er−1). By discussing some properties of these graphs, we show that
with the restriction

∑

j=1(ej − 1) = d − 1 this association is an injection from

Fac(d, r, τ, e1, . . . , er−1) to its image set and thus is a bijection.

Definition 3.1. We call a graph G an S-[d] bipartite graph if the vertex set of G is
S ∪ [d] and any edge of G connects a vertex in S to a vertex in [d]. For any vertex
v in an S-[d] bipartite graph G or any subgraph of G, we call it an S-vertex if it is
in S and a [d]-vertex otherwise.

We denote by GS(d, r; e1, . . . , er−1) the set of all S-[d] bipartite graphs G satis-
fying for each j : 1 ≤ j ≤ r − 1 the vertex sj has degree ej .

S-[d] bipartite Graph associated to factorizations. Suppose (1.7) and (σ1,
. . . , σr−1) is a factorization of τ of type (e1, . . . , er−1). We associate to (σ1, . . . ,
σr−1) a graph G = (V,E) with vertex set V = S ∪ supp(τ) = S ∪ [d] and edge set
E consisting of all the pairs {sj , ν} where ν ∈ supp(σj). We call G a factorization
graph of type (d, r, τ ; e1, . . . , er−1).

Example 3.2. Let d = 20, r = 10, τ = (1 2 · · · 20) and σ1 = (10 11), σ2 =
(14 15 19), σ3 = (1 19), σ4 = (3 4 5), σ5 = (1 2 13), σ6 = (15 16 17 18), σ7 =
(7 8 9 11), σ8 = (19 20) and σ9 = (2 5 6 11 12). One verifies that (σ1, σ2, · · · , σ9) is
a factorization of τ of type (2, 3, 2, 3, 3, 4, 4, 2, 5). The corresponding factorization
graph is shown in Figure 3. (Note that the bipartite graph in the figure is drawn
in a special way such that the [d]-vertices are embedded onto Cτ . It will become
clear later why we draw the graph this way.)

We denote by G∗
S(d, r, τ ; e1, . . . , er−1) the set of all the factorization graphs of

type (d, r, τ ; e1, . . . , er−1). Clearly

G∗
S(d, r, τ ; e1, . . . , er−1) ⊂ GS(d, r; e1, . . . , er−1).

One may notice that the factorization graph in Figure 3 is a tree. In fact this is
not a coincidence. The following lemma and corollary discuss conditions when G
is a tree.

Lemma 3.3. Suppose G ∈ GS(d, r; e1, . . . , er−1) is connected. Then
∑r−1

j=1(ej−1) =
d− 1 if and only if G is a tree.

Proof. Any graph is a tree if and only if the graph is connected and the number
of vertices is one more than the number of edges. Therefore, G is a tree if and
only if 1 = |S ∪ supp(τ)| −

∑r−1
j=1 ej = r − 1 + d −

∑r−1
j=1 ej , which is equivalent to

∑r−1
j=1(ej − 1) = d− 1. �

Corollary 3.4. Suppose G ∈ G∗
S(d, r, τ ; e1, . . . , er−1). Then

∑r−1
j=1(ej − 1) = d− 1

if and only if G is a tree.

Proof. Suppose G is the factorization graph associated to (σ1, . . . , σr−1), a fac-
torization of τ. Since τ is a d-cycle, one sees (σ1, . . . , σr−1) generates a transitive
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Figure 3. A factorization graph G of type (20, 10, (1 2 · · · 20);
2, 3, 2, 3, 3, 4, 4, 2, 5).

subgroup of Sd. Thus, any two [d]-vertices of G are connected by a path. However,
any S-vertex is connected to some [d]-vertex. Hence, G is connected. Then the
conclusion follows from Lemma 3.3. �

It turns out that the same factorization graph can occur for different τ. However,
it is true that any two different factorizations of a fixed τ have different factorization
graphs, which is not obvious from the definition. We will show this fact at the end
of this section by induction on r, and to achieve this, we discuss conditions on
factorizations of τ .

Lemma 3.5. Suppose µ = (u1, . . . , uq) is a q-cycle and η ∈ Ssupp(µ) satisfying
supp(η) = {uj1 , . . . , ujp} ⊆ {u1, u2, . . . , uq} for some j1 > · · · > jp. Let s be the
number of disjoint cycles (including the ones of length 1) in the cycle decomposition
of µη. Then s ≤ p, and the followings are equivalent:

(i) s = p.
(ii) η = (uj1 , . . . , ujp).
(iii) µη = (uj1+1, uj1+2, . . . , uq, u1, . . . , ujp)(ujp+1, ujp+2, . . . , ujp−1

) · · ·
· · · (uj2+1, uj2+2, . . . , uj1).

Remark 3.6. In this paper, whenever we talk about cycle decomposition, in addition
to the disjoint cycles of length greater than 1 appearing in the standard cycle
decomposition of a permutation, we also include “cycles” of length 1. By convention,
each of these contains exactly one fixed point of the permutation. We consider the
support of each “1-cycle” to be its associated fixed point. Thus, the support of the
cycles in the cycle decomposition of a permutation in Sd always gives a partition
of [d].
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Proof of Lemma 3.5. Clearly, if ui 6∈ supp(η), then µ(ui) = µη(ui). Hence, under
the permutation µη, we must have

uj1+1 7→ uj1+2 7→ · · · 7→ uq 7→ u1 7→ u2 7→ · · · 7→ ujp−1 7→ ujp

ujp+1 7→ ujp+2 7→ · · · 7→ ujp−1
,

ujp−1+1 7→ ujp−1+2 7→ · · · 7→ ujp−2
,

· · ·

uj2+1 7→ uj2+2 7→ · · · 7→ uj1 .

Hence, the numbers in each line have to be in the same cycle in the cycle decom-
position of µη. Therefore the number of disjoint cycles in µη is at most the number
of lines we have above, i.e., s ≤ p.

It is easy to verify that (ii) and (iii) are equivalent. We show that (i) is equivalent
to (iii). We have s = p if and only if the number at the end of each line is mapped
to the number at the front under µη. This means

µη(ujp) = uj1+1, µη(ujp−1
) = ujp+1, . . . , µη(uj1) = uj2+1,

i.e.,

η(ujp) = µ−1(uj1+1) = uj1 , η(ujp−1
) = µ−1(ujp+1) = ujp , . . .

. . . , η(uj1) = µ−1(uj2+1) = uj2 .

Then our conclusion follows. �

Remark 3.7. We can also understand Lemma 3.5 combinatorially: Suppose µ =
(u1, . . . , uq) is a q-cycle and η ∈ Ssupp(µ) satisfying supp(η) = {uj1 , . . . , ujp} ⊆ {u1,
u2, . . . , uq} and j1 > · · · > jp. Recall Cµ is a circle whose nodes are labeled by
u1, . . . , uq in clockwise order.

Then the followings are equivalent:

(i) There are p cycles in the cycle decomposition of µη.
(ii) The numbers in η appear counterclockwise on Cµ.
(iii) We can cut Cµ into consecutive pieces such that each piece forms a cycle

in the cycle decomposition of µη when reading clockwise.

Example 3.8. Let µ = τ = (1 2 · · · 20) and η = σ−1
9 = (12 11 6 5 2) as in

Example 3.2. We have

µη = τσ−1
9 = (1 2 · · · 20)(12 11 6 5 2) = (3 4 5)(7 8 9 10 11)(13 14 · · · 20 1 2)(6)(12).

See Figure 4. Clearly 12, 11, 6, 5, 2 appear counterclockwise on Cτ . If we cut Cτ

after each of 2, 5, 6, 11, 12, then we get exactly 5 consecutive pieces (3, 4, 5), (6),
(7, 8, 9, 10, 11), (12) and (13, 14, . . . , 20, 1, 2) when reading the numbers in clockwise
order.

Lemma 3.9. Suppose
∑r−1

j=1(ej − 1) = d− 1 and (σ1, . . . , σr−1) is a factorization

of τ of type (e1, . . . , er−1), and G ∈ G∗
S(d, r, τ ; e1, . . . , er−1) is its corresponding

factorization graph. Then G is a tree by Corollary 3.4.
Suppose by deleting sr−1 and its incident edges from G, we obtain trees Q1, . . . ,

Qk, Qk+1, . . . , Qer−1
, where for 1 ≤ i ≤ k, the [d]-vertex set of Qi has size mi for

some mi ≥ 2, and for k + 1 ≤ i ≤ er−1, Qi just contains one single [d]-vertex.
For any i : 1 ≤ i ≤ k, let Bi be the set of j for which sj is in Qi. Then

{B1, . . . , Bk} is a partition of [r − 2] := {1, 2, . . . , r − 2}.
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Figure 4. The products of two cycles µ = (1 2 · · · 20) and η = (12 11 6 5 2).

For 1 ≤ i ≤ k, let γi :=
∏

j∈Bi
σj , where the product is taking over j in increasing

order, and for k + 1 ≤ i ≤ er−1, let γi be the 1-cycle containing the only [d]-vertex
of Qi. Then

(i) γ1 · · · γkγk+1 · · · γer−1
is the cycle decomposition of σ1 · · ·σr−2 = τσ−1

r−1.
(ii) γi is an mi-cycle on the [d]-vertex set of Qi.
(iii) (σj)j∈Bi

is a factorization of γi, and Qi is the factorization graph associated
to this factorization.

(iv)
∑

j∈Bi
(ej − 1) = mi − 1.

Example 3.10. Let d, r, σ1, . . . , σ9, τ and G be defined as in Example 3.2. So G
is the graph in Figure 3. If we delete s9 and its incident edges from G, we obtain
e9 = 5 trees, including two trees that are only a single [d]-vertex. Let Q1, Q2,
Q3, Q4 and Q5 denote the five trees with [d]-vertex set {3, 4, 5}, {7, 8, . . . , 11},
{13, 14, . . . , 20, 1, 2}, {6} and {12} respectively. Using the notation of Lemma 3.9,
we have k = 3, m1 = 3, m2 = 5, m3 = 10, and the corresponding partition of
[r − 2] = [8] is B1 = {4}, B2 = {1, 7}, B3 = {2, 3, 5, 6, 8}. Let γ1 = σ4 = (3 4 5),
γ2 = σ1σ7 = (7 8 · · · 11), γ3 = σ2σ3σ5σ6σ8 = (13 14 · · · 20 1 2), γ4 = (6) and
γ5 = (12). One can check that γ1γ2γ3γ4γ5 is the cycle decomposition of τσ−1

9 , and
for each i : 1 ≤ i ≤ 3, (ii), (iii) and (iv) hold.

Proof of Lemma 3.9. Since all the ej ’s are greater than 1, we have that any Qi

for k + 1 ≤ i ≤ er−1 does not contain any S-vertices. Therefore, each sj for any
j ∈ [r − 2] is in one of Q1, . . . , Qk. Thus, {B1, . . . , Bk} is a partition of [r − 2]. Let
i ∈ {1, . . . , k} and j ∈ Bi. One sees that all the [d]-vertices incident to sj have to
be in Qi as well. Therefore, supp(σj) is contained in the [d]-vertex set of Qi. Thus,
for any j1 ∈ Bi1 and j2 ∈ Bi2 with i1 6= i2, we have that supp(σj1 ) and supp(σj2 )
are disjoint, which implies that σj1σj2 = σj2σj1 . Hence,

k
∏

i=1

γi =

k
∏

i=1

∏

j∈Bi

σj =

r−2
∏

j=1

σj = τσ−1
r−1.
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Furthermore, for each i : 1 ≤ i ≤ k, γi =
∏

j∈Bi
σj is a permutation on the [d]-

vertex set of Qi. Therefore, the support of γi’s (1 ≤ i ≤ er−1) are completely
disjoint. Hence, we can partition the cycles in the cycle decomposition of τσ−1

r−1

into er−1 groups such that the product of the ith group of cycles is exactly γi. This
implies that er−1 is no greater than the number of cycles in the cycle decomposition
of τσ−1

r−1. However, by applying Lemma 3.5 with µ = τ and η = σ−1
r−1, we have

that the number of cycles in the cycle decomposition of τσ−1
r−1 is no greater than

er−1. Hence, these two numbers are equal. So each γi is one cycle in the cycle
decomposition of τσ−1

r−1. We conclude (i),(ii) and (iii). Finally, (iv) follows from
(iii) and Corollary 3.4. �

Combining Lemma 3.9, Lemma 3.5 and Remark 3.7, we have the following corol-
lary.

Corollary 3.11. Suppose
∑r−1

j=1(ej−1) = d−1 and (σ1, . . . , σr−1) is a factorization

of τ of type (e1, . . . , er−1). Then we have the following conclusions:

(i) For each j : 1 ≤ j ≤ r − 1, the numbers in σj appear clockwise on Cτ .
(ii) Let γ1, . . . , γk, γk+1, . . . , γer−1

be defined as in Lemma 3.9. Then supp(γ1),
. . . , supp(γer−1

) partition Cτ into consecutive pieces. Furthermore, for
each i : 1 ≤ i ≤ er−1, the numbers in γi appear consecutively on Cτ reading
clockwise. Moreover, each γi contains exactly one number from σr−1 and
this number is the last number appearing on Cτ .

Proof. By Lemma 3.9, we have that the number of cycles in the cycle decomposition
of τσ−1

r−1 is equal to er−1, the size of the support of σ−1
r−1. Hence, by Lemma 3.5

and Remark 3.7, we have (ii) and the numbers in σr−1 appear clockwise on Cτ .
We can conclude (i) for other j’s by applying Lemma 3.9/(iii)(iv), Lemma 3.5 and
Remark 3.7 recursively. �

By Corollary 3.11/(i), one sees that with the condition
∑r−1

j=1(ej − 1) = d − 1,
no two different factorizations of τ can have the same factorization graph.

Corollary 3.12. Suppose
∑r−1

j=1(ej − 1) = d − 1. The way we associate a graph

to a factorization gives a bijection between the set Fac(d, r, τ ; e1, . . . , er−1) and the
set G∗

S(d, r, τ ; e1, . . . , er−1).

Remark 3.13. We remark that if e1 = · · · = er−1 = 2, then d = r and Fac(d, d, τ ;
2, . . . , 2) contains factorizations of a d-cycle τ into d − 1 transpositions. In this
case for any G ∈ G∗

S(d, d, τ ; 2, 2, . . . , 2), the S-vertices of G have degree 2. For each
S-vertex sj ∈ G, suppose sj is incident to νj1 and νj2 . We can replace sj and its two
incident edges by one edge connecting νj1 and νj2 . Then we get a tree on vertex
set [d]. Therefore, the bijection discussed in Corollary 3.12 becomes a bijection
between trees on d vertices and factorizations of a d-cycle into d− 1 transpositions,
which is the same as the bijection defined by Moszkowski in [10] and the circle
chord diagram construction defined by Goulden and Yong in [5].

4. A Bijection between factorization graphs and multi-noded rooted

trees

For convenience, we assume τ = (1 2 · · · d). In this section, we will define a map
from factorization graphs in G∗

S(d, r, τ = (1 · · · d); e1, . . . , er−1) to multi-noded
rooted trees in MRS(1, e1−1, . . . , er−1−1), which we will show later is a bijection
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assuming
∑r−1

j=1(ej − 1) = d − 1. Clearly, such a bijection can be extended to any
τ.

We now construct our map.

Definition 4.1. Assume
∑r−1

j=1(ej − 1) = d − 1. For any G ∈ G∗
S(d, r, (1 2 · · · d);

e1, . . . , er−1), we have that G is a tree by Corollary 3.4. We make the [d]-vertex
1 of G a root, and call the resulting rooted tree GR. It is clear that si has ei − 1
children in GR, for each i : 1 ≤ i ≤ r − 1.

Recall that labeled multi-noded rooted trees are defined in Definition 2.8. We
define ΦL(G) = (M, l) to be the labeled multi-noded rooted tree, where M is in its
multi-noded representation obtained from GR in the following way:

a) We make the root 1 ofGR a single-noded vertex, which is the root of ΦL(G).
We keep the node label 1 and label the single-noded vertex with s0 = 0.

b) For each i : 1 ≤ i ≤ r − 1, suppose ν1 < · · · < νei−1 are the children of si
and ν is the parent of si in GR. Let si be an (ei−1)-noded vertex containing
nodes which are labeled by ν1, . . . , νei−1 from left to right. Then connect
si to the node ν.

One sees that ΦL(G) = (M, l) is in LMRS(1, e1 − 1, . . . , er−1 − 1), where M ∈
MRS(1, e1 − 1, . . . , er−1 − 1). We denote M by Φ(G).

Example 4.2. Let d = 20, r = 10, τ = (1 2 · · · 20) and G be the graph shown
in Figure 3, which is the bipartite graph associated to the factorization defined
in Example 3.2. Then G ∈ G∗

S(d, r, τ ; 2, 3, 2, 3, 3, 4, 4, 2, 5) and ΦL(G) is a la-
beled multi-noded rooted tree in LMRS(1, 1, 2, 1, 2, 2, 3, 3, 1, 4). Figure 5 shows
the multi-noded representation of ΦL(G). After removing labels for the nodes, we
get Φ(G), which is the multi-noded rooted tree shown in Figure 1(b).

r
0☛

✡
✟
✠✘✘✘✘✘✘✘✘

❳❳❳❳❳❳❳❳
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r
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Figure 5. A multi-noded rooted tree with labeled nodes.

Theorem 4.3. Suppose
∑r−1

j=1(ej − 1) = d − 1. Then Φ gives a bijection from

G∗
S(d, r, (1 2 · · · d); e1, . . . , er−1) to MRS(1, e1 − 1, . . . , er−1 − 1).

Given this theorem, we can prove our main theorems.

Proof of Theorems 1.2 and 1.4. By Corollary 3.12 and Theorem 4.3, we see that
we obtain a (two-step) bijection from factorizations of τ = (1 2 · · · d) of type
(e1, . . . , er−1) to multi-noded rooted trees of vertex data (1, e1 − 1, . . . , er−1 − 1) :

Fac(d, r, (1 2 · · · d); e1, . . . , er−1) −→ G∗
S(d, r, (1 2 · · · d); e1, . . . , er−1)

−→ MRS(1, e1 − 1, . . . , er−1 − 1).
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We can extend this bijection to any τ. Hence, Theorem 1.2 follows from Corollary
2.7. As we discussed in the introduction, Theorem 1.4 follows. �

We remark that although the bijection we construct has two steps, each of the
steps is quite simple.

We finish this section with a proof of Corollary 2.9.

Proof of Corollary 2.9. For every such spanning tree, we can get a labeled multi-
rooted tree (M, l) using a map similar to the bijection ΦL we defined for fac-
torization graphs, except that we make v1 the single-noded root instead of 1.
Here M has vertex data (1, ℓ1 − 1, ℓ2 − 1, . . . , ℓm − 1), and l can be any label-
ing such that the single-noded root is labeled v1 and all the other nodes are labeled
with u1, u2, . . . , um. There are (1 +

∑m

i=1(ℓi − 1))m−1 · 1 = nm−1 such M ’s, and

for each M , there are
(

n−1
ℓ1−1,ℓ2−1,...,ℓm−1

)

ways to label it, therefore we get (2.3).

(Note that if ℓi = 1 for some i = 1, 2, . . . ,m, we just neglect the “empty” ver-
tex and the result still holds.) By summing over all positive integer solutions of
ℓ1 + ℓ2 + · · ·+ ℓm = n+m− 1, we get (2.4). �

We devote the rest of the paper to the proof of Theorem 4.3.

5. Characterization of factorization graphs

In this section, we will give a proposition (Proposition 5.4) to characterize prop-
erties of graphs in G∗

S(d, r, τ ; e1, . . . , er−1), which will be used to prove Theorem 4.3
in the next section.We first give definitions that are useful for the statement of the
proposition.

Definition 5.1. Suppose S′ ⊆ S and γ is a cycle in Sd. Let G be an S′-supp(γ)
bipartite tree.

Suppose s ∈ S′. We say s has the consecutive partition property (or CPP) on
(G, γ) if after we remove s and all its incident edges from G, the sets of [d]-vertices
of the subtrees we obtain partition the circle Cγ into consecutive pieces.

Suppose ν ∈ supp(γ) and {sj1 < sj2 < · · · < sjt} are the set of S-vertices incident
to ν in G. By removing ν and all its incident edges, suppose we obtain t subtrees.
We say ν has the counterclockwise increasing consecutive partition property (or
CICPP) on (G, γ) if the following are satisfied:

a) The [d]-vertices of the t subtrees partition Cγ \ {ν} into consecutive pieces.
b) If we order the pieces in counterclockwise order on Cγ starting from ν, then

the m-th piece is the [d]-vertex set of the subtree that contains vertex sjm
for any 1 ≤ m ≤ t.

We can restate part of Corollary 3.11/(ii) with this definition using the connec-
tion between γi and Qi discussed in Lemma 3.9.

Corollary 5.2. Suppose
∑r−1

j=1(ej − 1) = d − 1 and G ∈ G∗
S(d, r, τ ; e1, . . . , er−1).

Then sr−1 has CPP on (G, τ).

The properties CPP and CICPP are not independent. In fact we have the
following lemma.

Lemma 5.3. Suppose S′ ⊆ S and γ is a cycle in Sd. Let G be an S′-supp(γ)
bipartite tree. Suppose s ∈ S′. If all the [d]-vertiecs incident to s have CICPP on
(G, γ), then s has CPP on (G, γ).
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Proof. Suppose ν1, . . . , νk are the [d]-vertices incident to s. Let Q1, . . . , Qk be the
subtrees containing ν1, . . . , νk respectively obtained from G by removing s and its
incident edges. One sees that it suffices to show that for each i : 1 ≤ i ≤ k, the
union of [d]-vertex sets of Qi′ with i′ 6= i is a consecutive piece on Cγ . However, this
follows from that νi has CICPP on (G, γ) since this union is exactly the [d]-vertex
set of the tree containing s obtained by deleting the edge {s, νi} from G. �

We now state the main result of this section.

Proposition 5.4. Suppose G ∈ GS(d, r; e1, . . . , er−1).

Then
∑r−1

j=1(ej − 1) = d − 1 and G ∈ G∗
S(d, r, τ ; e1, . . . , er−1) if and only if G

satisfies the following conditions:

(1) G is a tree.
(2) Any [d]-vertex of G has CICPP on (G, τ).

Therefore, by Lemma 5.3, if
∑r−1

j=1(ej − 1) = d− 1 and G ∈ G∗
S(d, r, τ ; e1, . . . , er−1),

we also have the following:

(3) Any S-vertex of G has CPP on (G, τ).

One can check that (3) of Proposition 5.4 is equivalent to the condition that G
has a planar embedding with [d]-vertices on the circle Cτ and S-vertices inside the
circle.

Example 5.5. Let G be the graph shown in Figure 3, which is the bipartite graph
associated to the factorization defined in Example 3.2.

From Example 3.10, we see that s9 has CPP on (G, (1 2 · · · 20)), where the
corresponding partition is {{3, 4, 5},{6},{7, 8, . . . , 11},{12},{13, 14, . . . , 20, 1, 2}}.

If we remove the [d]-vertex 19 and all its incident edges, we get three trees T1,
T2 and T3 whose vertex sets are {s2, s6} ∪ {14, 15, . . . , 18}, {s1, s3, s4, s5, s7, s9} ∪
{1, 2, . . . , 13} and {s8}∪ {20}, respectively. It is easy to see that the [d]-vertex sets
of T1, T2 and T3 partition the circle (1 2 · · · 18 20) into consecutive pieces, and
these pieces are in counterclockwise order on the circle starting from 19. Moreover,
the S-vertices incident to 19 are s2, s6 and s8, and satisfy that s2 ∈ T1 s6 ∈ T2 and
s8 ∈ T3. Thus 19 has CICPP on (G, (1 2 · · · 20)).

The readers can check that all the other S-vertices have CPP on (G, (1 2 · · · 20)),
and all the other [d]-vertices have CICPP on (G, (1 2 · · · 20)).

We will use the following lemma to prove Proposition 5.4.

Lemma 5.6. Suppose G is an S-[d] bipartite tree. Let ν0 be a [d]-vertex of G.
Suppose Q and Q̄ are two subtrees of G satisfying: (1) The union of Q and Q̄

is G; (2) ν0 is the only common vertex of Q and Q̄; (3) the [d]-vertex set of Q is a
consecutive piece on Cτ and ends with ν0 when reading clockwise.

Let γ be the cycle obtained by reading the [d]-vertices of Q in clockwise order on
Cτ . Then we have the following:

(i) For any ν 6= ν0 a [d]-vertex of Q, ν has CICPP on (Q, γ) if and only if ν
has CICPP on (G, τ).

If we suppose further that {sj1 < sj2 < · · · < sjt} are the set of S-vertices
incident to ν0 in G, and sj1 , . . . , sjt−1

are in Q and sjt is in Q̄, then

(ii) ν0 has CICPP on (Q, γ) if and only if ν0 has CICPP on (G, τ).
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Proof. The labeling of τ does not matter, so we can always relabel so that ν0
is the size of the [d]-vertex set of Q. Without loss of generality, we assume τ =
(1 2 · · · d) and the [d]-vertex set of Q is {1, 2, . . . , ν0}. So the [d]-vertex set of Q̄ is
{ν0, ν0 + 1, . . . , d}. We also let γ be the cycle (1 2 · · · ν0).

(i) Suppose by removing ν and its incident edges from G, we get trees T1, . . . ,
Tt. We can assume T1 is the tree that contains ν0. Let T ′

1 be the tree
obtained from T1 by deleting Q̄. One can check that T ′

1, T2, . . . , Tt are the
trees we obtain by removing ν and its incident edges from Q.

Suppose ν has CICPP on (Q, γ). Then the [d]-vertices of T ′
1, T2, . . . , Tt

partition Cγ\{ν} into consecutive pieces. Because T ′
1 contains ν0, the [d]-

vertex set of T ′
1 is of the form {α, α + 1, · · · , ν0, 1, 2, · · · , β} for some 0 ≤

β < α ≤ ν0, and the other t − 1 trees partition [β + 1, α − 1] \ {ν} into
consecutive pieces. However, the [d]-vertices of Q̄ are {ν0, ν0 + 1, . . . , d}.
Hence, the [d]-vertices of T1 are {α, α + 1, . . . , d, 1, 2, . . . , β}. Therefore,
the [d]-vertices of T1, T2, . . . , Tt partition Cτ\{ν} into consecutive pieces.
Moreover, condition b) in the definition of ν having CICPP on (G, τ) can
also be verified. Therefore we proved that ν has CICPP on (G, τ).

By similar arguments we can prove the other direction that if ν has
CICPP on (G, τ), then ν has CICPP on (Q, γ).

(ii) Let T1, . . . , Tt be the subtrees obtained from G by removing ν0 and its
incident edges, where Tm contains sjm for each m : 1 ≤ m ≤ t. One checks
that Q̄ is the union of Tt and the edge {ν0, sjt} and Q is the union of

T1, . . . , Tt−1 and edges {{ν0, sjm}}t−1
m=1. Hence, T1, . . . , Tt−1 are the trees

we obtain by removing ν0 and its incident edges from Q, and the [d]-vertex
set of Tt is {ν0+1, ν0+2, . . . , d}. Now it is easy to verify that ν0 has CICPP
on (Q, γ) if and only if ν0 has CICPP on (G, τ).

�

Proof of Proposition 5.4. We prove the proposition by induction on r. Suppose r =
2. The condition

∑r−1
j=1(ej−1) = d−1 is equivalent to e1 = d. Under this condition,

G∗
S(d, r, τ ; e1, . . . , er−1) contains only one graph G0 = ({s1} ∪ [d], {{s1, ν}}

d
ν=1),

which satisfies (1) and (2). On the other hand, if G satisfies (1) and (2), one sees
that G = G0, which is in G∗

S(d, r, τ ; e1, . . . , er−1). Furthermore, we have to have
d = e1.

Suppose r0 ≥ 3 and the proposition holds for any r < r0. We prove the case
r = r0. Let G = (V,E) ∈ GS(d, r; e1, . . . , er−1). For convenience, for each j : 1 ≤
j ≤ r − 1, we define the following:

• Let Ej be the set of edges in G that are incident to sj .
• Let Pj be the “star-shaped” graph whose vertices are sj and the ej [d]-
vertices incident to sj , and whose edge set is Ej .

Suppose
∑r−1

j=1(ej − 1) = d− 1 and G is the graph associated to a factorization

(σ1, . . . , σr−1). Then G is a tree by Corollary 3.4. We only need to show (2).
Let k,Q1, . . . , Qk, Qk+1, . . . , Qer−1

, γ1, . . . , γk, γk+1, · · · , γer−1
and B1, . . . , Bk be

defined as in Lemma 3.9. By Lemma 3.9/(iii),(iv) and the induction hypothesis,
we know that Qi satisfies (1) and (2) for 1 ≤ i ≤ k.

For any i : 1 ≤ i ≤ k, we define νi to be the [d]-vertex of Qi that was incident
to sr−1 and Q̄i the union of Pr−1 and ∪i′ 6=iQi′ . One checks that the union of Qi

and Q̄i is G and νi is the only common vertex of Qi and Q̄i. Thus, using these
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together with Corollary 3.11/(ii), one sees that the hypothesis for (i) of Lemma 5.6
is satisfied by setting Q = Qi, Q̄ = Q̄i and γ = γi.

Let ν be an S-vertex of G. Suppose ν is not in supp(σr−1), the set of vertices
incident to sr−1. Then ν is in Qi for some i : 1 ≤ i ≤ k. Since ν has CICPP on
(Qi, γi), by Lemma 5.6/(i), ν has CICPP on (G, τ). Suppose ν is in supp(σr−1).
Then ν ∈ Qi for some i : 1 ≤ i ≤ er−1. If i > k, ν is the only vertex in Qi and sr−1

is the only vertex that is incident to ν. Then ν automatically has CICPP on (G, τ).
Suppose i ≤ k. Since sr−1 is the biggest S-vertex incident to ν, the conclusion
follows from Lemma 5.6/(ii) and the fact that ν has CICPP on (Qi, γi).

Therefore, we proved that if
∑r−1

j=1(ej−1) = d−1 andG ∈ G∗
S(d, r, τ, e1, . . . , er−1),

then G satisfies (1) and (2).
Suppose G satisfies (1) and (2). Since G is a tree which is connected, by Lemma

3.3,
∑r−1

j=1(ej − 1) = d − 1. Hence, we only need to prove that G is a factorization

graph of type (d, r, τ ; e1, . . . , er−1). For each j : 1 ≤ j ≤ r − 1, we define σj to
be the ej-cycle obtained by reading [d]-vertices incident to sj in clockwise order as
appeared in Cτ . It suffices to show that σ1 · · ·σr−1 = τ.

We assume the [d]-vertices incident to sr−1 are ν1, . . . , νer−1
. Let Q1, . . . , Qer−1

be the subtrees we obtain by deleting sr−1 and its incident edges from G, where
Qi contains νi for each i. Since sr−1 has CPP on (G,τ), the [d]-vertex set of Qi is
a consecutive piece on Cτ containing νi. We claim that

(i) the [d]-vertex set of Qi is a consecutive piece on Cτ which ends with νi
when read in clockwise order, for each i : 1 ≤ i ≤ er−1.

One sees that it is enough to prove that

(i′) the [d]-vertex set of Qi does not contain τ(νi), the number after νi on Cτ

in clockwise order, for each i.

We assume to the contrary that for some i, the [d]-vertex set of Qi contains τ(νi).
Then among the subtrees we obtain by removing νi and its incidence edges, the one
containing sr−1 does not contain the vertex τ(νi), which contradicts the assumption
that νi has CICPP on (G, τ). Therefore, (i′) holds and thus (i) holds.

Let mi be the size of the [d]-vertex set of Qi for each i. Without loss of generality,
we may assume m1, . . . ,mk ≥ 2 and mk+1 = · · · = mer−1

= 1 for some k.
Since all the ej’s are greater than 1, any Qi for k+1 ≤ i ≤ er−1 does not contain

any S-vertices. Therefore, each sj for any j ∈ [r − 2] is in one of Q1, . . . , Qk. Let
Bi be the set of j’s where sj is Qi, for any i : 1 ≤ i ≤ k. We check that Qi is the
union of Pj for all j ∈ Bi and G is the union of Pr−1 and ∪k

i=1Qi.
For each i : 1 ≤ i ≤ er−1, let γi be the cycle obtained by reading the [d]-vertex set

of Qi on Cτ in clockwise order. Because the Qi’s have property (i), by Lemma 3.5
with η = σ−1

r−1 and µ = τ, we have that
∏er−1

i=1 γi is the cycle decomposition of τσ−1
r−1.

Moreover, since γk+1, . . . , γer−1
are cycles of length 1, we have

k
∏

i=1

γi = τσ−1
r−1.

Let i be an integer with 1 ≤ i ≤ k. One sees that Qi ∈ GS(mi,#Bi+1; (ej)j∈Bi
).

It is clear that Qi is a tree because G is a tree. We then claim Qi also satisfies the
following:

(ii) Any [d]-vertex of Qi has CICPP on (Qi, γi).

We can prove (ii) similarly as we did in the first half of this proof by using Lemma
5.6. We omit the details.
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Now by the induction hypothesis, we have thatQi ∈ G∗
S(mi,#Bi+1, γi; (ej)j∈Bi

),
which implies that

∏

j∈Bi
σj = γi. Since for any j1 ∈ Bi1 and j2 ∈ Bi2 with i1 6= i2,

we have that supp(σj1 ) and supp(σj2) are disjoint, σj1 and σj2 commute. Hence,

r−2
∏

j=1

σj =

k
∏

i=1

∏

j∈Bi

σj =

k
∏

i=1

γi = τσ−1
r−1.

Therefore, σ1 . . . σr−1 = τ.
Thus, we proved that the proposition holds for r = r0. �

6. Proof of Theorem 4.3

Let S = {s1 < s2 < · · · < sr−1} be a set of positive integers disjoint from
{1, . . . , d}. Also, by convention, we set s0 = 0. (So s0 < s1 < · · · < sr−1.)

We define LMR∗
S(1, e1−1, . . . , er−1−1) to be the set of all labeled multi-noded

rooted trees ΦL(G) associated to factorization graphs G ∈ G∗
S(d, r, (1 2 · · · d); e1,

. . . , er−1). Then

LMR∗
S(1, e1 − 1, . . . , er−1 − 1) ⊂ LMRS(1, e1 − 1, . . . , er−1 − 1).

The map Φ can be factored into two steps, as shown in Figure 6.

G∗
S(d, r, (1 2 · · · d); e1, . . . , er−1) LMR∗

S(1, e1 − 1, . . . , er−1 − 1)

MRS(1, e1 − 1, . . . , er−1 − 1)

ΦL

removing labels of nodes
Φ

Figure 6.

Hence, Theorem 4.3 follows from the following two lemmas.

Lemma 6.1. Suppose
∑r−1

j=1(ej − 1) = d − 1. Then ΦL is a bijection from

G∗
S(d, r, (1 2 · · · d); e1, . . . , er−1) to LMR∗

S(1, e1 − 1, . . . , er−1 − 1).

Lemma 6.2. Suppose
∑r−1

j=1(ej − 1) = d − 1. For any M ∈ MRS(1, e1 −

1, . . . , er−1−1), there exists a unique labeling l of the nodes of M such that (M, l) ∈
LMR∗

S(1, e1 − 1, . . . , er−1 − 1).

Proof of Lemma 6.1. Given any (M, l) ∈ LMRS(1, e1 − 1, . . . , er−1 − 1), we define
Ψ(M, l) to be the S-[d] bipartite graph G whose edge set consists of {s, ν} for which
ν is either a node contained in vertex s in M or the parent of s in M. It is clear
that G is in GS(d, r; e1, . . . , er−1) and is connected. Then by Lemma 3.3, G is a
tree. Hence, Ψ(M, l) is a map from LMRS(1, e1 − 1, . . . , er−1 − 1) to the set of
S-[d] bipartite trees.

For any G ∈ G∗
S(d, r, (1, . . . , d); e1, . . . , er−1), we have that Ψ(ΦL(G)) = G.

Hence, ΦL is injective. Thus, the lemma follows. �

In order to prove Lemma 6.2, we need to discuss properties of the labeling l of
any (M, l) ∈ LMR∗

S(1, e1− 1, . . . , er−1− 1). For convenience, we give the following
definitions:
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Definition 6.3. Given (M, l) ∈ LMRS(1, e1 − 1, . . . , er−1 − 1), and any subgraph
M ′ of M, we denote by l(M ′) the set of labels of the nodes in M ′.

For any node ν, we denote by Mν the subtree of M whose root has the single
node ν.

For any vertex s, we denote by Ms the subtree of M rooted at s.

Lemma 6.4. Assume
∑r−1

j=1(ej − 1) = d − 1. Let (M, l) ∈ LMRS(1, e1 − 1, . . . ,

er−1 − 1). Then (M, l) ∈ LMR∗
S(1, e1 − 1, . . . , er−1 − 1) if and only if there exist

1 ≤ αν ≤ βν ≤ d for each node ν of M and 1 ≤ α′
j ≤ β′

j ≤ d for each vertex sj of
M satisfying the following conditions:

(i) For any ν a node of M, l(Mν) = [αν , βν ] := {αν , αν + 1, . . . , βν}.
(ii) For any sj a vertex of M, l(Msj ) = [α′

j , β
′
j].

(iii) Suppose ν is a node contained in the vertex sj , and sj1 , . . . , sjℓ are the
vertices connected to ν with j1 < · · · < jk < j < jk+1 < . . . < jℓ for
some 0 ≤ k ≤ ℓ. Then {l(ν)}, [α′

j1
, β′

j1
], . . . , [α′

jℓ
, β′

jℓ
] partition [αν , βν ] into

consecutive pieces with β′
jk

< · · · < β′
j1

< l(ν) < β′
jℓ
< · · · < β′

jk+1
.

(iv) Suppose sj is a vertex of M. Let ν1, ν2, . . . , νej−1 be the nodes in sj from
left to right. Then [αν1 , βν1 ], . . . , [ανej−1

, βνej−1
] partition [α′

j , β
′
j ] into con-

secutive pieces with βν1 < · · · < βνej−1
.

Example 6.5. Let M be the labeled multi-noded rooted tree in Figure 5. We
verify Lemma 6.4 for some parts of M. For vertex s9 and nodes contained in s9, we
have

l(Ms9) = [3, 12], l(M5) = [3, 5], l(M6) = [6, 6], l(M11) = [7, 11], l(M12) = [12, 12].

Clearly, we have l(M5), l(M6), l(M11), l(M12) partition l(Ms9) into consecutive pieces
with β5 = 5 < β6 = 6 < β11 = 11 < β12 = 12. (Note that it is a coincidence
that all βν = ν for the four nodes we discussed. It is not always the case, e.g.,
β15 = 18 6= 15.)

s1 and s7 are the vertices connected to the node 11. We have 1 < 7 < 9, and
{11}, l(Ms1) = [10, 10] = {10}, l(Ms7) = [7, 9] = {7, 8, 9} partition l(M11) = [7, 11]
into consecutive pieces. Furthermore, we have β′

7 = 9 < β′
1 = 10 < 11.

Proof of Lemma 6.4. Suppose (M, l) ∈ LMR∗
S(1, e1−1, . . . , er−1−1). Then (M, l) =

ΦL(G) for some G ∈ G∗
S(d, r, (1 2 · · · d); e1, . . . , er−1). By Proposition 5.4, G satis-

fies (2) and (3) of Proposition 5.4. It follows directly that l(Mν) for any node ν and
l(Msj ) for any vertex sj are consecutive pieces on the circle C. Furthermore, since
1 is the label of the node in the root, one sees each consecutive piece is actually a
consecutive piece of [1, d]. Hence, we can define αν , βν and α′

j , β
′
j such that (i) and

(ii) are satisfied.
Let ν be a node of M. Assume ν is the single node labeled by 1 in the root

s0 = 0. Because s0 < sj1 < · · · < sjℓ , (iii) follows from the fact that the [d]-vertex
1 has CICPP on (G, (1 2 · · · d)). Suppose ν is not in the root. We denote by M̄ν

the tree obtained from M be removing Mν . Then the fact that ν has CICCP on
(G, (1 2 · · · d)) implies that l(Msj1

), . . . , l(Msjk
), l(M̄ν), l(Msjk+1

), . . . , l(Msjℓ
) are

consecutive pieces on C starting from ν in counterclockwise order. Note that l(M̄ν)
contains node 1, and the union of l(Msj1

), . . . , l(Msjk
), l(Msjk+1

), . . . , l(Msjℓ
) and

{l(ν)} is l(Mν). Thus, (iii) follows.
Let j ∈ {0, 1, . . . , r−1}. If j = 0, (iv) clearly holds. Suppose j ∈ [r−1]. One sees

that sj having CPP on (G, (1 2 · · · d)) implies that l(Mν1), . . . , l(Mνej−1
) partition
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l(Msj ) into consecutive pieces. Furthermore, when we construct (M, l) = ΦL(G)
from G, we require the labels of the nodes in sj to be in increasing order from left
to right. It follows that βν1 < · · · < βνej−1

. Therefore, (iv) holds.

Now we prove the other direction. Suppose (M, l) ∈ LMRS(1, e1−1, . . . , er−1−
1) and there exist 1 ≤ αν ≤ βν ≤ d for each node ν of M and 1 ≤ α′

j ≤
β′
j ≤ d for each vertex sj of M satisfying (i)-(iv). Let Ψ be the map from

LMRS(1, e1 − 1, . . . , er−1 − 1) to the set of S-[d] bipartite trees defined in the
proof of Lemma 6.1, and define G := Ψ(M, l). We can reverse the proof in the
last two paragraphs to show that (iii) and (iv) imply that G satisfies (2) and (3)
of Proposition 5.4. Since G is also a tree, using Proposition 5.4, we conclude
that G ∈ G∗

S(d, r, (1 2 · · · d); e1, . . . , er−1). It is sufficient to show that ΦL(G) =
(M, l). However, one checks that for any (M, l) ∈ LMRS(1, e1 − 1, . . . , er−1 − 1),
ΦL(Ψ(M, l)) = (M, l) if and only if the following two conditions hold:

(1) The label of the single node in the root s0 of M is 1.
(2) For any j ∈ [r− 1] the labels of the nodes in sj are in increasing order from

left to right.

However, (1) follows from (iii) by letting ν be the single node in s0, and (2) follows
from the condition βν1 < · · · < βνej−1

in (iv). �

Proof of Lemma 6.2. Let M ∈ MRS(1, e1 − 1, . . . , er−1 − 1). By Lemma 6.4, it is
equivalent to prove that there exists a unique choice of a labeling l for the nodes of
M with set [d], and integers 1 ≤ αν ≤ βν ≤ d for each node ν of M and integers
1 ≤ α′

j ≤ β′
j ≤ d for each vertex sj of M such that (i)-(iv) of Lemma 6.4 are

satisfied.
For any vertex sj , we say it is a level-m vertex if it has distance m to the root

s0. We call a node a level-m node if it is inside a level-m vertex. We will describe
an algorithm to choose the unique l, αν , βν and α′

j , β
′
j . The algorithm will assign

values in the order of levels: At step (0), we define α′
0 and β′

0 for the root s0;
at step (2m+1) (for m ≥ 0), we define αν and βν for all level-m nodes; at step
(2m+2) (for m ≥ 0), we define l(ν) for all level-m nodes, and define α′

j and β′
j for

all level-(m+ 1) vertices.

(0) For the root s0 of M, since Ms0 = M, the set of labels in Ms0 is just [d].
Therefore, there is a unique way to choose α′

0 = 1 and β′
0 = d.

(2m+1) Suppose for any vertex sj at level-m, α′
j and β′

j are defined.
Let sj be a vertex at level-m and let ν1, ν2, . . . , νej−1 be the nodes in

sj from left to right. Let ni be the number of nodes in Mνi for each
1 ≤ i ≤ ej − 1. Since α′

j and β′
j are defined already, one sees that there is a

unique way to choose αν1 , βν1 , . . . , ανej−1
, βνej−1

such that (iv) of Lemma

6.4 is satisfied for sj :

ανi := α′
j +

i−1
∑

t=1

nt, βνi := α′
j − 1 +

i
∑

t=1

nt, ∀1 ≤ i ≤ ej − 1.

Therefore, in this step, we can define αν and βν for all the nodes at
level-m.

(2m+2) Suppose for any vertex ν at level-m, αν and βν are defined.
Let ν be a level-m node contained in vertex sj , and sj1 , . . . , sjℓ the

vertices connected to ν with j1 < · · · < jk < j < jk+1 < . . . < jℓ
for some 1 ≤ k ≤ ℓ. Clearly, sj1 , . . . , sjℓ are level-(m + 1) vertices. Let
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n1, n2, . . . , nℓ be the number of nodes in Mj1 ,Mj2 , . . . ,Mjℓ . Since αν and
βν are defined already, one sees that there is a unique way to choose
l(ν), α′

j1
, β′

j1
, . . . , α′

jej−1
, β′

jej−1
such that (iii) of Lemma 6.4 is satisfied for

ν :

l(ν) = αν +

k
∑

t=1

nt;

α′
ji
:= αν +

k
∑

t=i+1

nt, β′
ji
:= αν − 1 +

k
∑

t=i

nt, ∀1 ≤ i ≤ k;

α′
ji
:= αν +

k
∑

t=1

nt + 1 +

ℓ
∑

t=i+1

nt, β′
ji
:= αν +

k
∑

t=1

nt +

ℓ
∑

t=i

nt, ∀k + 1 ≤ i ≤ ℓ.

Therefore, in this step, we define labels for all the nodes at level-m and
α′
j and β′

j for all the vertices at level-(m+ 1).

It is easy to see that this algorithm defines the unique solution to l, αν , βν , α
′
j , β

′
j

that satisfies (i)-(iv) of Lemma 6.2. �

We proved Lemma 6.1 and 6.2. Hence, Theorem 4.3 follows.
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