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Abstract The topic of this paper is the study lofformation

Miguel A. Mosteiro -

Shmuel Zaks

ity between oblivious and quasi-oblivious (hence, ada)tiv

Disseminationin Mobile Ad-hoc Networks by means of de- protocols is almost linear. This gap is what we call pinefit
terministic protocols. We assume a weak set of restrictionsf global synchronysince it represents the gain the network

on the mobility of nodes, parameterized by the discon-
nection timeandg, thelink stability time such that the Mo-

obtains from global synchrony with respect to not having
it. We note that the global synchrony required by the effi-

bile Ad-hoc Networks considered are connected enough farient quasi-oblivious protocol proposed is simply achieve
dissemination. Such a connectivity model generalizes preby piggybacking in the messages sent the time at the source
vious models in that we assume much less connectivity, anode, as a global reference.

make explicit the assumptions in previous papers. The pr

tocols studied are classified into three classé$ivious(the

q{eywords Mobile Ad-hoc Networks Radio Networks

Geocast Broadcast Lower Bounds

transmission schedule of a node is only a function of its ID),
quasi-obliviougthe transmission schedule may also depend

on a global time), anddaptive.

The main contribution of this work concerns negative

1 Introduction

results. Contrasting the lower and upper bounds derived, ilA Mobile Ad-hoc Network (aka MANET) is a set of mobile
teresting complexity gaps among protoco!-clgsses are olyodes which communicate over a multihop radio network,
served. These results show that the gap in time compleXyithout relying on a stable infrastructure. In these neksor
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nodes are usually battery-operated devices that can commu-
nicate via radio with other devices that are in range. Due
to unreliable power supply and mobility, nodes may have a
continuously changing set of neighbors in that range. This
dynamic nature makes it challenging to solve even the sim-
plest communication problems in general. Hence, proposed
protocols often have strong synchronization and stabidity
quirements, like having a stable connected network for long
enough time.

Current trends in networking-architecture developments,
like delay and disruption tolerant networkandopportunis-
tic networking[18, 43], aim to deal with the disconnections
that naturally and frequently arise in wireless environtaen
Their objective is to allow communication in dynamic net-
works, like a MANET, even if a route between sender and
receiver never exists in the network. The result is that imult
hop communication is provided througpportunistic com-
munication,in which theonline route of a message is fol-
lowed one link at a time, as links in the route become avail-
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able. While the next link is not available, the message id hela particular predicat®. In order to prove lower bounds,
in a node. With opportunistic communication, strong con-we will use one of these instances: the Geocast problem.
nectivity requirements are no longer needed. Furthermord&he predicateP for Geocast isP(z) = true if and only
in some cases mobility is the key to allow communicationif, at time ¢;, « is up and running, and it is located within
(e.g., consider two disconnected static nodes, where cona- parametric distancé > 0 (called eccentricity from the
munication between them is provided by a device that, duposition of the source node at that time.
to mobhility, sometimes is in range of one and sometimes of
the other).

In this paper, we formally define a particular class of1 5 podel
MANET which is suited for opportunistic communication,

and which we calpotentially epidemicA MANET is poten-  \ne consider a MANET formed by a s&f of n mobile

tially epidemic if the changes in the communication topol-nodes deployed iiR2, where no pair of nodes can occupy
ogy are such that an online route exists among any two nodgse same pointin the plane simultaneously. It is assumed tha
that wish to communicate. each node has data-processing and radio-communication ca-

The network ispotentiallyepidemic because the actual papilities, and a unique identificator number (ID)[ir| £
propagation of the information on the online routes, andthe {1 1.
the possibility for a node to affect another node, depends on  Time. Each node is equipped with a clock that ticks at
the stability of each communication link of the online raute {ne same uniform rate but, given the asynchronous acti-

In this context, we define and study the deterministiGyation, the clocks of different nodes may start at different
solvability of a problem that we caisseminationIn this  times. A time interval of duratiori/p is long enough to
problem, at a given time a source node holds an informatiog 5 nsmit (resp. receive) a message. Computations in each
that must be disseminated to a given set of nodes belongingge are assumed to take no time. Starting from a time in-
to the MANET. The nodes elected to eventually receive thgant used as reference, the global time is slotted as a se-
information are the ones that satisfy a given predicate. Degyence of time intervals dime slots1, 2, . .., where slot
pending on this predicate, the Dissemination problem cap . () corresponds to the time intervidi — 1)/p,i/p). Al
instantiate most of the common communication problems ifyoges ticks are assumed to be in phase with this global tick.
distributed systems, such as Broadcast, Multicast, G&ocaghe use of a slotted scenario instead of a more realistic un-
Routing, etc. slotted one was justified in [45], where it was shown that

In particular, we determine assumptions on link stabilityihey differ only by a factor of 2 because a packet can inter-
and speed of nodes under which a distributed deterministigre in no more than 2 time slots.
protocol exists that solves Dissemination in potentiafii+ e Node Activation. We say that a node iactiveif it is
demic networks. Moreover, we relate the time complexity Ofpowered up, anihactiveotherwise. It is assumed that, due
the solution to the speed of movement and to the informatiog, |5ck of power supply or other unwanted events that we
that protocols may use. call failures active nodes may become inactive. Likewise,
due also to arbitrary events such as replenishing their bat-
teries, nodes may be re-activated. We call the temporal se-
quence of activation and failures of a node Hwivation
scheduleThe activation schedule for each node is assumed
to be chosen by an adversary, in order to obtain worst-case
bounds. Most of the lower-bound arguments included in this
paper hold, even if all nodes are activated simultaneously
Definition 1 Given a MANET formed by a s&f of n nodes, and never fail (vyhich readily provide a global time), making
let P be a predicate of ands € V anode that holds a piece the results obtained stronger. _
of information at timet, (s is the source of dissemination). e assume that a node is activated in the boundary be-
TheDisseminationproblem consists of distributingto the ~ tWeen two consecutive time slot.s.. Ifa Qode is activated be-
set of noded/p = {z € V :: P(z)}. A node that has re- tWeen ;Iot#— 1 andt we say thaj[ itis activated at slgtand
ceived! is termedcovered and otherwise it isincovered  ItiS activein that_slot. Upon activation (o_r reactivatiditea
The Dissemination problem is solved at time slot ¢, if, a failure) a node immediately starts running from scratch an

for every node € Vp, v is covered by time slat. algorithm previously stored in its hardware.
Due to failures, it is possible that a covered node does

The Dissemination problem abstracts several commonot hold the information/. To distinguish a covered node
problems in distributed systems. E.g. Broadcast, Multjcasthat does not hold the informatiadnfrom one that holds it,
Geocast, Routing etc., are all instances of this problem fowe introduce the following additional terminology: we say

1.1 The Dissemination Problem

We study the problem of disseminating a piece of infor-
mation, initially held by a distinguished source node, o al
nodes of a given set in the network. Formally,



Opportunistic Information Dissemination in MANETs 3

that a nodep is informedat a given timet if it holds the  («, 5)-connectivity requires that any node that fails reboots
information/ at timet, otherwisep is said to beininformed  (and reestablishes connectivity) withirsteps. For simplic-

Radio Communication. Nodes communicate via a col- ity, we do not enforcéca;, 3)-connectivity before the time
lision prone single radio channel. A nodecan receive a Slot¢; when the source node is informed.
transmission of another nodein time slott only if their The aim of thise,3 parameterization is twofold. First,
distance is at most thenge of transmissiom during the  in Some previous papers, the connectivity depended explic-
whole slott. The range of transmission is assumed to be thély [21] or implicitly [43] on the protocol (notably, who tsa
same for all nodes and all time slots. If two nodemndv are ~ and does not have the informatiéat any given time). Here,
separated by a distance at mostve say that they ameeigh- ~ We remove the dependency on the protocol, while maintain-
bors (Whenr is normalized tal, this model is called Unit ing a similar flavor to the connectivity constraints. Second
Disk Graph in the Radio Networks literature.) In this paperwe substantially weaken the connectivity assumptions com-
no collision detection mechanism is assumed, and a nodeared with some previous papers which assumed, for ex-
cannot receive and transmit at the same time slot. Thereforample, a stable spanning tree of edges [35, 39], or that the
an active node: receives a transmission from a neighbor-underlying graph may be non-geometric [6,12, 15].
ing nodev at time slot; if and only if v is the only node in Itis of the utmost importance to notice that, 3)-con-
w's neighborhood transmitting at time slgt Also, a node  Nectivity is a characterization that appliesetoy determin-
cannot distinguish between a collision and no transmissiorstic model of dynamic network, given that for any mobil-

In general, we say that a nodec V' transmits uniquely ity and activation schedule, and any pair of nodes, there is a
among the nodes of s&’ C V in a slot¢ if it is the only ~ minimum time they are connected (even if that time is small)

node inV’ that transmits ir. and a maximum time they are disconnected (even if that

(a, 3)-connectivity. We assume that nodes may movef[ime is very large). Thus, any dynamic network determin-

on the plane. Thus, the topology of the network is time delstic model used to study the Dissemination problem has its
pendent. For simplicity, we assume that the topology only?Wn @ @nd/s values. o

changes in the boundaries between time slots. Then, at time DPU€ to the same argumert, 3)-connectivity does not
slot ¢ nodesu andv are connected by a link in the net- guarantee by itself that the network is epidemic (i.e. that
work topology iff they are neighbors during the whole slotthe information! is eventgally dlsser_n|nateFi); m;tead, an
t. An online route between two nodesand v is a path (q,ﬁ)—co_nnected network is onfyotentiallyepidemic. Con-

w = wo,w,...,ws = v and a sequence of time slots sider for instance the source node. Thanks tq¢he)-con-

t; < ty < --- < t, such that the network has a link be- nectivity, at most every slots, the source is connected to
tweenw,_, andw; at time slott;. Observe that in order to other nodes of the network for at legstime slots. But, we

be able to solve an instance of Dissemination, it is neced!@ve progress only if the protocol to solve Dissemination is
sary that the network is potentially epidemic. I.e. afte th PI€ to use thef slots of connectivity to cover some uncov-
initial time ¢1, there is an online route from the sourcen ~ €7€d node. As a consequence of the above discussed, impos-
every node inV». However, as argued in [15], worst-case sibility results only restricts, whereasy only constrains the

adversarial choice of topologies for a dynamic network prefUnning time, as itis shown in this paper.

cludes any deterministic protocol from completing Broad-

cast, even if connectivity is guaranteed. Note that Broadq 3 protocols for Dissemination

cast is an instance of Dissemination, and that if there is

connectivity then there are online routes between all nodesve consider distributed deterministic protocols, i.e.,ase

Thus, the property that the network is potentially epidemiGume that each node in the network is preloaded with its own

as described is not sufficient to solve Dissemination, and fu and possibly different deterministic algorithm that desime

ther limitations to the adversarial movement and activatio schedule of transmissions for it. Even if a transmission is

schedule are in order. scheduled for a given node at a given time, that node will
While respecting a bound on the maximum speggk,  not transmit if it is uninformed.

which is a parameter, the adversarial movement and activa- Following the literature on various communication prim-

tion schedule is limited by the following connectivity prop itives [32,33], a protocol is calleabliviousif, at each node,

erty. LetS C V be any non-empty subset of nodes, and lethe algorithm’s decision on whether or not to schedule a

S = V — S. An edge isk-stableat timet if it exists for  transmission at a given time slot depends only on the iden-

k consecutive stepg, ¢ + k£ — 1]. The opportunistic com- tifier of the node, and on the number of time slots that the

munication constraint is parameterized by parametersd  node has been active. Whereas, if no restriction is put on

(3. for every partition(S, S), there are at most consecu- the information that a node may use to decide its commu-

tive steps without @-stable edge betweehandS. We call  nication schedule, the protocol is calladaptive Addition-

such a networK«, 5)-connected Note, for example, that ally, in this paper, we distinguish a third class of protacol
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that we callquasi-oblivious In a quasi-oblivious protocol Geocast problem itself, leaving aside communication ssue
the sequence of scheduled transmissions of a node depergigh as the contention for the communication channel.
only on its ID and a global time. Quasi-oblivious protocols

have sometimes been called oblivious, since the model as-

sumed simultaneous activation, and hence a global time was® Related Work

readily available. However we prefer to make the differenc?\l d tivation in distributed tindhe i fh
explicit, as done in [42], because we found a drastic gap pe 00 activation in distributed compu Inghe issue of how

tween this class and fully oblivious protocols. many nodes start an execution, is o.f cgntral importance in
distributed computing. In rare cases it might affect thesol
ability of the problem (see Example 1 below), and it cer-
tainly might affect the time (see Example 2 below) or the
1.4 Previous Work message complexity (see Example 3 below). All these ex-
amples refer to asynchronous networks, so the issue of si-
A survey of the vast literature related to Dissemination iSmuItaneity is different from the one used in our case. The
beyond the scope of this article. We overview in this SeCtimbxamples are: (1) In [23] it is shown that no algorithm can
the most relevant previous work. Additionally, a review of so|ye the consensus problem if at least one node might fail
relevant related work for static and dynamic networks beduring the execution: however, the result does not hold if
yond MANETSs can be found in Section 1.5. the failure can occur only at the beginning of the execution.
The Dissemination problem abstracts several commopctually, the problem can be solved as long as a majority
problems in Radio Networks. When some numbef k£ < of the processes are non-faulty, but those that fail do so at
n of active nodes hold an information that must be dissemthe beginning of the execution. (2) In [24] an algorithm to
inated to all nodes in the network, the problem is caked find a minimum Spanning tree in a network is presented_
Selection{32] or Many-to-all[11]. If k = 1 the problemis |t is shown that the execution can tak¥n?) time if the
calledBroadcast[5, 36], whereas ifc = n the problemis processors are allowed to start at different times; however
known asGossiping[9, 19]. Upper bounds for these prob- if they all start simultaneously then the time complexity is
lems in mobile networks may be used for Disseminationo(mogn)_ (n is the number of processors). (3) Finding a
and even those for static networks may apply if the moveteader in a network whose topology is a complete graph is of
ment of nodes does not preclude the algorithm from commessage complexit2(n log n) if all nodes start the execu-

pleting the task (e.g., round-robin). On the other hand, itjon [31], but can be solved by at mastk log n) messages
only the subset ok nodes have to receive the information, when only k nodes start [29].

the problem is known adulticast[11,25], and if only nodes
initially located at a parametric distance from the sourceStatic networksGiven that a static network is just an in-
node must receive the information the problemis called Geastance of a network where nodes are allowed to move, lower
cast [30], defined in Section 1.1. bounds for the Broadcast problem also may apply to Dis-
Deterministic solutions for the problems above have beesemination, but only if the network is geometric (i.e., the
studied for MANETS. Their correctness rely on strong syn-adjacencies of the topology assumed can be embedded in
chronization or stability assumptions. In [38], deterrsiiti =~ R2) and the target of the dissemination are all the nodes in
Broadcast in MANETSs was studied under the assumptiotthe network. The following bounds are proved for models
that nodes move in a one-dimensional grid knowing their posimilar to the one assumed in this paper. Exploiting a lower
sition. Two deterministic Multicast protocols are preseht bound on the size of a combinatorial problem caketec-
in [28,41]. The solutions provided require the network tepo tive families a lower bound for deterministic Broadcast of
ogy to globally stabilize for long enough periods to ensure2(n log D), whereD is the diameter of the layered topol-
delivery of messages, and they assume a fixed number ofjy used, was shown in [13], yielding a linear lower bound
nodes arranged in some logical or physical structure. Leanf D € O(1). In [33], adaptive and oblivious deterministic
ing aside channel contention, a lower boundX§f) rounds  lower bounds of2(n) and 2(n min{D, \/n}) respectively
of communication was proved in [44] for MANET Broad- were presented for the Broadcast problem in static Radio
cast, even if nodes are allowed to move only in a grid, im-Networks. The construction used for the former has diam-
proving over the2(D logn) bound of [8], whereD is the eter at mostt and at least for the latter. Extending the
diameter of the network. This bound was improved [17] toconstruction used previously in [8, 10] to geometric Radio
2(nlogn) without using the movement of nodes, but theNetworks, a lower bound a®(n logn) is shown in [17] for
diameter of the network in the latter is linear. Recently, dethe Broadcast problem even if nodes do not move. The di-
terministic solutions for Geocast were proposed in [4] forameter of the network used in this case is linear. In [26], it
a one-dimensional setting and in [20] for the plane. In thevas shown that, for each oblivious deterministic Broadcast
latter work, the authors concentrate in the structure of thalgorithm, there exists a network of diame2esuch that the
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running time is at leasf2(,/g), whereg is the inverse of nique is evaluated only experimentally. In [34, 35] a model

the minimum Euclidean distance between any pair of nodesf dynamic network is proposed, in which, for atfiycon-

by adversarially placing nodes as the algorithm progressesecutive rounds there isséable connected spanning graph.

The above bounds apply also to Geocast, but ondy> D Guan [27] also proposes a dynamic version of the quasi unit

whereD is also the eccentricity but with respect to all nodesdisk graph, where nodes do not move but when they are

in the constructions used to prove them. beyond a certain distance their connectivity can fluctuate.
Regarding upper bounds, in [10], Chlebus et al. presentéthese models are stronger than the models considered here

an adaptive protocol that completes deterministic Brosidca but they do not provide applicable lower bounds.

in less thanl4n steps where is the number of nodes in the

system, for a symmetric network without collision deteutio 1.6 Our Results

where nodes do not have any information of the network ex-"

cept their own unique identity (later denoted ID for ShOrt)'The main contribution of this work concerns negative re-
Making use of the simultaneous activation of all nodes, theSults Our main results are summarized in Table 1. Con-

protocol defines an eulenian cycle over a spanning tree (Hasting the lower bounds obtained with the upper bounds

the network. Hence, this protocol could be used for Dis e by careful combination of previous techniques, in-

semination only if the movement of nodes does not changFeresting complexity gaps among protocol-classes are ob-

the topology. None of these assumptions are present in OUL \ad.

modde]!. I__I|m|t|ngt|he_tadversary tg .Chalrllgfrsl cift:]opolol?ykdue to For a model where nodes may fail, there is no global
node failures only, it was proved in [14] that the well-known clock, and nodes may be activated at different times, we

round-roban(Dn) glgorlthm, WhereD Is the d|amet.er of show in Theorem 6 that any oblivious protocol takes, in the
the network, is oppmal for solving Broadcast restricted 0yorst case(2((a + n2/Inn)n) steps to solve the Geocast
connected non-failing nodes. problemifona, > 77 /6(at | (2n/5)(2n/5—1)/ In((2n/5)(2n/5—
1)) —2). Given the upper bound af(a+4n(n—1) In(2n))
Dynamic Networks beyond MANETSimilar problems have for Dissemination established in Theorem 8 by means of
been studied recently for dynamic networks. A suitable rhoden oblivious deterministic protocol based on Primed Selec-
for time-dependent topologies is tbynamic GrapH6,12,  tion [22], this lower bound is tight up to a poly-logarithmic
16]. Adynamic graphis a set efnodes/” and a sequence of factor.
edge-setd;, F», ... overV. Mapping eachf; with a time Moreover, for the same model, Theorem 5 shows that,
sloti, a dynamic graph models a network with a possibly dif-even if nodes are activated simultaneously and do not fail,
ferent topology for each time slot, usually calleBgnamic  and an adaptive protocol is used, any Geocast protocol,takes
Network[3, 15]. If such topology can be embeddedRA, in the worst caseR2(n(a + n)) if vpae > 7r/(3(20 +
a dynamic network is a suitable model of a MANET (evenn — 4)). This result should be contrasted with the quasi-
under failures since a node that is inactive at time stepy  oblivious protocol based oRound-Robirthat solves Dis-
be modeled by not including any of its edges to neighborsemination in at most(« + n) steps as established in The-
ing nodes ink;). Dynamic networks may beventually con- orem 7.
nected[2]. In other words, the temporal sequence of edge- The latter results are asymptotically tight and show that
sets may be such that no edge-cut lasts forever, as assunfetl adaptiveness does not help with respect to quasi-ebliv
in population protocol$1]. iousness. The first lower bound and the last upper bound,
Communication techniques to solve Dissemination, sucBhow an asymptotic separation almost linear between ob-
as flooding, have been studied for dynamic networks [6, 12jvious and quasi-oblivious protocols. In a more restvieti
15,16,40].In [6,12,15,16] the results obtained are stecha model, where nodes are activated simultaneously, there ex-
tic and, as argued in [15], worst-case adversarial choice aéts an oblivious protocol (e.g. Round Robin) that solves
topologies precludes any deterministic protocol from com-Dissemination in at most(a + n) steps. This can be triv-
pleting Broadcast, even if connectivity is guaranteedd4@],[ ially derived from the fact that when nodes are all activated
they consider deterministic solutions to solve two particu simultaneously, the above quasi-oblivious protocol dads n
lar instances of the dissemination problem, e.g., routimy a need the synchronization step and thus simply reduces to the
flooding. They do not explicitly deal with the contention for Round Robirprotocol. Hence, the lower bound proved in
the communication channel, and they request the network fbheorem 6 shows the additional cost of obliviousness when
be always connected and to provide some local stability. Aiodes are not simultaneously activated. This gap is what we
data-centric approach for data dissemination in oppastuni call theprofit of global synchrongince it represents the gain
tic networks is studied in [7]. The only constraint on mobil- the network obtains from global synchrony with respect to
ity is that each node must eventually communicate with amot having it. Moreover, the quasi-oblivious protocol eed
appropriate set of peers. Hence, the performance of the teckhows that for the Dissemination problem, the simultaneous
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oblivious quasi-oblivious adaptive

lower bounds 2(n(a+n?/Inn)) - 2(n(a+n))

upper bounds| n(a + 4n(n — 1) In(2n)) n(a+n)

Table 1 Time complexity of deterministic Opportunistic Dissentioa Information in Mobile Ad-hoc Networks.

activation performance can be achieved by distributing th@ Preliminaries
time elapsed since the source started the dissemination.

Additionally, it is shown in Theorem 1 that no protocol The following lemmas will be used throughout the analysis.
can solve the Geocast problem (and hence DisseminatioR) straightforward consequence of the pigeonhole principle
in all (a, §)-connected networks unle§s> n — 1. Interest-  is established in the following lemma.
ingly, it is shown in Theorem 2 that this bound becomnses . ) )
> [(n—1)(n —3)/41n((n — 1)(n — 3)/4)] if the protocol !_emma 1 For any time step of the exgcutlon of a Dissem-
is oblivious. Comparing these bounds with the requirementtion protocol, where a subsét’ of £ informed nodes do
of the protocols presented above, the quasi-oblivious prd?0t fail during the intervalt, ¢ + k — 2], there exists some
tocol required3d > n, which is almost optimal, while the Nodev € V' such that does not transmit uniquely among
oblivious protocol required € 2(n?logn), which is only ~ the nodesin/” during the intervalt, ¢ + k — 2].

a polylogarithmic factor larger than the lower bound. These

. In the following lemma, we show the existence of an
results also expose another aspect of the profit of globalsyn . " . - S
. R . .~ activation schedule such that, for aslyliviousdeterministic
chrony mentioned before: whileé = n is enough for quasi-

O ) - - protocol, within any subset of at leadshodes, there is one
oblivious protocols to solve Dissemination, obliviousjoro . o e
; . that does not have a unique transmission scheduled within a
cols require a value of almost a linear factor larger.

Finally, for an arbitrary small bound on node speed, Wepenod roughly quadratl_g in the size of the subset. The proof
. . is based on the probabilistic method.
show in Theorem 3 the existence of(@n 3)-connected net-

work where Geocast takes at leagt — 1) steps, even Us- | emma 2 For any deterministic oblivious protocol for Dis-
ing randomization; and the existence of(an 3)-connected  gemination in a MANET of, nodes, where nodes are ac-
network where any deterministic protocol that transmits peyjy ated possibly at different times, and for any subset of
riodically takes at least(n — 1)/2 steps, even if nodes do poges > 3, there exists a node-activation schedule such
not move, in Theorem 4. that, for any time slot and lettingm = |k(k—1)/In(k(k—

For the upper bounds, we additionally assume that faily | - each of thek nodes is activated during the interval
ing nodes do not lose the informatiénThis is needed inor- 1, _ 1, 1 1 4], and there is one of thé nodes that is not
der to make Dissemination solvable because, otherwise, e.¢cheduled to transmit uniquely among théseodes during
the adversary may turn off the source node in the first timene intervallt, ¢ + m — 1]
step. Our lower bounds are proved independently of whether
a failing node loose the informatioh or not. Our upper Proof Consider any oblivious protocdl and any subset of
bounds also hold under a weaker connectivity model wherg nodes, wheré is an arbitrary value such that< k£ < n.
only the partition defined by the informatiahis («, 3)-  If, according tolI, the algorithm of one of thé nodes, call
connected. it 7, does not schedule any transmission in some period of

steps within the firsem steps, the claim holds by activating

1 S0 that such period starts at time slot
1.7 Paper Organization Otherwise, the algorithm of all the nodes must sched-

ule at least one transmission in any periodro$teps within
The rest of the paper is organized as follows. In Section 2 wehe first2m steps. If, according té/, the algorithm of one of
introduce some technical lemmas that will be used to provénhe k nodes, call it;, schedules less tha@ntransmissions in
our main results; in Section 3 we prove the lower bounds osome period ofn steps within the firstm steps, the claim
link stability and on the time complexity to solve the Dis- holds by activating so that such period starts at time slot
semination problem with respect to some important aspect&nd the othek — 1 nodes are activated during the interval
of the system (e.g. speed of movement of nodes and their afi—m+1, ¢] so that each ofs transmissions are scheduled at
tivation schedule) and of the protocols (e.g., obliviolssne the same time that some other transmission. This is possible
versus adaptiveness). We finally present the correspondirmpcausé is scheduled to transmit less thartimes during
upper bounds in Section 4. the intervalt, ¢ + m — 1] and each of the othdr— 1 nodes
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is scheduled to transmit at least once within any periagiof 3 Solvability of the Dissemination Problem
steps within the firsm steps.

Otherwise, the algorithm of all the nodes must sched- If there is at least one node > — {s} at least one time
ule at least: transmissions in any period of steps within ~ Slotis needed to solve Dissemination, since the source node
the first2m steps, we say that tfiensityof scheduled trans-  has to transmit at least once to pass the informatidfur-
missions in such period is at ledstm. Then, we prove the thermore, if all nodes iri»> are neighbors of, one time
existence of the claimed activation schedule by the probaslot may also be enough if the source node transmits be-
bilistic method. fore neighboring nodes are able to move out of its range.

Consider any of thé nodes, call it. Leti be activated On the other hand, if the latter is not possible, more than
at time slotz. For each of the othet — 1 nodes. choose ©N€ time slot may be needed. Let us consider the Geocast

uniformly and independently at random a slot within the in-Problem. Given that the specific technological details ef th
terval [t — m -+ 1,4] for activation. Consider any time slot radio communication devices used determine the minimum

# € [t,t +m — 1] wheni is scheduled to transmit. Consider "Unning time when the eccentricity i < 7, all efficiency
any of the othek: — 1 nodes, call itj. Given that the density lower bounds are shown far> r unless otherwise stated.
of scheduled transmissions within the figst. steps ofj is
at leastt /m, the probability thaj has a transmission sched-
uled at timet’ is at leastk/m. Thus, the probability that no
node other tham has a transmission scheduled at tithes
less than(1 — k/m)*~!. Using the union bound over the
m slots in[¢, ¢ + m — 1], we know that the probability that
i has a unique (among thienodes) transmission scheduled Theorem 1 For any v,,4 > 0, d > 7, a > 0, and any
during the intervalt, t+m— 1] is less thamn (1 —k/m)*~1.  deterministic Geocast protocdl, if 3 < n — 1, there exists
Then, in order to prove the claim, it is enough to showan («, 5)-connected MANET of nodes such thail does
that the probability that does not have a unique (among the not terminate, even if all nodes are activated simultanBous
k nodes) transmission scheduled at some time step withiand do not fail.

i's first m steps is strictly bigger thaf. Replacing, it is )
enough to prové — | k(k — 1)/ In(k(k—1))| (1 —k/ | k(k — Proof Consider three sets of nodds B, andC deployed

1)/In(k(k — 1))])*=* > 0, which we do as follows. We in the plane, each set deployed in an area of sesditrarily
know that, for anyk > 3, it is In(k(k — 1)) > 1. Dividing small, such thal < ¢ < randd > r + . (See Figure 1.)
both sides by:(k — 1),

3.1 Link Stability Lower Bounds

The following theorem shows a lower bound on the value of
[ for the Geocast problem.

In(k(k — 1)) 1
Kk—1) ~ k(k—1)
=exp (—In(k(k —1))) and e S
- (eXp (‘W)) : R P

Using the inequality™" > 1 — 2, for0 < < 1 [37,

§2.68], we know that _ _
Fig. 1 lllustration of Theorem 1.

k—
In(k(k = 1) _ (1 In(k(k - 1))) '

k(k —1) k-1 The invariant in this configuration is that nodes in each
k(k—1) ( ~ In(k(k - 1)) ) bl set form a clique, every node it is placed within distance
In(k(k —1)) kE—1 ' r from every node inB, every node inB is placed at most
at distance: from every node irC', and every node il is
Which implies that placed at some distanee< § < r+-¢ from every node irC.
¢ is set appropriately so that a node can mewistance in
N one time slot without exceeding,, ... At the beginning of
1 { k(k—1) J <1 e { k(k —1) J ) . thefirsttime slot, the adversary plages 1 nodes, including
In )) In ) " the source nodse, in the setC, the remaining node: in
O  setA, and activates all nodes. The detis initially empty.

1>
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Given thatd > r + ¢, z must become informed to solve the
problem.
For any protocol/ for Geocast, let; be the first time

Consider a partitiod C,, C..} of the nodes irC' so that
|Co| = |Ce| = (n—1)/2 ands € C,. (For clarity assume
thatn is odd.) Nodes irC, — {s} are activated during the

slot where the source node is the only node to transmit imterval[t; — m + 1, ¢;] so that some nodg € C, does not

the setC. Adversarially, lett; be the first time slot when
the source is informed. (Recall that, 3)-connectivity is

not enforced before, for clarity.) At time slott,, all nodes

placed inC are informed.

transmit uniquely among the nodes(ify during the interval

[t1 + 1,%1 + m]. As proved in Lemma 2, such a node exists
because the protocol is oblivious and> 8. Given thatlT is

a deterministic oblivious protocol known by the adversary,

After time slott¢y, the adversary moves the nodes as fol-the adversary knows which is the nogeNodes inC. are
lows. Given that the problem was not solved yet and nodeactivated at timeé; — m. Thus, at time; all nodes inC' are
in C' do not fail, according to Lemma 1, there exists a nodénformed.

y € C that does not transmit uniquely among the nodes in

C during the intervalt; + 1, ¢, + n — 2]. Given thatlT is

Let t; > t1 + m be the time slot whery transmits
uniquely among the nodes @, for the first time after;.

a deterministic protocol, and the adversary knows the profhe adversary placasin B for all time slots in the interval
tocol and defines the movement of all nodes, the adversafy, + 1,t,). Additionally, for each time slot’ € [¢t; + 1,¢5)

knows which is the nodg.

Assume, for the sake of contradiction, thatl n — 2.
Then, the adversary placgsin B for all time slots in the
interval[t, + 1, ¢1 + 3]. Additionally, for each time slot’ €
[t1 + 1,t1 + 5] wherey transmits, the adversary movesi&o
some node € C that transmits at’ to produce a collision.
At the end of each time slot the adversary movesback to
C'. Such a node exists sincey does not transmit uniquely
during the intervalt; + 1,t1 + n — 2] andn — 2 > 3. At
the end of time slot; + /3, the adversary movesback toC
and the above argument can be repeated forever preservi
the («, 3)-connectivity and precludingl from solving the
problem. Therefore? must be at least — 1. O

Building upon the argument used in the previous theo
rem, but additionally exploiting the adversarial node -acti

vation, the following theorem shows a lower bound on the

value of 5 for the Geocast problem if the protocol used is
oblivious. The idea of the proof is to split evenly the node
of setC' in the proof of Theorem 1 in two groups, so that
alternately the nodes in one group are activated while th
nodes in the other group produce collisions.

Theorem 2 For any v,,0, > 0,d > 7, n > 8, a > 0,
and any deterministic oblivious protocol for Geocdst if
B<m=|(n—-1)(n—-3)/4In((n —1)(n — 3)/4)], there
exists an(«, 3)-connected MANET of nodes such thafl
does not terminate.

Proof (Proof SketchConsider again the configuration de-
scribed in Theorem 1. (See Figure 1.) The invariant, the ini

S

wherey transmits, the adversary moves B some node
z € C, that transmits at’ to produce a collision at. At
the end of each time sldt the adversary movesback to
C,. Such a node exists sincg; does not transmit uniquely
during the intervalt; + 1, t2). Right before time slot,, the
adversary moveg back toC, precludingz from becoming
covered.

For the following intervalts + 1, t2 + m], the above ar-
gument can be repeated using the nodes in th&'seAt
time slott,, the transmission of nodgewill inform all nodes
mgC.. Each node i, is deactivated for one time slot in the
interval[t2 — m, t2) according to the activation schedule re-
quired by Lemma 2. Given that deactivated nodes restart the
execution from scratch upon reactivation, as proved in LarBm

some node/’ € C. does not transmit uniquely among the
nodes inC. during the intervalts + 1,5 4+ m]. Given that
«a > 1andg < m, («, §)-connectivity is preserved. Thus,
moving nodes between sef§ and B as described before
once againe is not informed, this time during the interval
gg + 1,t3), wherets > t2 + m is the time slot wheny' is
scheduled to transmit uniquely among the nodesn

The above argument can be repeated inductively forever
so that the problem is not solved but, sinte< m, («, 5)-
connectivity is preserved. Thereforgmust be bigger than
m. O

3.2 Time Complexity Lower Bounds versus Speed,
Activation and Obliviousness

tial location of nodes, and the value ofare the same as Eyplojting the maximum timex that a partition can be dis-
in Theorem 1. The adversarial node activation schedule fokgnnected, a lower bound on the time efficiency of any pro-

lows.

The adversary activatesands at the beginning of some
time slotty. Lett; > ty be the time slot when the source
node is scheduled to transmit the informatibfor the first
time. Adversarially, lett; be the first time slot when the
source is informed. (Recall th&t, 3)-connectivity is not
enforced before; for clarity.)

tocol for Geocast, even regardless of the use of randomiza-
tion and even for arbitrarily slow node-movement, can be
proved. The following theorem establishes that bound.

Theorem 3 For any v, > 0,d > r, « > 0, andg >
0, there exists arfa, 3)-connected MANET of nodes, for
which any Geocast protocol takes at leagt: — 1) time
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slots, even if all nodes are activated simultaneously and dthat, and all other partitions are always connected3)-
not fail. connectivity is preserved. O

The linear lower bound for Geocast proved in Theorem 3
was shown exploiting the maximum time of disconnection
f?etween partitions. Exploiting the adversarial scheddle o
node activation, even if nodes do not move nor fail, the same

are activated simultaneously, and let the source be infdrm . .
y ebound can be simply proved for arbitrary Geocast protocols,

immediately upon activation. L€t _ be i . :
y up E{. L2 Un 1.’0"}. . while a quadratic bound can be shown for the important
the nodes located around the circle in clockwise direction

wherev; — s is the source node. The nodes are located Sclass ofequiperiodicprotocols. The protocol definition and

that the distances between each pair are the following. Th%cl,je theorem for the latter follows.

distance between andv; isr+¢, wheres > 0is setappro-  Definition 2 A protocol of communication for a Radio Net-
priately so that a node can move as described below in ongork isequiperiodidf for each node, the transmissions sched-
time slot without exceeding,, ... For eachl < i < n,the  yled are such that the number of consecutive time steps with-
distance between; andv; 1 is r. The pairv1, vy, is placed  out transmitting, call i’ — 1, is always the same. We say

at distancey, r < § < d — e, wheree > 0 is set ap- that7 is theperiod of transmission of such a node.
propriately so that node, can move as described below in

one time slot without exceeding, ... and it will be always ~ Theorem 4 For any e, > 0,d >, a >0, 5 > 0, and
within distanced from the sources = v,. Every other pair any deterministic equiperiodic Geocast protodd)| there
of nodes is separated by distance bigger tham order to ~ €Xists an(a, 3)-connected MANET of nodes, for whichZ

solve Geocast, node, must be covered. takes at leask(n — 1)/2 time slots to solve the problem,
even if nodes do not fail and do not move.

Proof The following adversarial configuration and move-
ment of nodes shows the claimed lower bound. Initially,

Proof The following adversarial configuration and activa-
tion schedule of nodes shows the claimed lower bound. Ini-
tially, nodes are placed as in Theorem 3, except that now the
. distance between andu, is and nodes will be static. (See
Figure 2.) The adversary chooses the IDs of nodes so that
. the periods of transmission are assigned in increasing.orde
1 l.e., the smallest period corresponds to the source npde
the second smallest i@, and so on. Theny; andv,, are
activated by the adversary at the same time, and let the node
sourcev; be informed immediately upon activation. Given
that they are activated simultaneously, in order to solve-Ge
cast,v,, must become covered. The adversary chooses the
activation schedule of the rest of the nodes so that, for each
nodew; with assigned period};, 1 < i < n, nodev; trans-
mitsT; —1 steps after becoming covered. In order to preserve
(o, B)-connectivity, each nodeis activated before; and
vn, POSSibly many periods; to achieve the above schedule.
Assume that all periods are different. Given that the first
period cannot be smaller tha&nand each nodg 1 < i < n,
Nodes stay in the position described until time slet1  transmits for the first time the informatidiil; — 1 steps after
when node; moves so that in time slat it is placed at dis- becoming covered, the time bound follows.
tancer of v; and at distance+ ¢ from vs. Nodewv, does not If on the other hand the protocol is such that two nodes
move after time slotv. Due to this configuration, the source z,y have the same period of transmission, the following
node is not able to informy during the firsiv — 1 time slots  («, 3)-connected network and activation schedule shows that
and, in the best casep; becomes informed in time slet.  the problem cannotbe solved. The adversary places the nodes
After v, becomes informed, the argument can be repeated ith a static two-hop topology so that, the nodeandy are
eratively foruvs, vy, . . ., v,. Given that each node, except for neighbors of all nodes, but the source node is placed within
the source, becomes informed at leadime slots after its distancead and bigger tham from all nodes except andy.
predecessor, the overall time is lower bounded as claimedhe adversary activatasandy so their scheduled transmis-
Given that a new uncovered node becomes a neighbor sfons coincide in time. The rest of the nodes are activated at
an informed node withiny slots and does not move after the same time that or y, whichever is the latest. When the

Fig. 2 lllustration of Theorem 3.
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source node transmits the informatidrfor the first time, why the length bound is that, it is useful to notice that the
both nodes: andy, and no other node, become covered si-distance between each pair of singular points along each of
multaneously. Given that both nodes are scheduled to tranthe circular dotted lines is upper bounded(byt ) /2.)
mit at the same time, their transmissions collide forever at Let ¢ be the first time slot when the source is scheduled
the rest of the nodes. Thus, Geocast cannot be solved. The transmit. Adversarially, let be the first time slot when
network is(«, 3)-connected since it is statically connected. the source is informed. Hence at timeall nodes in seB3’

O  become informed but all nodes in sétstill have to be in-

formed. Starting at time sldt+ 1, the adversary moves the
In Theorems 3 and 4 we showed lower bounds for Geopgges so that only one new node every- n/2 steps be-

cast for arbitrarily small values af;,.... We now show that, comes informed. First we give the intuition of the move-
by slightly constraining,.., & quadratic lower bound can ments and later the details. Refer to Figures 3(c) and 3(d).
also be shown for arbitrary deterministic protocols. Nodes that are not if8 or B’ are moved following the dot-
ted lines. Some of the nodes# are moved back and forth

to B. Nodes initially inA are moved clockwise tal’, ex-
cept for one of them, say, which is moved simultaneously

Theorem 5 For any v, > 7r/(3(2a +n — 4)), d >
r,a > 0, 8 > 0, and any deterministic Geocast protocol

11, there exists affa, 3)-connected MANET of nodes, for
which IT takes(2((« + n)n) time slots to solve the problem,
even if all nodes are activated simultaneously and do nof
fail.

counter-clockwise to the point. Upon reachingd’ nodes

re moved counter-clockwise back 4 except for one of
em, sayv, which is moved simultaneously clockwise to

the pointz’, while the node: is also moved simultaneously
Proof The following adversarial configuration and move- {0 the pointy. Upon reachingl, the remaining nodes repeat

ment of nodes shows the claimed lower bound. Consider sith€ Procedure whila keeps moving towards' andv keeps
sets of nodes!, A’, B, B, C, and(", each deployed in an Moving towardsC’ throughy’ respectively. Nodes initially

area of sizec arbitrarily small, such thah < ¢ < r and
d > r + ¢, and four pointsg, y, 2/, andy’ placed in the
configuration depicted in Figure 3(a).

in A are moved in the above alternating fashion, oné€’'to
and the next one t@”, until all nodes become informed.
Movements are produced so tl{at 3)-connectivity is pre-

The invariant in these sets is that nodes in each set for$€rved. The details follow.

a clique; each node id’ is placed at some distance r
and< r + ¢ from each node irB and from the points;, ¢’

The movement of each nodemoved fromA to C' is

carried out in three phases of at least n/2 — 2 time slots

(for clarity, the setst andA’ in Figure 3(a) are depicted very each as follows. As explained below, some nodes initially in

well separated from the circle crossing the pointsg, 2/, 3/,

A will be moved instead t@", but the movement is sym-

butin facte < r); each node im is placed at some distance metric. For clarity, we only describe the whole three phases

> r and< r + ¢ from each node irB and from the points
z', y; each node imB is placed within distance of points
z, y, ', andy’, and each node i andC’; each node in
C is placed at some distance » and < r + ¢ from the
pointz; each node i’ is placed at some distancer and
< r + ¢ from the pointz’; and each node i’ is placed
within distances of each node i3 and within distance of
each node irC’ andC’. !

At the beginning of the first time slot, the adversary places

n/2 nodes, including the source nodein setB’, the re-
mainingn /2 nodes in the sefl, and starts up all nodes. (For
clarity, assume that is even.) All the other sets are ini-
tially empty. (See Figure 3(b).) Given thdt> » + ¢, all
nodes must be covered to solve the problem. Adsig, set
appropriately so that a node can be moyaetistance in one
time slot without exceeding,,..., and so that a node can be
moved from setd to pointz through the curved parts of the
dotted line (see Figure 3(c)), of length less thdn + ¢) /6,

in « + n/2 — 2 time slots without exceeding,, ... (To see

1 During some periods of time a given set could be empty, we mean
that = is separated (within) that distance from any point in theaare
designated to the sef

for one node. The movement within each phase is illustrated
in Figures 4, 5, and 6.

— Phase 1During the firsta — 2 time slots,u is moved
counterclockwise fromi towards the point maintain-
ing a distance> r and < r + ¢ with respect to ev-
ery node inB. Simultaneously, the remaining nodes ini-
tially in A are moved clockwise tel” maintaining the
same distance t®. (See Figure 4(a).) In they — 1)-

th time slot of this phase, all nodes initially iA are
moved within distance- of every node in se3 pre-
serving(a, 5)-connectivity. (See Figure 4(b).) Nodes in
B U B’ stay static during this interval. Given that only
nodes inB U B’ are informed and the distance between
them and the rest is bigger thajno node becomes cov-
ered during this interval. During the following/2 — 1
time slots of the first phase, the counterclockwise move-
ment of nodeu towards the point continues, but now
maintaining a distance at mostwith respect to every
node in B. In the last time slot of the second phase,
u IS moved to pointz. Simultaneously, the rest of the
nodes originally inA continue their movement towards
A’ maintaining a distance at mostfrom B preserv-
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ing («, B)-connectivity.) Then, even if. becomes in- the beginning of this phase are movedAb (See Fig-
formed immediately upon reaching pointu cannot in- ure 6(d).) Upon completing the third phasestays static
form nodes inA’ because they are separated by a dis- in C forever so thatc, 3)-connectivity is preserved.

tance> 7. (See Figure 4(c).) During this interval, nodes  1he three-phase movement detailed above is produced
in B’ are moved back and forth t8 as described in ¢4 each node initially ind, overlapping the phases as de-
Theorem 1 to guarantee thatioes not become covered gcriped, until all nodes have became covered. Given that
before reaching point. Upon reaching point, v and  \yhen a node: reaches the point, its phase 1 is stretched

H !
all the other nodes in the network not  or B' re- il the time step before becomes covered by a node
main static. Phase 1 ends the time slot befobecomes i g and all other nodes remain static, the next nadéat

covered, when the rest of the nodes originallydrare il pe moved from4’ to 2/ does not become covered by

moved toA". (See Figure 4(d).) v, becausev stays inA’ until v becomes covered. In each

— Phase 2During this phasey is moved counterclock-  phase of at least + /2 — 2 time slots every node is moved
wise towards poiny maintaining a distance at most 4 gistance at most(r + ¢)/6 + . Thus, setting appropri-
with respect to every node il andB’. Simultaneously, 4tely the adversarial movement described does not violate
nodes that were in” at the end of the second phase,, " Given thatn/2 nodes initially inA are covered one
are moved counterclockwise tbexcept forone node  p 5ne, each at least within+ n/2 — 2 time slots after the

that moves in its own first phase 6. (See Figure 5(a).) previous one, the overall running time is lower bounded as
Nodes inA" are moved toA in the same fashion of (|aimed. evenif — 1. O

Phase 1, i.e., maintaining first a distanser from B ) )
and later on< 7 to preserve(a, 3)-connectivity. (See The quadrqtlg Ipwer bound shovyn_ in Theor_em 5 hplds
Figure 5(b).) for any deterministic protocol, even if it is adaptive. Bliil
Nodes moving fromA’ to A maintain a distance r ing upon the argument used in that theorem, but addition-
with respect taz. Thus, even ifu becomes covered the ally exploiting the adversarial node activation, the faling
information/ cannot be passed to the former. At the endih€orem shows a roughly cubic lower bound for oblivious
of this phase is placed in point’. Thus, even ify be-  Protocols, even relaxing the constraint@p,,.

comes covered immediately after arrivingzéf v can-  Theorem 6 Letm = |(2n/5)(2n/5—1)/In((2n/5)(2n/5—

not inform nodes ind because they are separated by a1))|. Foranyn > 8,d > r,a > 0,0 < 3 < 2(a + m),
distance> r. (See Figure 5(c).) Phase 2 ofends the v,,,, > 7r/(6(c + m — 2)), and any oblivious determin-
time slot before» becomes covered, when the rest of theistic Geocast protocol7, there exists ari, 3)-connected
nodes inA’ at the beginning of this phase are moved toMANET ofn nodes, for whichT takes2((a + n2/Inn)n)

A. (See Figure 5(d).) time slots to solve the problem.

— Phase 3.During this phasey is moved counterclock-
wise towards set” maintaining a distance at most
with respect to every node i andB’. Simultaneously,
nodes that were inl at the end of the second phase ar
moved clockwise tol’ except for one node that moves
in its own first phase ta:. Also simultaneouslyy con-

Proof (Proof SketchYhe following adversarial configura-

tion and movement of nodes shows the claimed lower bound.

The movement of nodes used in this proof is the same as in
®Theorem 5, which preservés, 3)-connectivity as proved.

However, here a particular activation schedule will be used
. . o to exploit obliviousness. We will explain the impact of such
tinues its movement towards sét in its own second activation schedule in thgv, 3)-connectivity at the end of
phase. (See Figure 6(a).) NodesAnare moved toA’ the proof ’ y
in the same fashion of Phase 1, i.e., maintaining first a proot. . , . . .

: Consider again the configuration described in Theorem 5
distance> r from B and later or< r to preservéa, 3)- . . . . .
connectivity. (See Figure 6(b).) (illustrated in Figure 3(a)). The sets and distance inveria

VILY. 'gul ’ are the same as in that theorem. Regarding node location,

; RS .
\'/\lvft)g erzsmggntg}fr_?_?fst%\inr?s Igggna\te?i?\?grt d :he the adversary placeis: /5 nodes, including the source node
b ' ’ s, in setB’, and the remaining /5 nodes in the sed. (For

information/ cannot be_pas_sgd 0 the former. Also, nOde%Iarity, assume that is a multiple of5.) All the other sets
u andw are moved maintaining a distancer between

them. Thusy cannot informw. At the end of this phase are |n|t|a_I|zed empty. (See Figure 3(b).) Alsois again set .
. ) L . appropriately so that a node can be moved as required with-
u has reached se&t, v is placed in point/, andw is

_ . . . out exceeding,,.., and all nodes that are active at the time
placed in pointe. Thus, even ifw becomes covered im- .
) - . . that the source node transmits, must be covered for the par-
mediately after arriving at, w cannot inform nodes in

Ab th ted by a dist s ticular value ofd > r.
i o) Do 3 e a istance (See The adversarial node activation schedule follows. The
Figure 6(c).) Phase 3 af ends the time slot before

) adversary activates all nodes in the getand s simulta-
becomes covered, when the rest of the noded iat . .
neously. Lett; be the time slot when the source node is
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scheduled to transmit the informatidnfor the first time.  tocols is intuitively not surprising though because ase-
Adversarially, lett; be the first time slot when the source comes very large for a fixed, links become “almost” static
is informed. Given that all nodes i are active and within and node failures are rare. An interesting question left for
distanced of s at timety, all nodes inA must be covered to future work is what is the precise relation betwegeand the
solve the problem. time bound.

Consider a partitioq B., B.} of the nodes inB’ such
that|B/| = |B.| = 2n/5 ands € B.. The nodes inB, —
{s} are activated for the first time during the time slots 4 Upper Bounds
beforet; + «a so that some node € B/, does not transmit
uniquely among the nodes 8, before the time slat; +a+
m. As proved in Lemma 2, such a node exists because t
protocol is oblivious and, > 8. Lett; be the time slot when
nodeo transmits uniquely for the first time. Nodesit are
activated for the first time at timg, and reactivated (i.e.
turned off for one time slot) during the time slots before o , )
to + «. Given that deactivated nodes restart the executiowat failing nodes do not lose the informatién

from scratch upon reactivation, as proved in Lemma 2 some

nodee € B/ does not transmit uniquely among the nodes inA Quasi-Oblivious ProtocolThe idea underlying the pro-
B’ before tehe time sloy + o+ m — 1 tocol is to augment the well-known Round-Robin protocol
! .

These alternating rounds of activation are repeated untYIVIth the synchronization of the clock of each node with the

the problem is solved. In each of the rounds of activation delime elapsed since the dissemination started, which we cal

scribed here, and concurrently with the movement of node@egl()bda_‘I tlrr;e 'tl;1h|s IIS go?f. by e_mbtﬁddlng a count-ex:or:- d

in A in the second interval of the first phase described if ©sPonding fo the global ime, n e Messages excnange

Theorem 5. nodes are moved between &tand B as de-  © disseminate the informatioh Given that the schedule

scribed in Theorem 5, but now using the last node to transmﬂf transmssmns of a nodg deper!ds o_n.Iy on its Ib and .the

uniquely inB’, and 3’ alternately global time, the protocol is quasi-oblivious. More details
The moveoment ;f nodes frorﬁ and A’ to C and(” is about the algorithm can be found in Algorithm 1.

performed slower than in Theorem 5 since, for example, an

uncovered node from has now at |eE_‘3H_‘m_2 time Steps  ~Ajgorithm 1: Dissemination algorithm for node 7 is the in-

to be moved fromA to = before being informed. In each  formation’ to be disseminated. The source node initially sets

phase of at least + m — 2 time slots every node is moved _7=0.

a distance at most(r + ¢)/6 + ¢. Settinge appropriately, 1 uponreceiving(/, r) do

In this section, a quasi-oblivious protocol and an obligou
Hne that solve Dissemination, both based on known algo-
rithms particularly suited for our setting, are described a
their time efficiency proved. The first bound is asymptoti-
cally tight with respect to the more powerful class of adap-
tive protocols. Recall that, for the upper bounds, we assume

the adversarial movement described does not viaiate . g for ?sgpeg?e‘i E'Og?]e
Given thatrn/5 nodes initially inA are covered one by if =4 mgd n then transmit(7, )
one, each at least within + m — 1 time slots after the s if 7> n(a+ n) then stop
previous one, the overall running time is lower bounded as
claimed.
The movementof nodes preseryas 3)-connectivity as It can be proved that this quasi-oblivious algorithm solves

proved in Theorem 5. With respect to the activation schedulgssemination for arbitrary values of,,, in at most(a +
of the nodes inB U B’, notice that each node is active for n) time steps. Formally,

at least2(a + m) — 1 consecutive steps. Given that < _
2(a + m) the connectivity property holds. Theorem 7 Given an(«, 3)-connected MANET wheye >

O n, there exists a quasi-oblivious deterministic protocaitth
solves Dissemination for arbitrary values®f,,.. in at most

Notice that the upper bound ghin Theorem 6 is bigger n(a + n) time steps.

than the lower bound ofi proved in Theorem 2. Otherwise,

the later would subsume the former. Proof As a worst case, we assume that all nodes in the net-
It is interesting to observe the following. The oblivious work must be covered, ang, .. is arbitrarily big.

lower bound was proved using failures, unlike the general Using 7, each node achieves synchronization with re-

lower bound where nodes do not fail. Furthermore, the genspect to the time step whehwas transmitted for the first

eral lower bound is universal for any, because each par- time. Thus, since each node transmits in a unique time slot,

tition is disconnected only once. But the oblivious lowercollisions are avoided.

bound is existential becaugewas restricted to exploit fre- Let us denote by’ the set of covered nodes, antlt)

quent failures. Having a restriction ghfor oblivious pro- the setC at the end of time slot. Let us denote by; the
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time slot at which the sef’ increases from sizetoi +12.  mostk max;cy p; steps aftet. Given that in our setting the

The time slot when the informatiohis transmitted for the biggest prime number used js,,—1, thatp, < z(lnz +

first time is then,. Inln z) for anyx > 6 as shown in [46], and that due to mo-
We prove that; 1 — t; < a + n and thus in the worst bility all nodes may get close toin the worst case, we have

case, after time(a + n) all nodes are informed. Attimg,  thatkmax;cy p; < n(2n—1)(In(2n—1)+1Inln(2n—1)),

the set of node§'(¢;) and the remaining nodes in the systemfor n > 4. Which is in turn less thadn(n — 1) In(2n) for

V' — C(t;) constitute a non trivial partition. n > 3. Hence, given that in the worst case all nodes must be
Given that the network i&x, 5)-connected, for each time covered at least one at a time and that the netwofi,i)-

slott, and in particular for time slat;, there exists atime slot connected, the overall running time is less théan-+4n(n—

t' > t; such that a pair of nodesc C(t')andg € V—-C(¢')  1)In(2n)). We formalize this bound in the following theo-

such thatp is informed and; is uncovered attimé, pand  rem. Recallthat > |(n—1)(n—3)/4In((n—1)(n—3)/4)]|

q are neighbors and active for all the inter{téj t +p)and s required for the problem to be solvable when> 8 as

this latter intersects with the intervigl, ¢; +«). Inthe worst ~ shown in Theorem 2.

case attime’ + ( anew node is covered, sinGe> n.

. Remembgr that everny time steps (_agch_inforr_ned node Theorem 8 Given an(a, §)-connected MANET, whefe>

will re-trapsmltl unless the stop condition is ver!f|ed. (l.e., n(2n — 1)(In(2n — 1) + Inln(2n — 1)) andn > 4, there

n(a+ n) time slots after the source node transmitted for th

first time.) Since3 > n, we know that at time; 1 < ¢ +n

nodeg is informed. Since’ +n < t; + a +n, we have that

tiv1 <t;+a+n. ThUS,tH_l -t <a+n. O

€xists an oblivious deterministic protocol that solves-Dis
semination for arbitrary values af,,,., in at mostn(a +
4dn(n — 1)1n(2n)) time steps.

Recall thats > n — 1 is required for the problem to
be solvable as shown in Theorem 1. This upper bound is )
asymptotically tight with respect to the lower bound shown® Conclusions

in Theorem 5 for general deterministic Geocast protocols ] )
Whenvmae > 7r/(3(2a + n — 4)). Thus, we can conclude In this paper, we formally define a particular class of MANET,

that having extra information in this case does not help. ~ Suited for opportunistic communication, where the changes
in the communication topology; if any, are such that an on-
An Oblivious Protocol.We finally describe how to imple- line route exists among any two nodes that wish to com-
ment an oblivious protocol for Dissemination, based on dgnunicate. In this context, we have studied a fundamental
protocol presented in [22] for the related problem of Re-communication problem, InformatiddisseminationMore
current Communication callé@rimed SelectionGiven that ~ generally, a future direction is to understand which are the
in this protocol the schedule of transmissions of a node de?roblems that can be solved in our model and which not.
pends only on its ID, the protocol is oblivious. This upperSimilarly to other works, e.g., [35], this research direnti
bound is only a poly-logarithmic factor away from the lower contributes to understand which are the necessary assump-
bound shown in Theorem 6. tions for distributed algorithms to solve fundamental prob
In order to implement Primed Selection, onengprime  lems in networks of dynamic nature.
numbers is stored in advance in each node’s memory, so that In this sense, we have shown that when nodes are ac-
each node holds a different prime number. betlenote the tivated at different times, the time complexity to solve the
£-th prime number. We set the smallest prime number useBissemination problem can be improved by almost a lin-
to bep,,, which is at least, because Primed Selection re- ear factor if nodes can use the information in the exchanged
quires the smallest prime number to be at least the maximumessages to synchronize their clock. In fact, we prove that
number of neighbors of any node, which in our model is un-only that piece of non-local information is enough to achiev
known. The algorithm is simple to describe, upon receivingoptimality. This comparison is formalized by considering
the information/, each node with assigned prime numper three classes of algorithms (oblivious, adaptive and gquasi
transmits with periogh;. oblivious) and summarized in Table 1. On one hand, we
It was shown in [22] that, for any Radio Network formed show a2(n(a+n?/1Inn)) lower bound for oblivious proto-
by a setV of nodes running Primed Selection, for any time cols when nodes may be activated at different times. On the
slot ¢, and for any node such that the number of nodes other hand, in a more restrictive model where global time is
neighboring: is k — 1, 1 < k < n, i receives a transmis- available, there exists an oblivious protocol (Round Rpbin
sion without collision from each of its neighbors within at that solves Dissemination in at mosfe + n) steps.

2 It may happen that two nodes receive the message at the saee ti
But this does not affect the correctness of the proof, itjedtices the ~ Acknowledgements We thank Martin Farach-Colton for useful dis-
time necessary for the problem to be solved. cussions.
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A/

(a) Distances invariant. (b) Initial configuration.
A A A
e @ O
‘ ........ '
\ . - . . > ) ,
Fa ' © @m A

(c) Path fromA to C and fromA to A’. (d) Path fromA’ to C” and fromA’ to A.

Fig. 3 lllustration of Theorem 5. A small empty circle depicts amgdn the plane. A small black circle depicts a node. A big gmgrea depicts
an empty set. A big shaded area depicts a non-empty set.
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(a) Phase 1 of, begins. (b) («, 3)-connectivity preservation.
A A A A’

- | : - < i B . B

(c) Configuration right before is informed. (d) End of phase 1 of.

Fig. 4 lllustration of Theorem 5. A small empty circle depicts arngon the plane. A small black circle depicts a node. A big gngyea depicts
an empty set. A big shaded area depicts a non-empty set.
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(a) Phase 2 ofi and phase 1 of begin.
A A

Jof

(c) Configuration right before is informed.

(b) («, 3)-connectivity preservation.
A

A/

(d) End of phase 2 of and phase 1 af.

Fig. 5 lllustration of Theorem 5. A small empty circle depicts argon the plane. A small black circle depicts a node. A big gngyea depicts

an empty set. A big shaded area depicts a non-empty set.
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(a) Phase 3 ofi, 2 of v, and 1 ofw begin. (b) («, B)-connectivity preservation.
A A A A’
w w
0. o O [ ¥ e
Dy y @ @ y y @7
(c) Configuration right before is informed. (d) End of phase 3 aof, 2 of v, and 1 ofw.

Fig. 6 lllustration of Theorem 5. A small empty circle depicts argon the plane. A small black circle depicts a node. A big gngyea depicts
an empty set. A big shaded area depicts a non-empty set.



