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Abstract

The current best algorithms for convex body chasing problem in online algorithms use the

notion of the Steiner point of a convex set. In particular, the algorithm which always moves to

the Steiner point of the request set is O(d) competitive for nested convex body chasing, and this

is optimal among memoryless algorithms [BKL+20]. A memoryless algorithm coincides with the

notion of a selector in functional analysis. The Steiner point is noted for being Lipschitz with

respect to the Hausdorff metric, and for achieving the minimal Lipschitz constant possible. It is

natural to ask whether every selector with this Lipschitz property yields a competitive algorithm

for nested convex body chasing. We answer this question in the negative by exhibiting a selector

which yields a non-competitive algorithm for nested convex body chasing but is Lipschitz with

respect to Hausdorff distance. Furthermore, we show that being Lipschitz with respect to an

Lp-type analog to the Hausdorff distance is sufficient to guarantee competitiveness if and only

if p = 1.

1 Introduction

In the convex body chasing (CBC) problem, the player receives a sequence of nonempty closed

convex sets K1,K2, . . . ,KT ⊆ R
d and must respond to each set Kt with a point xt ∈ Kt. Moreover,

the points xt are selected in an online fashion; that is, xt must be fixed before Kt+1 is revealed.

The objective is to minimize the total distance traveled, i.e.
∑T

t=1 ‖xt − xt−1‖, where x0 = 0. The

performance of an algorithm is measured by the competitive ratio, defined as

sup
T∈N

sup
K1,...,KT

ALG(K1, . . . ,KT )

OPT (K1, . . . ,KT )
(1)

where ALG(K1, . . . ,KT ) denotes the cost of the algorithm’s solution and OPT (K1, . . . ,KT ) denotes

the cost of the optimal solution in hindsight. A competitive algorithm is one with finite competitive

ratio (i.e. the ratio above is uniformly bounded for every sequence of nonempty convex sets).

In this paper, we consider memoryless algorithms for CBC, namely algorithms such that xt depends

only on Kt, and not on previous request sets or points chosen. That is, before seeing any Ki, the

algorithm fixes a function s : {nonempty convex subsets of Rd} → R
d such that s(K) ∈ K for all

K. Such a function s is known as a selector. Henceforth, the algorithm defines xt = s(Kt).
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Selectors cannot give competitive algorithms for CBC in general.1 However, for nested instances

where K1 ⊇ K2 ⊇ · · · ⊇ KT , selectors can give competitive algorithms. Bubeck et al. show that

Steiner point selector st(K), which is defined as the average of an extreme point of K in a uniformly

random direction, achieves the optimal competitive ratio among selectors [BKL+20].

The Steiner point is well-known in the functional analytic study of Lipschitz selectors. Namely, the

Steiner point is notable for being O(
√
d)-Lipschitz with respect to the Hausdorff distance between

two sets, defined as the maximum distance from a point in one set to the other set [Dau68, Vit85b].

In fact, the Steiner point achieves the minimal Lipschitz constant among all selectors [PY89].

Steiner-type selectors exist even when R
d is replaced by a general Banach space [Shv04]. Lipschitz

selections (of set-valued functions) are well-studied and have variety of applications to differential

inclusions, metric projection, calculus of variations, etc. (see [Shv02] and references therein).

Given the Steiner point’s properties as both a competitive and Lipschitz selector, it is natural to

ask about the connection between these two properties. In particular, is every Lipschitz selector

also competitive for nested CBC? We consider this question for a broader class of metrics {Dp}p≥1

for sets, which are Lp-analogs of the Hausdorff metric. These were first defined in [MV75]; D∞ is

the Hausdorff metric. We define them in Section 1.2. Our main result answers the question in the

negative.

Theorem 1.1. For any p ∈ (1,∞], there is a selector that is Lipschitz with respect to Dp but is

not competitive for nested CBC.

Furthermore, this result is tight in the sense that it cannot be extended to p = 1. Indeed, we note

that every selector that is L-Lipschitz with respect to the D1 metric is actually L-competitive.

This fact is implicit in Bubeck et al.’s proof that the Steiner point is d-competitive [BKL+20]. For

completeness, we include a proof in Appendix A.1.

The proof of Theorem 1.1 has three main steps.

1. Construct a “hard” nested sequence of sets K1 ⊇ K2 ⊇ . . . such that
∑

tDp(Kt,Kt+1) = ∞.

Notice that the existence of such a sequence is necessary in order to have a selector that is

both non-competitive and Lipschitz with respect to Dp.

2. Define a partial selector s : {Kt}t∈N → R
d for these set that is Lipschitz with respect to Dp

but not competitive on this sequence.

3. Extend the partial selector s to a full selector s : {nonempty convex subsets of R
d} → R

d

that is also Lipschitz with respect to Dp (with a larger Lipschitz constant than that of s).

The selector s is also non-competitive, since it inherits this property from s.

1Fix a selector s and let K and K′ be two sets such that s(K) 6= s(K′) and K ∩ K′ 6= ∅. (One can find such a
pair of sets, e.g., among the edges of a triangle.) Now consider the request sequence K,K′,K,K′, . . . . The offline
optimum is finite, as one can choose x ∈ K ∩ K′ and let xt = x for all t. However, the online algorithm pays
‖s(K)− s(K′)‖ at each step, so its cost is unbounded.
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We remark that there are well-known techniques for extending a Lipschitz partial function

to a Lipschitz function on the entire domain; the difficulty here lies in ensuring that the

extension is a selector, that is, that s(K) ∈ K for all K.

We construct the sequence of sets in Section 2, the partial selector in Section 3.1, and the full

selector in Section 3.2.

1.1 Related work

Friedman and Linial introduced CBC in 1993 in order to study the geometry of the related Met-

rical Task Systems problem [FL93]. They proved that no algorithm for CBC in dimension d has

competitive ratio lower than
√
d, and gave a competitive algorithm when d = 2. Initially, most

work on CBC focused on special cases; see, e.g. [FIY08, Sit14, ABN+16]. A recent series of pa-

pers gave competitive algorithms for the nested case, where K1 ⊇ K2 ⊇ · · · ⊇ KT [BBE+19,

ABC+19, BKL+20]. These solutions led to the first competitive algorithm for the general case of

CBC [BLLS19, AGGT20, Sel20]. The current best-known bounds are O(
√
d log d) for the nested

case [BKL+20], O(min(d,
√
d log T )) for the general case [AGGT20, Sel20] and O(min(k,

√
k log T ))

for k-dimensional subspaces [AGG20]. We remark that the algorithms of [AGGT20, Sel20] for the

general case also rely on a Steiner-type point, although now applied to a modified version of the

sets Kt.

1.2 Definitions and notation

All norms for points in R
d in this paper are Euclidean. We let Bd(x0, r) := {x ∈ R

d : ‖x−x0‖ ≤ r}
denote the ball of radius r centered at x0 ∈ R

d and we let Bd := B(0, 1) denote the unit ball in

R
d. For convenience, we omit the superscripts and write B(x0, r) and B. We let Sd−1 = {x ∈ R

d :

‖x‖ = 1} denote the unit sphere in R
d.

We denote by Kd the set of nonempty compact convex sets in R
d, and write K when d is clear from

context. The support function of a set K ∈ Kd is the function hK : Sd−1 → R given by

hK(y) = max
x∈K

〈x, y〉.

A convex set K is centrally symmetric if K = −K := {−x : x ∈ K}.

Let σd denote the Lebesgue measure on Sd−1 normalized so that σd(Sd−1) = 1. We henceforth

drop the subscript and write σ. The Hausdorff distance between two sets in Kd is given by the

L∞-distance between their support functions:

D∞(K,K ′) := max
y∈Sd−1

|hK(y) − hK ′(y)|,

More generally, for any p ∈ [1,∞), the metric Dp between two sets in Kd is given by the Lp-distance
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between their support functions:

Dp(K,K ′) =

(∫

y∈Sd−1

|hK(y) − hK ′(y)|p dσ(y)

)1/p

.

For a collection K ⊆ Kd of compact convex sets, a partial selector s is a function s : K → R
d such

that s(K) ∈ K for all K ∈ K. When K = Kd, we say s = s is a selector. The (partial) selector

s : K → R
d is L-Lipschitz with respect to Dp if

‖s(K1) − s(K2)‖ ≤ L ·Dp(K1,K2) ∀K1,K2 ∈ K. (2)

We now have the definition of one of the central concepts in this paper.

Definition 1.2 (Competitive selector). For γ > 0, a (partial) selector s : K → R
d is γ-competitive

if every infinite nested sequence B ⊇ K1 ⊇ K2 ⊇ . . . of sets Kt ∈ K satisfies
∑∞

t=1 ‖s(Kt+1) −
s(Kt)‖ ≤ γ.

Notice that this is not exactly the same as the definition of a competitive algorithm for nested

CBC, since it imposes the condition that all sets Kt are inside the unit ball B and it replaces

the competitive ratio (1) by just the total movement
∑∞

t=1 ‖s(Kt+1) − s(Kt)‖. However, a simple

reduction shows that a γ-competitive selector yields a O(γ)-competitive algorithm for nested CBC,

see [BBE+19, Lemma 1].

A selector that is not γ-competitive for any γ > 0 is said to be non-competitive. Note that any

extension of a non-competitive selector is also non-competitive.

The Steiner point selector st : Kd → R
d is defined by

st(K) :=

∫

y∈Sd−1

∇hK(y) dσ(y), (3)

or equivalently,

st(K) := d

∫

y∈Sd−1

y · hK(y) dσ(y), (4)

see page 315 of [Sch14] for the equivalence. Note that since ∇hK(y) = argmaxx∈K〈x, y〉, defini-

tion (3) implies that st(K) ∈ K, i.e. the Steiner point is in fact a selector. It follows easily from

definition (4) that st(·) is d-Lipschitz with respect to D1. Notice that for any p ≥ 1 we have

D1(K,K ′) ≤ Dp(K,K ′). Consequently, st(·) is d-Lipschitz with respect to Dp, for all p ≥ 1.

For two points u, v ∈ Sd−1, we define their distance ρ(u, v) as the angle between them, i.e. ρ(u, v) =

arccos 〈u, v〉. Notice this is exactly the geodesic distance on the sphere, so it satisfies triangle

inequality. For u ∈ Sd−1 and θ ∈ (0, π], let C(u, θ) be the cap on the sphere Sd−1 around u with

angle θ, namely

C(u, θ) := {x ∈ Sd−1 : ρ(x, u) < θ}.

Equivalently, C(u, θ) is the open ball of radius θ around u with respect to the distance ρ. Let
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C(u, θ) denote the convex hull of cap C(u, θ). Let C±(u, θ) = C(u, θ)∪C(−u, θ) and let C±(u, θ) =

C(u, θ) ∪C(−u, θ); we refer to these as double caps. Note that C(u, θ) is open as a subset of Sd−1,

C(u, θ) is open as a subset of B, and hence for any compact set K ⊆ B it holds that K − C(u, θ)

is compact.

2 A nested sequence with infinite Dp movement

We now construct, for each p > 1, a nested sequence of sets such that the cumulative distance

between consecutive sets (as measured by Dp) is infinite.

Proposition 2.1. Fix any p > 1, dimension d ≥ 4p−1
p−1 , and ε > 0. Then there is a sequence

B ⊇ K1 ⊇ K2 ⊇ . . . of centrally symmetric sets in Kd such that

(I) D∞(B,Ki) ≤ ε for all i.

(II)
∑∞

i=1 Dp(Ki,Ki+1) = ∞.

(III) The distances Dp(Ki,Ki+1) are decreasing for i = 1, 2, . . ..

Notice that in addition to having infinite cumulative distance (Item (II)), we also have the property

that the sets Ki are very close to being a ball (Item (I)). This will be important in the construction

of our partial selector s : {Ki} → R
d and its extension to a selector s for all sets in K. As mentioned

in the introduction, guaranteeing s(K) ∈ K is the hard part of obtaining an extension. Item (I)

allows us to place s(Ki) “very deep” into Ki, so that for a set K ≈ Ki it suffices for the extension

to have s(K) ≈ s(Ki) = s(Ki) to ensure that s(K) is inside K. (Item (III) in the statement is

mostly a convenient technical property.)

This infinite sequence of sets Ki is obtained by starting from the unit ball B and removing an

infinite set of disjoint double caps C±(ui, θi), one at a time. Disjointness will be useful for two

reasons. First, it means that when removing the double cap C±(ui, θi) from Ki (to obtain the next

set Ki+1) the part lost is exactly the same as if removing this double cap from the original ball,

which greatly simplifies computing the distance Dp(Ki,Ki+1). Second, it more easily guarantees

that we never cut in too deeply (ensuring Item (I) of the proposition).

To carry out this idea, we need to show that there is indeed an infinite set of these double caps

that are (a) “small enough” to be disjoint but that (b) “cut enough” to make sure the cumulative

distance
∑∞

i=1Dp(Ki,Ki+1) is infinite (Item (II) of the proposition).2 Our key technical ingredients

are (respectively) (a) estimates for the normalized area of a cap and (b) the Dp-distance between

the unit ball and the ball minus a cap.

2The underlying reason why this is possible for p > 1 (but not p = 1), is the following: If the body K′ is obtained

by cutting off a small part of K, then
Dp(K

′,K)

D1(K′,K)
goes to infinity as the size of the piece cut off goes to 0. Thus, if

one chooses an infinite sequence of cuts where the sum of the D1-distance between the subsequent bodies converges
but barely, then the sum of the Dp-distances will diverge. This phenomenon is flexible enough to also accommodate
Items I and III of the proposition.
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To start, recall that σ is the normalized uniform measure over Sd−1. We abuse notation and write

σ(C(θ)) for the area of any cap with angle θ (the area depends only on the angle, and not on the

center).

Our first lemma is an upper bound on σ(C(θ)) in terms of θ. This follows simply from the following

(slightly restated) estimate that can be found, for example, in [CFJ13].

Fact 2.2. [CFJ13, Proposition 5] Fix u ∈ Sd−1 and λ ∈ (0, π2 ). Then the probability that a

uniformly random point from Sd−1 has an angle with u that is outside of the interval (π2 −λ, π2 +λ)

is at most γ ·
√
d · cos(λ)d−2, where γ is a constant that does not depend on d or λ.

Lemma 2.3. For θ ∈ (0, π2 ),

σ(C(θ)) ≤ γ ·
√
d · θd−2,

where γ is a constant that does not depend on d or θ.

Proof. Fix any center u for the cap, and letting λ = π
2 − θ we see that the area σ(C(θ)) is

at most the probability bounded in Fact 2.2. The conclusion then follows from the estimate

cos(λ) = cos(π2 − θ) = sin(θ) ≤ θ, which is valid for all θ ≥ 0.

Using this estimate, we can show how to pack double-caps into a sphere using a standard volumetric

bound.

Lemma 2.4. Let π
2 ≥ θ1 ≥ θ2 ≥ . . . be such that

∑∞
i=1 σ(C(2θi)) <

1
2 . Then there is a set of points

u1, u2, . . . in Sd−1 such that the double-caps {C±(ui, θi)}i∈N are pairwise disjoint.

Proof. The claim is equivalent to saying that for all i < j, it holds that uj /∈ C±(ui, θi + θj). Since

the θi are decreasing, θi + θj < 2θi. Therefore it suffices to choose uj /∈ C±(ui, 2θi) for any i < j.

We construct such ui’s iteratively: after picking u1, . . . , ui, we have

k∑

i=1

σ(C±(ui, 2θi)) = 2
k∑

i=1

σ(C(2θi)) < 1 = σ(Sd−1).

Thus there is a point in Sd−1 that is not in any previous cap. Choose this point to be ui+1.

Using Lemma 2.3, for the packing property to hold we just need

∑

i

θd−2
i ≤ g(d, p), (5)

for some function g of d and p.

We now turn to getting a lower bound on Dp(B,B −C(ui, θi)) in terms of θ. It will be convenient

to have another technical lemma also from [CFJ13].

Fact 2.5. [CFJ13, Lemma 12] Let v ∈ Sd−1 be fixed and U be sampled uniformly from Sd−1.

Then the random angle ρ(U, v) between U and v is distributed according to the density function

t 7→ f1(d)(sin t)d−2, where f1(d) is a constant depending only on d.
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Note that the following lemma and its proof consider caps C(ui, θi) and not double-caps C±(ui, θi).

Lemma 2.6. Let θ ∈ (0, π2 ], and v ∈ Sd−1 be arbitrary. Then

Dp(B,B − C(v, θ)) ≥ f(d, p) · θ2+(d−1)/p

for some function f of d and p.

Proof. For notational ease, let B− := B − C(v, θ). Firstly, hB and hB− only differ on directions

u ∈ C(v, θ). For such u, note that C(u, θ − ρ(v, u)) is contained in C(v, θ) because ρ(·, ·) satisfies

the triangle inequality. Thus, B− has excluded all points from C(u, θ − ρ(u, v)), that is, every

vector y ∈ B− has angle at least θ − ρ(u, v) with u, and hence 〈u, y〉 ≤ cos(θ − ρ(u, v). Thus,

hB−(u) ≤ cos

(

θ − ρ(v, u)

)

≤ 1 − 1

4

(

θ − ρ(v, u)

)2

,

where the second inequality follows from the estimate cos(x) ≤ 1− x2

4 , which is valid for all x ∈ [0, π2 ].

Since hB(u) = 1 for all u ∈ Sd−1, using the above bound and then Fact 2.5 we obtain

Dp(B,B−)p =

∫

C(v,θ)

(

hB(u)−h
B− (u)

)p

dσ(u)

≥
∫

C(v,θ)

[
1

4

(

θ − ρ(v, u)
)2

]p

dσ(u)

= f1(d) ·
∫ θ

0

[
1

4

(

θ − t
)2

]p

· (sin t)d−2 dt (Fact 2.5)

≥ f2(d, p) ·
∫ θ/2

0

(

θ − θ
2

)2p
· (sin t)d−2 dt (f2 := 1

4p · f1)

≥ f3(d, p) ·
∫ θ/2

0

(
θ
2

)2p
· td−2 dt (f3 := 1

2d−2 · f2)

= f4(d, p) · θ2p+d−1, (f4 := 1
22p+d−1(d−2)

· f3)

where in the last inequality we used that (sin t) ≥ t
2 for t ≤ π

4 . Taking p-th roots and renaming f4
proves the lemma.

Lemma 2.4 and 2.6 now give a sequence of disjoint double-caps that induce infinite movement.

Lemma 2.7. Fix any p > 1, dimension d ≥ 4p−1
p−1 , and ε > 0. Then there is a sequence of angles

arccos(1 − ε) ≥ θ1 ≥ θ2 ≥ . . . and a sequence u1, u2, . . . of points in Sd−1 satisfying:

(i) The double-caps {C±(ui, θi)}i∈N are pairwise disjoint.

(ii)
∑∞

i=1 Dp(B,B − C(ui, θi)) = ∞

Proof. Define

θi := α

(
1

i

)1/(2+(d−1)/p)

,

7



where α > 0 is a small constant (depending on d and p) to be specified later. Since d > 4p−1
p−1 , it

follows that d−2
2+(d−1)/p > 1, whence using Lemma 2.3

∑

i

σ(C(2θi)) ≤ 2d−2γ
√
d ·

∑

i

θd−2
i < ∞.

By choosing α small enough, this sum can be made less than 1
2 . Then by Lemma 2.4 we can find

ui’s such that the double caps {C±(ui, θi)}i∈N satisfy condition (i). By Lemma 2.6, we have

∞∑

i=1

Dp(B,B − C(ui, θi)) ≥
∞∑

i=1

f(d, p) · θ2+(d−1)/p
i = f(d, p) · α2+(d−1)/p

∞∑

i=1

1

i
= ∞.

Hence (ii) is satisfied.

of Proposition 2.1. Finally we prove Proposition 2.1. With sequences θ1, θ2, . . . and u1, u2, . . . as

given by Lemma 2.7, define the nested sequence K1 ⊇ K2 ⊇ . . . of convex bodies by starting from

the unit ball B and sequentially removing the double-caps C±(ui, θi):

K1 = B,

Ki+1 = Ki − C±(ui, θi), ∀i ≥ 1
(6)

It is clear that each Ki is centrally symmetric. For all i,

D∞(B,Ki) ≤ max
j<i

(1 − cos(θj)) ≤ ε,

and so we obtain Proposition 2.1(I).

Moreover, since the double-caps are disjoint by Lemma 2.7(i), for any direction y it holds that

hKi
(y) − hKi+1(y) = hB(y) − hB−C±(ui,θi)

(y),

because if y ∈ C±(ui, θi) then hKi
(y) = hB(y) and hKi+1(y) = hB−C±(ui,θi)

(y), and otherwise both

sides are zero. Therefore,

Dp(Ki,Ki+1) = Dp(B,B − C±(ui, θi)) = 2Dp(B,B − C(ui, θi)). (7)

It now follows from Lemma 2.7(ii) that
∑

i Dp(Ki,Ki+1) = ∞, thus giving Proposition 2.1(II).

The last item Proposition 2.1(III), namely that the distances Dp(Ki,Ki+1) are decreasing over i,

also follows from (7) and the fact the θi’s are also decreasing over i. This completes the proof of

Proposition 2.1.
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3 Defining the Selector

Throughout this section, we fix p > 1, dimension d ≥ 4p−1
p−1 , and ε ∈ (0, 1) to be specified later (ε

will be a function of d and p). We will need the following lemma:

Lemma 3.1. Let K ⊆ B be a nonempty convex compact set, and let ρ := D∞(K,B). Then K

contains the ball B(0, 1 − ρ).

Proof. Before stating the proof we recall that the Hausdorff distance D∞ between B and K is also

given by the classic formula (simplified since K ⊆ B)

D∞(K,B) = max
x∈B

min
y∈K

‖x− y‖, (8)

see Lemma 1.8.14 of [Sch14].

Now we prove the lemma in the contrapositive: if K does not contain B(0, 1−ρ) then D∞(K,B) > ρ.

Suppose there exists a point z in B(0, 1−ρ) but not in K. Then there is a halfspace {x : 〈u, x〉 ≤ α}
that contains K but not z. By rescaling, we can assume without loss of generality that ‖u‖ = 1.

Using the fact z does not belong to this halsfpace, Cauchy-Schwarz inequality, and then that

z ∈ B(0, 1 − ρ), we have

α < 〈u, z〉 ≤ ‖z‖ ≤ 1 − ρ.

Thus, for every y ∈ K we have 〈u, y〉 ≤ α < 1 − ρ, and so Cauchy-Schwarz inequality gives

‖u− y‖ ≥ 〈u− y, u〉 > ρ.

Since u ∈ B, this implies that maxx∈B miny∈K ‖x− y‖ > ρ, and from (8) we get D∞(K,B) > ρ as

desired.

3.1 Partial selector

Let the sequence K1,K2, . . . be as defined in (6), which satisfies the properties in Proposition 2.1.

Proposition 3.2. For any η > 0, there is partial selector s : {Ki}i∈N → R
d that is 2η-Lipschitz

with respect to Dp and non-competitive.

Proof. Since an η-Lipschitz selector is also η′-Lipschitz for any η′ > η, we may assume w.l.o.g. that

η < 1−ε
2ε . For i ≥ 1, let αi := Dp(Ki,Ki+1). Now define a partial selector s : {Ki}i∈N → R

d by

s(Ki) =

{

ηαi · e1 if i is odd

−ηαi · e1 if i is even
(9)

Note that s is indeed a partial selector: by Proposition 2.1(I) we have D∞(Ki, B) ≤ ε for all i. This

implies that each Ki contains the ball B(0, 1 − ε) (by Lemma 3.1) and that αi ≤ 2ε (by triangle

inequality). By the assumption that η < 1−ε
2ε , it follows that ‖s(Ki)‖ < 1 − ε, whence s(Ki) ∈ Ki.
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Lipschitz. Fix i < j. Since the sets Ki are nested we have Dp(Ki,Kj) ≥ Dp(Ki,Ki+1) = αi.

Also, as guaranteed by Proposition 2.1(III), the distances αi’s are decreasing over i. Putting these

observations together we get

‖s(Ki) − s(Kj)‖ ≤ ‖s(Ki)‖ + ‖s(Kj)‖ ≤ ηαi + ηαj ≤ 2ηαi ≤ 2ηDp(Ki,Ki+1).

Thus, s is 2η-Lipschitz with respect to Dp.

Non-competitive. From the definition of s we have

‖s(Ki) − s(Ki+1)‖ = ηαi + ηαi+1 ≥ ηαi.

This gives us the total movement

∞∑

i=1

‖s(Ki) − s(Ki+1)‖ ≥
∞∑

i=1

ηαi = ∞,

where last step follows from Proposition 2.1(II). This concludes the proof.

3.2 Extension to a Full Selector

We now extend the selector s from only the sets {Ki} to all convex bodies to obtain the following

more precise version of the statement of Theorem 1.1.

Theorem 3.3 (Restatement of Theorem 1.1). For any p ∈ (1,∞], d > 4p−1
p−1 and ε > 0, there is a

selector s : Kd → R
d that is (5d + ε)-Lipschitz with respect to Dp but is non-competitive.

When p = ∞, we can use known extension results (e.g. Theorem 18 of [PY95]) to extend our

partial selector s to a selector whose Lipschitz constant is within a constant factor of optimality.

However, the following fact shows that this is not possible for any p < ∞.

Fact 3.4. Fix p ∈ [1,∞) and d > 2p + 2. Let ŝ be the partial selector defined only on the unit ball

B with ŝ(B) = e1 (which is trivially Lipschitz). Then ŝ cannot be extended to a selector which is

Lipschitz with respect to Dp.

We defer the proof to the appendix. In light of this fact, we extend just our partial selector

s with a customized argument. As mentioned before, our argument relies on s(Ki) being deep

within each Ki (contrasted to the selector from Fact 3.4, which is on the boundary) so that for a

set K ≈ Ki it suffices for the extension to have s(K) ≈ s(Ki) = s(Ki) to ensure that s(K) is inside

K. The sets K distant from all Ki’s are actually easier to handle, since we can have s(K) quite

different from s(Ki) = s(Ki) without making s non-Lipschitz.

At a high level, our final selector s(K) is the following. Recall that the Steiner point selector st(·) is

d-Lipschitz with respect to Dp for each p ∈ [1,∞] (see the remark following definition (4)). Then:

• If K is not close to any Ki, set s(K) = st(K).

10



• If K is close to some Ki, set s(K) to be a linear interpolation between st(K) and s(Ki).

Formally, let Bp(K, r) := {K ′ ∈ K : Dp(K,K ′) ≤ r} be the ball of radius r centered at K in the

metric space (K,Dp). As before, define αi := Dp(Ki,Ki+1) and let ri := αi

2 . Define the following

bump functions:

fi(K) := max

{

1 − Dp(K,Ki)

ri
, 0

}

.

Notice that fi takes value 1 at Ki, value 0 outside of Bp(Ki, ri), and interpolates linearly on

Bp(Ki, ri). Our extension is:

s(K) := st(K) +
∑

i

fi(K) · (s(Ki) − st(K)), (10)

where s is the partial selector of Proposition 3.2 with η = ε
4 and ε > 0 is sufficiently small (as a

function of d and p), and in particular ε < 1. Notice that nothing is lost in the statement of the

theorem by only working with such ε.

To complete the proof of Theorem 3.3, we will show the following:

• s extends s (hence s is non-competitive).

• s is a selector, i.e. s(K) ∈ K for all K ∈ K.

• s is (5d + ε)-Lipschitz with respect to Dp.

Lemma 3.5. The balls Bp(Ki, ri) are pairwise disjoint.

Proof. Again since the distances αi’s are decreasing over i (Proposition 2.1(III)), for all i < j we

have

ri + rj =
αi

2
+

αj

2
< αi = Dp(Ki,Ki+1) ≤ Dp(Ki,Kj).

Then by the triangle inequality the balls Bp(Ki, ri) and Bp(Kj , rj) are disjoint.

Corollary 3.6. The function s is an extension of s, i.e. s(Ki) = s(Ki) for all i.

Proof. Since the support of fi is Bp(Ki, ri), the previous lemma gives that the functions fi’ have

disjoint support. Since we also have fi(Ki) = 1 (and hence fj(Ki) = 0 for all j 6= i) we get from

the definition of s

s(Ki) = st(K) + (s(Ki) − st(Ki)) = s(Ki),

as desired.

Next, we show that s is a selector. For that we will need the following comparison between the Dp

and the D∞ metrics.

Fact 3.7. [Vit85a, Corollary 2] Consider d ≥ 2 and p ∈ [0,∞). Then for any sets P,Q ∈ Kd we

have

D∞(P,Q)
1+ d−1

p ≤ c(p, d) · (diam(Q) + 2D∞(P,Q))
d−1
p ·Dp(P,Q),

11



where diam(Q) = maxx,y∈Q ‖x− y‖ is the diameter of Q and c(p, d) is a function of p and d only.

Lemma 3.8. The function s is a selector, i.e. s(K) ∈ K for all K.

Proof. If K is not in any Bp(Ki, ri), then s(K) = st(K) ∈ K. Otherwise, suppose K ∈ Bp(Ki, ri)

for some i. Again this implies that fj(K) = 0 for all j 6= i, hence

s(K) = (1 − fi(K)) · st(K) + fi(K) · s(Ki).

Furthermore, fi(K) ∈ [0, 1], so s(K) is a convex combination of st(K) and s(Ki). Since K is convex,

to obtain that s(K) ∈ K it then suffices to show that s(Ki) ∈ K. As noted in Proposition 3.2,

αi < 2ε. Using the bounds η = ε
4 and ε < 1, this gives ‖s(Ki)‖ = ηαi <

1
2 . It then suffices to show

that K ⊇ B(0, 12). We have:

Dp(K,B) ≤ Dp(K,Ki) + Dp(Ki, B) (Triangle inequality)

≤ ri + Dp(Ki, B)

= 1
2Dp(Ki,Ki+1) + Dp(Ki, B)

≤ 3
2Dp(Ki+1, B) (Ki+1 ⊆ Ki ⊆ B)

≤ 3
2D∞(Ki+1, B)

≤ 3
2ε. (Proposition 2.1(I))

Together with Fact 3.7 we see that as long as ε is small enough (as we have assumed) this implies

that D∞(Ki+1, B) ≤ 1
2 . But then Lemma 3.1 implies that K contains the ball B(0, 12), which

concludes the proof.

Having shown that s is a selector and an extension of s, we now turn to showing that it is Lipschitz

with respect to Dp.

Lemma 3.9. For each i, the function fi is
1
ri
-Lipschitz with respect to Dp.

Proof. Fix P,Q, and assume without loss of generality that Dp(P,Ki) ≥ Dp(Q,Ki). If Dp(P,Ki) ≥
ri, then

|fi(Q) − fi(P )| = fi(Q) ≤ 1 − Dp(Q,Ki)

ri

≤ 1 − Dp(P,Ki) −Dp(P,Q)

ri
(triangle inequality)

≤ 1 − ri −Dp(P,Q)

ri

=
Dp(P,Q)

ri
.

12



Otherwise,

|fi(Q) − fi(P )| =

(

1 − Dp(Q,Ki)

ri

)

−
(

1 − Dp(P,Ki)

ri

)

=
Dp(P,Ki) −Dp(Q,Ki)

ri

≤ Dp(P,Q)

ri
,

where the last step follows by the triangle inequality.

Lemma 3.10 (s is Lipschitz). For all P,Q,

‖s(P ) − s(Q)‖ ≤ (5d + ε) ·Dp(P,Q).

Proof. Recall that st(·) is d-Lipschitz with respect to Dp (see the note following definition (4)). We

first show that for each i, the function gi := fi(K) · (s(Ki) − st(K)) is (2d + 2η)-Lipschitz with

respect to Dp. Fix an i and sets P,Q ∈ K and suppose w.l.o.g. Dp(Q,Ki) ≤ Dp(P,Ki). We have:

gi(P ) − gi(Q) =
(
fi(P ) − fi(Q)

)
· s(Ki) + fi(P ) · st(P ) − fi(Q) · st(Q)

=
(
fi(P ) − fi(Q)

)
· s(Ki)

︸ ︷︷ ︸

A

+ fi(P ) ·
(
st(P ) − st(Q)

)

︸ ︷︷ ︸

B

+
(
fi(P ) − fi(Q)

)
· st(Q)

︸ ︷︷ ︸

C

.

We bound these terms separately.

Term A. Since fi is 1
ri

-Lipschitz by Lemma 3.9, we have

∥
∥
(
fi(P ) − fi(Q)

)
· s(Ki)

∥
∥ ≤ Dp(P,Q)

ri
· ‖s(Ki)‖

≤ 2η ·Dp(P,Q). (since ‖s(Ki)‖ = ηαi = 2ηri)

Term B. Since fi(P ) ≤ 1, this term is at most d ·Dp(P,Q) by Lipschitzness of st(·).

Term C. If Dp(Q,Ki) ≥ ri, then fi(Q) = fi(P ) = 0 and we are done. Otherwise, since Ki is

centrally symmetric, st(Ki) = 0. Therefore we have

‖st(Q)‖ = ‖st(Q) − st(Ki)‖
≤ d ·Dp(Q,Ki) (Lipschitzness of st(·))
≤ d · ri.
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Using the 1
ri

-Lipschitzness of fi:

∥
∥
(
fi(P ) − fi(Q)

)
· st(Q)

∥
∥ ≤ Dp(P,Q)

ri
· ‖st(Q)‖ ≤ d ·Dp(P,Q).

These three bounds together show that each gi is (2d + 2η)-Lipschitz.

We now show that g :=
∑

i gi is (4d + 4η)-Lipschitz. Fix sets P,Q. Recall that the support of gi is

Bp(Ki, ri), and these sets are disjoint. In particular, there are i and j such that g(P ) = gi(P ) and

g(Q) = gj(Q). If i = j, then ‖g(P ) − g(Q)‖ ≤ (2d + 2η)Dp(P,Q) since gi is (2d + 2η)-Lipschitz.

Otherwise, we have g(P ) = gi(P ) + gj(P ) and g(Q) = gi(Q) + gj(Q). The function gi + gj is

(4d + 4η)-Lipschitz, hence ‖g(P ) − g(Q)‖ ≤ (4d + 4η)Dp(P,Q). Finally, since st(·) is d-Lipschitz,

it follows that s = st + g is (5d + 4η)-Lipschitz. The proof follows by the choice of η = ε
4 .
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[BLLS19] Sébastien Bubeck, Yin Tat Lee, Yuanzhi Li, and Mark Sellke. Competitively chasing convex

bodies. In STOC, 2019.

[CFJ13] Tony Cai, Jianqing Fan, and Tiefeng Jiang. Distributions of angles in random packing on spheres.

The Journal of Machine Learning Research, 14(1):1837–1864, 2013.

[Dau68] IK Daugavet. Some applications of the generalized Marcinkiewicz-Berman identity. Vestnik

Leningrad. Univ. Mat. Mekh. Astronom, 19:59–64, 1968.

[FIY08] Hiroshi Fujiwara, Kazuo Iwama, and Kouki Yonezawa. Online chasing problems for regular

polygons. Information Processing Letters, 108(3):155–159, 2008.

[FL93] Joel Friedman and Nathan Linial. On convex body chasing. Discrete & Computational Geometry,

9(3):293–321, 1993.

14



[MV75] Donald E McClure and Richard A Vitale. Polygonal approximation of plane convex bodies.

Journal of Mathematical Analysis and Applications, 51(2):326–358, 1975.

[PY89] Krzysztof Przes lawski and David Yost. Continuity properties of selectors and Michael’s theorem.

Michigan Mathematical Journal, 36(1):113–134, 1989.

[PY95] Krzysztof Przes lawski and David Yost. Lipschitz retracts, selectors, and extensions. Michigan

Mathematical Journal, 42(3):555 – 571, 1995.

[Sch14] R. Schneider. Convex Bodies: The Brunn–Minkowski Theory. Encyclopedia of Mathematics and

its Applications. Cambridge University Press, 2014.

[Sel20] Mark Sellke. Chasing convex bodies optimally. In SODA, 2020.

[Shv02] P. Shvartsman. Lipschitz selections of set-valued mappings and Helly’s theorem. The Journal of

Geometric Analysis, 12:289–324, 2002.

[Shv04] P. Shvartsman. Barycentric selectors and a steiner-type point of a convex body in a Banach

space. Journal of Functional Analysis, 210(1):1–42, 2004.

[Sit14] René Sitters. The generalized work function algorithm is competitive for the generalized 2-server

problem. SIAM Journal on Computing, 43(1):96–125, 2014.

[Vit85a] Richard A Vitale. Lp metrics for compact, convex sets. Journal of Approximation Theory,

45(3):280–287, 1985.

[Vit85b] Richard A Vitale. The Steiner point in infinite dimensions. Israel Journal of Mathematics,

52(3):245–250, 1985.

15



A Omitted proofs

A.1 Steiner Selector is Lipschitz for D1

Fact A.1. The Steiner selector st : Kd → R
d is d-Lipschitz with respect to the metric D1.

Proof. For any two sets A,B ∈ Kd, by the definition of Steiner point we have

‖st(A) − st(B)‖ =

∥
∥
∥
∥
d ·

∫

y∈Sd−1

y · hA(y) dσ(y) − d ·
∫

y∈Sd−1

y · hB(y) dσ(y)

∥
∥
∥
∥

≤ d ·
∫

y∈Sd−1

∥
∥
∥(hA(y) − hB(y)) · y

∥
∥
∥ dσ(y) (Jensen’s)

= d

∫

y∈Sd−1

∣
∣
∣hA(y) − hB(y)

∣
∣
∣ dσ(y) (‖y‖ = 1)

= d ·D1(A,B),

which concludes the proof.

A.2 Being Lipschitz for D1 Implies Competitiveness

Fact A.2. If s : Kd → R
d is a L-Lipschitz selector with respect to D1, then s is an L-competitive

selector.

Proof. Let B ⊇ K1 ⊇ K2 ⊇ . . . be any nested sequence. Then since s is L-Lipschitz with respect

to D1,

∞∑

t=1

‖s(Kt) − s(Kt+1)‖ ≤
∞∑

t=1

L ·
∫

y∈Sd−1

∣
∣
∣hKt(y) − hKt+1(y)

∣
∣
∣ dσ(y)

= L ·
∞∑

t=1

∫

y∈Sd−1

(

hKt(y) − hKt+1(y)
)

dσ(y) (Kt ⊇ Kt+1 so hKt ≥ hKt+1)

= L ·
∫

y∈Sd−1

hK1(y) dσ(y) − d · lim
t→∞

∫

y∈Sd−1

hKt(y) dσ(y)

≤ L,

where the last inequality follows from hK1(y) ≤ 1 and hKt(y) +hKt(−y) ≥ 0. Hence the proof.

A.3 No Lipschitz Selector Extension for Dp

Fact 3.4. Fix p ∈ [1,∞) and d > 2p + 2. Let ŝ be the partial selector defined only on the unit ball

B with ŝ(B) = e1 (which is trivially Lipschitz). Then ŝ cannot be extended to a selector which is

Lipschitz with respect to Dp.

Proof. Let s be an arbitrary extension of ŝ. For θ ∈ [0, π2 ], let Kθ := B −C(e1, θ). We claim that

lim
θ→0+

‖s(Kθ) − s(B)‖
Dp(Kθ, B)

= ∞. (11)
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First, we have ‖s(Kθ) − s(B)‖ ≥ hB(e1) − hKθ
(e1) = 1 − cos(θ) ≥ Ω(θ2) (the asymptotic Ω(·) is as

θ → 0+). Also, for y ∈ Sd−1 − C(e1, θ) we have hB(y) = hKθ
(y), and for y ∈ C(e1, θ) we have the

bounds 0 ≤ hKθ
(y) ≤ hB(y) = 1. In particular, |hKθ

(y) − hB(y)|p ≤ 1. Therefore,

Dp(Ky, B) =

(∫

y∈Sd−1

|hKθ
(y) − hB(y)|p dσ(y)

) 1
p

≤
[
σ(C(e1, θ))

] 1
p ≤ O(θ

d−2
p ),

where the last bound follows from Lemma 2.3 (again the asymptotic O(·) is with θ → 0+). Choosing

d > 2p + 2 proves (11), and hence the fact.
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