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STRONG INPUT-TO-STATE STABILITY FOR INFINITE
DIMENSIONAL LINEAR SYSTEMS

ROBERT NABIULLIN AND FELIX L. SCHWENNINGER

ABSTRACT. This paper deals with strong versions of input-to-state stability
and integral input-to-state stability of infinite-dimensional linear systems with
an unbounded input operator. We show that infinite-time admissibility with
respect to inputs in an Orlicz space is a sufficient condition for a system to be
strongly integral input-to-state stable but, unlike in the case of exponentially
stable systems, not a necessary one.

1. INTRODUCTION

Input-to-state stability (ISS) is a well-studied notion in the analysis of (robust)
stability for nonlinear ODE systems and goes back to E. Sontag [20], see [22] for an
overview. The PDE case, however, has developed only in the recent past — see [8]
for the first work in that area, [3, [0} 10, 14, [15], and [I7] as well as the references
therein for the state of the art — and is still subject to ongoing research. One of
the questions is, how variants of ISS known from finite dimensions [21] — especially
integral input-to-state stability (iISS) — relate in the infinite-dimensional setting.
Surprisingly, even for linear systems this still not fully understood, see [5]. With
this contribution we aim to make a step towards clarifying that case. This will
complement the findings in [5].

Let us in the following always consider linear control systems of the form

(1.1) &(t) = Az(t) + Bu(t), t>0, z(0)= o,

where A generates a Cp-semigroup and B is a possibly unbounded input operator.
Input-to-state stability enables a way to jointly describe the stability of the map-
pings zg — z(t) and u — z(t) for fixed ¢ > 0. The specific ISS notion depends on
the ‘norm’ in which the functions v are measured and in which sense the internal
stability, that is, the stability of the semigroup, is understood. For the latter we
will consider strong stability rather than the more restrictive exponential stability,
which is somewhat in contrast to the usual setting for (infinite-dimensional) ISS in
the literature. This accounts for the notion of strong ISS (sISS), which was recently
introduced in [I7]. There, it is also shown that for certain nonlinear systems, sISS
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is equivalent to the strong asymptotic gain property together with uniformly global
stability.

In this article, we show that strong integral input-to-state stability (silSS) is
implied by sISS with respect to an Orlicz space, Theorem 3.3l As we are dealing
with linear systems, the later is equivalent to infinite-time admissibility with respect
to some Orlicz space Eg together with strong stability of the semigroup. A link
between (integral) ISS and Orlicz-space-admissibility was recently established by
Jacob, Partington and the authors in [5]. There the exponential stability of the
semigroup played a significant role in proving that iISS is equivalent to ISS with
respect to an Orlicz space, see [B, Thm. 15]. However, in the present paper we show
that this equivalence is no longer true in the more general situation of silSS and
sISS, Theorem [3.8]

It is known (and easy to see) that, for linear systems (1), iISS implies ISS with
respect to L>°. Whether equivalence holds in general, is still an open problem (and
connected to a fundamental open question raised by G. Weiss on the continuity
of mild solutions, see [5, 23]). In certain situations this is known to be true, like,
for instance, for parabolic diagonal systems [5] or, in some sense more general, for
analytic semigroups on Hilbert spaces that are similar to a contraction semigroup [7]
— in both cases for finite-dimensional input spaces. Furthermore, equivalence also
holds in the case of bounded operators B, [15]. For sISS and siISS, the situation is
different. We show that the implication silSS = sISS with respect to L fails in
general, even if B is bounded. Hence without exponential stability, strong integral
ISS and sISS (with respect to L) cannot be equivalent, Theorem 3.8

The reason for the failure of the above equivalences lies in the fact that we have
to distinguish between “finite-time admissibility” and the stronger “infinite-time
admissibility” here. This is different to the relation between ISS and iISS. This
also shows that for general input-to-state stability of linear systems, the stability
concepts of the mappings g — x(t) and u — z(t) may not be viewed separately.

In Section 2l we introduce the class of linear systems and the required stability
concepts we are dealing with. Section [3] contains our main results.

2. ADMISSIBILITY AND STABILITY OF INFINITE-DIMENSIONAL SYSTEMS

Throughout the whole article we consider linear systems (A4, B) given by (L)),
where A is the generator of a Cy-semigroup (T(t)):>0 on a Banach space X, U is
another Banach space and B € L(U,X_1). The space X_; is defined to be the
completion of X with respect to the norm given by ||z||_1 := [[(A] — A)~'z||, where
A is some element of p(A), the resolvent set of A. The operator A has a unique
extension A_y € L£(X, X_1) which generates a Cp-semigroup (T_1(t))¢>0 on X_1
which is an extension of (T'(t)):>o.

We briefly recall the definitions of Young functions and Orlicz spaces. A function
®:[0,00) = R is called a Young function (or Young function generated by o) if

O(t) = /0 ©(s)ds, t >0,

where the function ¢: [0, 00) — R is right-continuous and nondecreasing, ¢(0) = 0,
©(s) > 0 for s > 0 and lim,_,o @(s) = 0.

Let I C R be an interval. For a Young function ®, let Lg(I;U) be the set of
all equivalence classes (w.r.t. equality almost everywhere) of Bochner-measurable
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functions u: I — U for which there is a k > 0 such that
/fb(k*1||u(:z:)||U)dx < 0.
I

With the Luxemburg norm

fullo = bl g = int {1 > 0| [ @G futol) s < 1},
the space (Lg(I;U), || -||s) is a Banach space [13, Thm. 3.9.1]. If the interval I C R
is bounded, then L*°(I,U) is a linear subspace of L (I,U).
Definition 2.1. For bounded intervals I C R the space Eg(I,U) is defined as
Fo(I,U) = m”'”%um.
The norm || - || g, (r;0) refers to || - || g0y

In case U = K we write Lo (/) = Lo (I,K) and Eg(I) = Fe(I,K) for short. The
Orlicz spaces generalize the LP spaces for 1 < p < co. More details can be found
in [1I, 12| 13}, 19, 24] and also in the appendix of [5].

Throughout this paper we use the following convention. By Z(0, ¢; U) we refer to
either a Lebesgue space LP(0,¢;U), with 1 < p < oo or an Orlicz spaces F(0,t;U),
for some Young function ®.

Definition 2.2. We call the system X(A, B) (finite-time) admissible with respect
to Z (or Z-admissible), if for all ¢ > 0 and all u € Z(0,¢;U) it holds that

(2.1) /0 T_1(s)Bu(s) ds € X.

By a (mild) solution of (LI]) we mean the function defined by the variation of
parameters formula

(2.2) x(t) =T (t)xo + /t T_1(t — s)Bu(s) ds, t>0.
0
If ¥(A, B) is admissible with respect to Z, then all mild solutions of (LIl are
X-valued and by the closed graph theorem there exists a constant ¢(¢) such that
/Ot T_1(s)Bu(s) ds
Moreover, ¥(A, B) is admissible if (2.1]) holds for some ¢ > 0.

Definition 2.3. We call the system (A, B) infinite-time admissible with respect
to Z (or infinite-time Z-admissible), if the system is Z-admissible and the optimal
constants in (Z3)) satisfy ¢ := sup,- ¢ c(t) < oo.

(2.3)

<c®)lullzopvy Yu € Z(0,t5U).

A Cy-semigoup (T'(t))i>0 is called strongly stable, if lim;_, o T'(¢t)x = 0 holds for
all z € X.

Remark 2.4. Clearly, infinite-time admissibility implies admissibility. Also, if B is
a bounded operator from U to X, then X(A, B) is admissible.

If the semigroup (T'(¢));>0 is exponentially stable, that is, there exist constants
M,w > 0 such that

(2.4) 1T < Me ™, t>0

)
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then it is not hard to see that Z-infinite-time admissibility is equivalent to Z-
admissibility [5, Lem. 8]. In general, Z-admissibility does not imply infinite-time
Z-admissibility, not even if B is bounded or if the semigroup is strongly stable, see
[3l Ex. 3.1] for an example with Z = L or [6] with Z = L2

In the definition below we use the following classes of comparison functions from
Lyapunov theory.

K={p: Ry = RJ | £(0) =0, 1 continuous and strictly increasing},
Ko ={0€K] ILm 0(r) = oo},

L= {y: Rf — Ry |~ continuous, strictly decreasing and tlim ~(t) = 0}.
—00

Definition 2.5. The system (A, B) is called strongly input-to-state stable with
respect to Z (or Z-sISS), if there exist functions p € K and 8: X x R — R{ such
that

(1) B(z,-) € Lforallz € X, x # 0 and

(2) for every t >0, o € X and u € Z(0,¢;U) the state x(t) lies in X and

(2.5) @)l < B(zo, t) + pllull zo,0))-

The system Y(A, B) is called strongly integral input-to-state stable with respect
to Z (or Z-siISS), if there exist functions 6 € Koo, 1 € K and 8: X x RS‘ — RS‘
such that

(1) B(z,)e Lforallz € X, z # 0 and
(2) for every t > 0, zp € X and u € Z(0,t;U) the state x(t) lies in X and

t
2.5) oo < 3an )+ ([ ol )
For Z = L°°, we will sometimes write siISS instead of Z-iISS.

Remark 2.6. The definitions given above generalize the notions of ISS and iISS. It
is easy to see that ISS implies sISS and iISS implies silSS.
The definition of strong input-to-state stability appeared first in [16]. There the
authors have the following additional condition: There is a 0 € K such that for
allz € X and ¢t > 0:

Bz, t) < o([lzl)-
In our situation of linear systems this condition is redundant. Indeed Proposi-
tion 2.7 below shows that strong ISS implies the strong stability of the semigroup
(T'(t))t>0. By the uniform boundedness principle there is some M > 0 such that
IT() zcxy < M. Taking o(s) = Ms yields 0 € Ko and B(z,t) < o([|z]]).

Proposition 2.7. Let Z be either LP, p € [1,00], or Eg. Then we have:

(i) The following are equivalent
(a) (A, B) is Z-sISS,
(b) (A, B) is infinite-time Z-admissible and (T (t))i>0 is strongly stable.
(i1) If 3(A, B) is Z-siISS, then the system is Z-admissible and (T'(t))i>0 is
strongly stable.

Proof. Clearly, Z-sISS and Z-silSS imply Z-admissibility.

If X(A, B) is Z-sISS or Z-silISS then, by setting u = 0, it follows that for all = # 0
we have ||T'(t)z|| < B(x,t) for all ¢ and hence lim;_,o, T'(t)z = 0 which shows that
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(T'(t))i>0 is strongly stable. This shows|[(ii)} In the case that (A, B) is Z-sISS we
¢
u(s
| 1108 s iz
0

get
‘ B ‘ \UHZ(o,t;U)
< N(UHUHZ(O,t;U)-

for any element of Z(0,¢;U), u # 0. This shows that X(A, B) is infinite-time Z-
admissible, and thus (a)=>(b) in [()]

Conversely, if the system Y (A, B) is Z-infinite-time-admissible and (T'(¢));>0 is
strongly stable we set B(x,t) = | T(t)x||, o(s) := Ms, where M := sup,~ [|T(#)]l,
and pu(s) = coos. Then o belongs to Koo, f(x,t) < M||z|| and ||z(t)| < B(xo,t) +
/L(|‘u|‘z(07t;U)) for all ¢ Z 0, rz e X. O

/O t T_1(s)Bu(s) ds

We remark that Proposition [Z7] can be proved for more general function spaces
Z with properties as discussed in [B]. The (short) proof of the following proposition
follows the same lines as in [5, Prop. 2.10].

Proposition 2.8. Let p € [1,00). If the system (A, B) is LP-sISS then it is
LP-silSS.

3. MAIN RESULTS

In this section we study the relation between strong integral ISS with respect
to L* and (infinite-time) admissibility with respect to some Orlicz. We need two
technical lemmata.

Lemma 3.1. Let ® be a Young function. Then there exists some Young function
@, such that ® < @1 and sup,~ o P(cx)/P1(x) < 0o for all ¢ > 0.

Proof. Let the Young function ®: [0, 00) — R be generated ¢, i.e. (x) = fox o(t) dt.
We define two Young functions A, ¥: [0,00) — R by

Az) = /0 p(Vt)dt

and ¥(x) = ®(2?). Then, obviously, ® < A holds on the interval [0,1] and ® < ¥
holds on [1,00). Hence ®4: [0,00) — R,

91(x) = {A(x), z <1,

A
30 (), =>1,

defines a Young function with ® < ®; (Note that A(1) > ¥(1) = &(1)).
We now show that for each ¢ > 0 the function  — ®(cx)/®P1(z) is bounded on

(0,00). For 0 < ¢ <1 this simply follows from the monotonicity of ®. Indeed we
have

<1

for all z > 0.

Now let ¢ > 1. For x > ¢ we have that
Dcx)  V(1)P(cx) T
Oi(x)  A()P(22) — A1)
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For an arbitrary Young function €2, generated by w, we have for all y > 0

le/oyw(t)dtzl/y w(t)dtzéw(%)

y oy Y Jyo
and () )
y) 1 /
— = - w(t)dt < w(y).
A (t) (y)
Therefore we have
D(cx) _ C‘b(c:z:) T, o(cx) <2,

A(z) cx A(x) ~ @(\/g)

where the last inequality holds for all z € (0,1/(2¢?)]. Since the continuous function
x + ®(cz)/ P () is bounded on the compact interval [1/(2¢?), c], the claim follows.
]

Lemma 3.2. [Lemma 8.1 in [I8]] Let I C R be an interval. Let (up)nen be
sequence in (up)nen C Lo(I) such that for all v > 0 the sequence (run)nen
is mean convergent to zero, i.e. limn_o [, ®(ru,(x))de = 0. Then we have
limy, 00 |Jtn|le = 0.

Now we are ready to prove a sufficient condition for a system X(A, B) to be
siISS. The proof is a careful refinement of the technique used in the proof of [5]
Thm. 3.1] — the situation there being easier as Lemma B.2] is not needed.

Theorem 3.3. Suppose there is a Young function ® such that the system (A, B)
is Fg-sISS. Then the system ¥(A, B) is L™ -silSS.

Proof. Let ®1 be the Young function given by Lemma B.Il We define 6: [0,00) —
[0,00) by 8(0) = 0 and

0(c) = sup {‘ /0 t T_1(s)Bu(s) ds

e L=(.60), t20,

Aﬁmw@mmwga}

for @« > 0. The function 0 is well-defined, since by infinite-time admissibility, [5,
Remark 39] and ® < ®; we have for t > 0, u € L>(0,¢;U)

‘ /0 t T_1(s)Bu(s) ds

< coollull By (0,450

S%Q+fﬂwwmw)

<o (15 [ 0allutl) as)

< eoo(1+ ).

Clearly, 0 is non-decreasing. If we can show that lim\ o 0(t) = 0, then, by [2]
Lemma 2.5], there exists 6 € Ko with 6 < 6. Since ®1: [0,00) — [0, 00) is a Young
function, ®1 € K. The definition of € yields that

\[ﬁrm$3w$@ §9<AZMWM$MA%)§§<AZMWM$Mﬂ%)
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for all w € L*°(0,t; U) which means that X(A, B) is siISS.

To show limy\06(t) = 0, let (an)nen be a sequence of positive real numbers
converging to 0. By the definition of 8, for any n € N there exist a u,, € L*(0, 00;U)
with compact essential support such that

| il ds <
0

and

1
< —.
n

(3.1) ‘e(an) - ’ /OOO T () Bun(s) ds

It follows that the sequence (||un ()| )nen is ®1-mean convergent to zero. Hence,
for all » > 0 the sequence (r||u,(*)||v)nen is P-mean convergent to zero. By Lemma
the sequence converges to zero with respect to the norm of the space L (0, 00)
and hence limy, o0 [[tin || L4 (0,00;0) = 0. Therefore, by admissibility,

as n — oco. Together with B.I] we obtain thatlim,, . 6(ay,) = 0. O

< CooHun”L@(O,oo;U) — 0,

/00 T_1(8)Buy(s)ds
0

We omit the proof of the following Lemma as it is implicitly given in the proof
of [, Lem. 8]. Note that here both assumption and conclusion are weaker.

Lemma 3.4. Let (T(t))i>0 be a semigroup and let £(A, B) be siISS. Then there
exist 0, ® € Ko such that ® is a Young function which is continuously differentiable

on (0,00) and for all w € L>(0,1;U),
1
6 u(s ds | .
< ([ aluts)to)as)

Theorem 3.5. Assume that the system (A, B) is silSS. Then there is a Young
function ® such that the system ¥(A, B) is Eg-admissible. If, additionally, function
win (Z6) can be chosen as a Young function, then E,,-sISS.

(3.2) ‘ /01 T_1(s)Bu(s) ds

Proof. Let ® be the Young function given by Lemmal[3.4l Analogous as in the proof
of (ii)=-(i) in [5, Theorem 3.1], but using Lemma B4l instead of |5, Lemma 3.5], we
deduce that fol T_1(s)Bu(s)ds € X for all u € Fs(0,1;U).

Now assume that the function p in (2Z6]) is a Young function. The admissiblility
with respect to E,, is now easier to see: For u € E,(0,t;U) we pick a sequence
(un)nen C L(0,;U) such that limy, o |[un—ul| g, 0,07 and [Jun —uml| g, 0,60) <
1 for all m,n € N. Then the siISS-estimate and Lemma 3.8.4 (i) in [13] yield

Hence (fot T_1(8)Bun(s) ds)nen is a Cauchy sequence in X and the same argument
as above shows that fot T_1(s)Bu(s)ds € X holds. For all t > 0, u € E,(0,t;U),

<0 ([ nllans) = ) a5

<0 (llun — umll g, 0.40)) -

/0 T_1(8)B(un(s) — um(s)) ds
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u # 0, we have by Lemma 3.8.4 in [I3]
¢

/ T (s)B—") s
0

H’UJHEM(O,t;U)

t

< ( [ (M) ds) Jull 5, 0.0
0 HUHEM(OJ;U)

<O ull g, 0.60)-

Hence the system (A, B) is infinite-time E,-admissible. O

/ T_1(s)Bu(s) ds
0

l[ull £, 0,0

It is well-known that for unbounded intervals I C R there exist bounded func-
tions in LP(I), p > 1, which do not belong L'(I). The following Lemma is an
Orlicz-space version of that result.

Lemma 3.6. Let I C R an unbounded interval. Then for each Young function ®
there exists a strictly positive function ug € Lo (1) N L% (I) with ug ¢ L(I).

Proof. For any Young function ® holds lim;_,o ®(¢)/t = 0. Hence there is a sequence
(tk)ken C (0,1) such that for all £ € N we have

Otx) gk
tr

Since I is unbounded there is a sequence (Ix)gen of measurable disjoint sets I, C R

with
I=J L
kEN
and A(I) = t,:l. We define ug: I — R by ug = >, cntrexs,. Then ug € L(1).

Further we have
/ uo (@) dar =Y txA(Ix) = » 1 =00
I k=0 k=0

and
[ @ty e =3 arm) < Y2k =2
¢ k=0 k=0
Hence we have ug ¢ L*(I) and u € Lg(I). O

The following Lemma is an integral version of the well-known fact that there is
no series which diverges less rapidly than any other [IT] p. 299].

Lemma 3.7. For all f € L>(0,00) \ L'(0,00), f > 0, there exists a continuously
differentiable decreasing function h: (0,00) — [0,00) such that lim;_,o h(t) = 0
and [;° h(s)f(s)ds = cc.

Proof. For n € N let ¢, = f:“ f(s)ds. Then we have Y ¢, = oo and by [11]
p. 299] the series > > cnd,, is also divergent, where d,, := (3"} _,cn) . Since the
function f is positiv, the sequence (d,,)nen is strictly decreasing and hence there
exists a continuously differentiable decreasing function h: (0,00) — [0,00) such
that dyy1 < h|jpng1) < dp for all n € N. Tt is clear that h(t) \, 0 as t — oo and

Jo" h(s)f(s)ds = oo. O
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The following theorem shows that Fg-infinite-time admissibility and L°°-strong
integral input-to-state stability are not equivalent, i.e. we cannot drop the Young
function condition in the second part of Theorem Note that, by [5, Theorem
15], a linear system X(A, B) is L*°-iISS if and only if it is infinite-time admissible
with respect to Eg for some Young function ®. In contrast, Theorem and the
following result show that without the exponential stability of the semigroup, sISS
with respect to Eg is a stronger notion than silSS.

Theorem 3.8. There is a system (A, B) such that
(1) X(A, B) is infinite-time admissible with respect to L*, in particular (A, B)
is siISS with respect to L' and hence silSS.
(2) (A, B) is not Eg-sISS for any Young function ®.
Moreover (A, B) is not infinite-time admissible with respect to L*°. In particular
stISS does not imply L>-sISS.

Proof. Let (T'(t))i>0 be the left-translation semigroup on X = L(0,00), i.e. (T(t)f)(s) =
ft+s), f € X, which is strongly stable. The generator is given by

Af=1f',  D(A)={feL'(0,00) | f € AC(0,00) and f’ € L'(0,00)},
see e.g. [4]. We choose U = X = L1(0, 00) as input space and B = I as control oper-

ator. System (A, B) is infinite-time L'-admissible because for any u € L*(0,¢; X)
we have

/T(S)Bu(s)ds g/ IT(s)Bu(s)| x ds
0 x Jo

< / ()l x ds

= [lul[L1(0,4:21(0,00))-
Now let us fix a Young function ®. In order to show that 3(A, B) is not Fg-
infinite-time admissible, we construct a function w in the following way. Let ug €
L(0,00)NL>*(0,00) be given by Lemma[3.6] (with I = (0, 00)) and let h be given by
Lemma 3.7 applied to f := ug. Now set g = —h' and define u: (0,00) — L(0, ),

[U(S)](’I“) = Q(T)X[s,oo) (T)UO(S)v
which is well-defined since for s € (0,00), [ |g(r)|dr = h(s) and
t o] t
oy = [ wos) [ ol drds = [ ua(oh(s)ds.
0 s 0

Hence, the restriction of u to the interval [0, ¢] belongs to L'(0,¢; L'(0,00)) for all
t > 0butu¢ L(0,00; L1(0,0)). We obtain using that [u(s)](r) > 0 for all ;s > 0
and [u(s)](r) = 0 for all r € [0, s) together with Fubini’s theorem,

/0 T(s)Bu(s) ds
Since ug € L*(0,00) and for all s > 0
(33)  Ju(s)lx = / " ()] (r) dr = uo () / " g(r) dr < uo(s)h(s)

we have that u € L*°(0, 00; X) and

= ”u”Ll(O,t;X)-
b'e

(3.4) [l oo (0,00;x) < 1[1oll 250 (0,00) 1]l Loe (0,00)
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Therefore, ulp, € FEg(0,t; X) and by (3.3) follows that
(3.5) [ull Ea0,6:x) < [1ll e 0,00) U0l 24 0,6y < 1l Lo (0,00) 1u0]| Lo (0,00)-

If (A, B) was infinite-time Eg-admissibility, 8.5]) would lead to

’/Ot T(s)Bu(s) ds

for some co, > 0 independent of u and t. Letting ¢ — oo, this gives a contradiction
as |lullL1(0,¢;x) tends to oo. Using ([B.4)) instead of ([B.5) we similarly can similarly
derive a contradiction for infinite-time L°°-admissibility. (|

< Coollull Ba(0.4:x) < Coollglloc][ w0l La(0,00)
X

HUHLI(O,t;X) =

A Young function ® satisfies the Ag-condition if there exist a k > 0 and so > 0
such that ®(2s) < k®(s) for all s > 0. The following result complements [5]
Thm. 3.2].

Theorem 3.9. Let ® be a Young function which satisfies the Ag-condition with
so = 0. If the system X(A, B) is Eg-sISS then it is Eg-silSS.

Proof. Similarly to the proof of Theorem [3.3] we consider a nondecreasing function
0:[0,00) — [0, 00) defined by 6(0) = 0 and

O(a) = sup{’ /Ot T_1(s)Bu(s)ds ‘ u € Eg(0,4;U), t >0,

[ ool <o}

for a > 0. It follows as in Theorem [B.3] that 6 is well-defined and non-decreasing.
As in the proof of 3] it remains to show that 6 is continuous in 0. This follows
from the As-condition. Indeed, let (o, )nen be a sequence of positive real numbers
converging to 0. By the definition of 8, for any n € N there exist ¢, > 0 and
un € Lg(0,t,;U) such that

/ " B([lun(s)|) ds <
0

and

1
< —.
n

tn
0(an) — ‘ / T_1(s)Bun(s)ds
0
By extending the functions wu, to [0,00) by 0, we can assume that (up)neny C
L3(0,00;U) and both estimates above hold with ¢, = oco. It follows that the
sequence (||un()||)nen is ®-mean convergent to zero. Hence, by Lemma 3.10.4
in [I3] it converges to zero in Lg(0,00;U), for ® satisfies the As-condition. By

Eg-infinite-time admissibility we conclude that lim,, o 6(c,) = 0. O

4. CONCLUDING REMARKS

We would like to remark that for our results the strong stability of the semi-
group generated by A is not really needed. Indeed we could replace this condition
by boundedness of the semigroup and the sISS estimate or, respectively, the silSS
estimate with initial value zero. Note that this differs from the situation of expo-
nentially stable semigroups in [5], where finite-time admissibility is equivalent to
infinite-time admissibility because of exponential stability.
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As explained before, until now it is not clear whether L°°-ISS and iISS are equiva-
lent for linear systems. In the strong setting, we have seen that this does not hold as
Theorem shows that the implication siISS = L>°-sISS fails in general. This
behavior is different from the ISS case. We believe that also the other implication,
L*>-sISS = silSS, fails in general. Constructing a counterexample is subject to
future work.

(1]
2]
3]
[4]
[5]

[6]

(10]
(11]
(12]

(13]

[14]
[15]

[16]

(17]
(18]
19]
20]
21]
(22]

23]

REFERENCES

R. A. Adams. Sobolev spaces. Academic Press, New York-London, 1975. Pure and Applied
Mathematics, Vol. 65.

F. H. Clarke, Yu. S. Ledyaev, and R. J. Stern. Asymptotic stability and smooth Lyapunov
functions. J. Differential Equations, 149(1):69-114, 1998.

S. Dashkovskiy and A. Mironchenko. Input-to-state stability of infinite-dimensional control
systems. Mathematics of Control, Signals, and Systems, 25(1):1-35, August 2013.

K.-J. Engel and R. Nagel. One-parameter semigroups for linear evolution equations, volume
194 of Graduate Texts in Mathematics. Springer-Verlag, New York, 2000.

B. Jacob, R. Nabiullin, J. R. Partington, and F. Schwenninger. Infinite-dimensional input-
to-state stability and Orlicz spaces. Preprint available at arXiv:1609.09741, 2016.

B. Jacob and R. Schnaubelt. Observability of polynomially stable systems. Systems Control
Lett., 56(4):277-284, 2007.

B. Jacob, F. L. Schwenninger, and H. Zwart. L°-admissibility and H®°-calculus. In prepa-
ration, 2017.

B. Jayawardhana, H. Logemann, and E. P. Ryan. Infinite-dimensional feedback systems: the
circle criterion and input-to-state stability. Commun. Inf. Syst., 8(4):413-414, 2008.

I. Karafyllis and M. Krstic. ISS with respect to boundary disturbances for 1-D parabolic
PDEs. IEEE Trans. Automat. Control, 61:3712-3724, 2016.

I. Karafyllis and M. Krstic. ISS in different norms for 1-D parabolic PDEs with boundary
disturbances. SIAM Journal on Control and Optimization, 55:1716—-1751, 2017.

K. Knopp. Theory and application of infinite series. London: Blackie & Sons. XII, 571 pp.,
1928.

M. A. Krasnosel’skil and Ya. B. Rutickil. Convez functions and Orlicz spaces. Translated
from the first Russian edition by Leo F. Boron. P. Noordhoff Ltd., Groningen, 1961.

A. Kufner, O. John, and S. Fucik. Function spaces. Noordhoff International Publishing, Ley-
den; Academia, Prague, 1977. Monographs and Textbooks on Mechanics of Solids and Fluids;
Mechanics: Analysis.

F. Mazenc and C. Prieur. Strict Lyapunov functions for semilinear parabolic partial differen-
tial equations. Math. Control Relat. Fields, 1(2):231-250, 2011.

A. Mironchenko and H. Ito. Characterizations of integral input-to-state stability for bilinear
systems in infinite dimensions. Mathematical Control and Related Fields, 6(3):447-466, 2016.
A. Mironchenko and F. Wirth. Restatements of input-to-state stability in infinite dimensions:
what goes wrong. In Proc. of 22th International Symposium on Mathematical Theory of
Systems and Networks (MTNS 2016), 2016.

A. Mironchenko and F. Wirth. Characterizations of input-to-state stability for infinite-
dimensional systems. Accepted to IEEE Transactions on Automatic Control, 2017.

M. Morse and W. Transue. Functionals F' bilinear over the product A x B of two pseudo-
normed vector spaces. II. Admissible spaces A. Ann. of Math. (2), 51:576-614, 1950.

M. M. Rao and Z. D. Ren. Theory of Orlicz spaces, volume 146 of Monographs and Textbooks
in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, 1991.

E. D. Sontag. Smooth stabilization implies coprime factorization. IEEE Trans. Automat.
Control, 34(4):435-443, 1989.

E. D. Sontag. Comments on integral variants of ISS. Systems Control Lett., 34(1-2):93-100,
1998.

E. D. Sontag. Input to state stability: basic concepts and results. In Nonlinear and optimal
control theory, volume 1932 of Lecture Notes in Math., pages 163—220. Springer Berlin, 2008.
G. Weiss. Admissibility of unbounded control operators. STAM J. Control Optim., 27(3):527—
545, 1989.



12 R. NABIULLIN AND F.L. SCHWENNINGER

[24] A. C. Zaanen. Linear analysis. Measure and integral, Banach and Hilbert space, linear inte-
gral equations. Interscience Publishers Inc., New York; North-Holland Publishing Co., Ams-
terdam; P. Noordhoff N.V., Groningen, 1953.



	1. Introduction
	2. Admissibility and stability of infinite-dimensional systems
	3. Main results
	4. Concluding remarks
	References

