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Abstract
Three-class brain tumor classification becomes a contemporary research task due to the distinct characteristics of tumors. The
existing proposals employ deep neural networks for the three-class classification. However, achieving high accuracy is still
an endless challenge in brain image classification. We have proposed a deep dense inception residual network for three-class
brain tumor classification. We have customized the output layer of Inception ResNet v2 with a deep dense network and a
softmax layer. The deep dense network has improved the classification accuracy of the proposed model. The proposed model
has been evaluated using key performance metrics on a publicly available brain tumor image dataset having 3064 images.
Our proposed model outperforms the existing model with a mean accuracy of 99.69%. Further, similar performance has been
obtained on noisy data.

Keywords Three-class tumor classification · Brain tumor classification · Deep dense network · Inception residual network

1 Introduction

Medical image processing has enriched with a wide variety
of applications and some of them are as follows. Chauhan
and Choi (2018) have reported brain digital image denois-
ing algorithms and their performance analysis. Fuzzy logic
and a convolutional autoencoder-based approach have been
presented by Chauhan and Choi (2019) for denoising of
biomedical images. Image classification is a widely used task
in computer vision applications. Varela-Santos and Melin
(2020) have extracted Haralick’s texture features and have
performed pneumonia detection using a neural network.
Varela-Santos andMelin (2021) have proposed convolutional
neural network for COVID-19 classification. Poma et al.
(2020) have employed fuzzy gravitational search to optimize
the CNN model for image classification.

Brain cancer is one of the most common and the major
causes that increase mortality among children and adults in
the world (El-Sayed et al. 2014). Thus, brain image pro-
cessing receives great attention in medical image processing.
Magnetic resonance (MR) and computed tomography (CT)
are the commonly used imaging techniques for brain tumor
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diagnosis. MR imaging renders more detailed pictures of the
brain than CT scans. Hence, it becomes an essential tool
for neurologists to perform brain tumor diagnosis (Chetih
et al. 2018). Nowadays, there is a rapid increase in brain
tumor cases. Manual inspection of such a high-scale tumor
detection from MR images is a time-consuming process
(Kakarla et al. 2021). Thus, researchers have been motivated
for automation of brain tumor diagnosis. Computer-aided
diagnosis decreases the diagnosis time and allows for early-
stage brain tumor detection (El-Sayed et al. 2014).Moreover,
the early-stage diagnosis of the tumor plays a significant
role in the improvement of treatment outcome and allows to
increase patient survival (Abd-Ellah et al. 2019). Thus, brain
tumor image classification has evolved as an intense research
area for brain tumor diagnosis. In general, brain tumor image
classification has been segregated into two types as binary
and multi-class. Binary classification is popularly known as
brain pathology detection that mainly classifies the given
brain image as abnormal or normal. Numerous proposals can
be observed in pathological brain detection. A deep wavelet
autoencoder-based network has proposed by Kumar Mallick
et al. (2019) for cancer detection, and AlexNet with transfer
learning has utilized by Lu et al. (2019). Nayak et al. (2018)
have employed fast curvelet entropy features for pathology
detection. Kaur et al. (2018) have implemented fisher crite-
ria and parameter-free BAT optimization algorithm, and Jude
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Hemanth (2019) has used a modified genetic algorithm for
abnormal brain detection. Though binary classification per-
forms pathology of the brain, it fails to detect the type of
tumor. There are three common brain tumor types and the
details of the tumors are as follows.

1. Meningioma tumor generally forms meninges under the
skull.

2. Glioma tumor begins in glial cells and able to spread over
white matter.

3. Pituitary tumor mostly affects in or around the pituitary
gland of the brain.

Pituitary andmeningioma tumors depict homogeneous inten-
sities in MR images. Glioma tumor shows heterogeneous
intensities and spread over the glial cells of the brain. More-
over, other properties such as location, shape, and size
of these tumors vary from tumor to tumor. Thus, multi-
class brain tumor classification became a contemporary
research task in brain image classification. The multi-class
brain tumor classification detects the type of tumor in
addition to brain pathology. Tumor-type detection is chal-
lenging for the computer-aided diagnosis system as each
tumor exhibit distinct properties such as intensity, location,
size, and shape. Subudhi et al. (2019) have been devel-
oped an automatic decision system to detect ischemic stroke
using a diffusion-weighted image sequence of MR images.
An expectation–maximization algorithm has been used for
segmentation. Fractional-order particle swarm optimization
technique has been applied to the extracted segments for bet-
ter classification accuracy. An automated method based on
a deep extreme learning machine (ELM) has been presented
by Nayak et al. (2018) for multi-class classification of the
pathological brain. It is a multi-layer architecture stacked
withELM-based autoencoders. The systemuses a deep learn-
ing model with a leaky rectified linear unit (ReLU) function
for feature mapping. These models have been evaluated on
small datasets and some of them are private datasets. In
2016, Cheng et al. (2016) have presented a content-based
image retrieval framework for three-class brain tumor clas-
sification. Authors have published a brain tumor dataset of
3064 T1-weighted MR images. This dataset contains three
common brain tumor types namelymeningioma, glioma, and
pituitary. Researchers have started working in this direction
and hence three-class brain tumor classification has become
a contemporary task.

Rest of the paper has organized as follows; Sect. 2 elabo-
rates the literature review. Section 3 describes the proposed
deep dense inception network model. Experimental results
are discussed in Sect. 4 and the conclusion is presented in
Sect. 5.

Table 1 Summary of the existing three-class brain tumor classification
models

References Year Dataset Accuracy

Gumaei et al. (2019) 2019 BTDS 94.23

Anaraki et al. (2019) 2019 BTDS 94.20

Sajjad et al. (2019) 2018 BTDS 94.58

Swati et al. (2019) 2019 BTDS 94.82

Deepak and Ameer (2019) 2019 BTDS 97.10

2 Literature review

In this section, we have provided the details of state-of-art
models and Table 1 lists a summary of the review. A hybrid
feature extraction method has been presented by Gumaei
et al. (2019) for accurate brain tumor classification. Authors
have extracted feature vector using normalizedGISTdescrip-
tors and principal component analysis. Finally, a regularized
extreme learning machine has been used for brain tumor
image classification. Anaraki et al. (2019) have presented
CNN using a genetic algorithm for brain tumor image clas-
sification. It consists of six convolutional and max-pooling
layers with one fully connected layer. These models have
used traditional neural networks and achieved an accuracy
of 94%.

A deep CNN with data augmentation has been devised
by Sajjad et al. (2019) for multi-grade tumor classifica-
tion. The pre-trained convolutional neural network (CNN)
model is fine-tuned for classification. Similarly, Swati et al.
(2019) have been designed an approach for the brain tumor
image classification using fine-tuning of transfer learning.
These deep transfer learning approaches have reported a
small improvement in Accuracy. On the other hand, Deepak
and Ameer (2019) have proposed deep transfer learning and
support vector machine (SVM) for three-class classification.
Authors have utilized a pre-trained GoogleNet to extract fea-
tures from brain MR images. Then, the SVM classifier has
employed for classification and achieved 97% accuracy.

In brain tumor image classification, achieving better clas-
sification accuracy is a challenging task. Thus, we have
worked in a similar direction to design an efficient model for
better accuracy. A deep dense inception network has been
designed for three-class classification. The proposed model
takes advantage of three dense layers to attain high perfor-
mance. Further, the dropout technique has been used to avoid
model overfitting.

3 Methodology

A deep convolutional neural network is a proficient tool
for image classification (Kumar et al. 2021). VGGNet and
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Inception network are some of the popular deep networks.
Vanishing gradients and high computational cost are the
major demerits of deep learning models. VGGNet incurs
high computational cost due to the huge number of train-
able parameters (Simonyan and Zisserman 2014). Inception
network reduced the computational time using factorized
convolutions (Szegedy et al. 2014). Similarly, the residual
network handles the vanishing gradients problem using skip
connections (He et al. 2015). Szegedy et al. (2016) have
devised an inception residual network to achieve better accu-
racy. Inception ResNet takes advantage of inceptionmodules
and residual connections. Thus, the proposed model has
designed using Inception ResNet v2 for three-class brain
tumor classification.

3.1 Basic inception block

Convolution is the dominant operation in a convolutional
neural network. In general, convolution operations with
larger spatial filters incurs to high computational cost. Incep-
tion module is one significant solution to reduce this cost.
Inception module reduces the cost using optimal local sparse
structures (Venkateswarlu et al. 2020). The inception block
mainly designs a layer-by-layer construction using layer cor-
relation statistics analysis. Filter banks are generated from
clusters of highly correlated layers. Final results can be
obtained from the concatenation of huge filter banks from
a single region. These filter banks lead to patch alignment
issues and are resolved using restricted filter sizes such as
1 × 1, 3 × 3, and 5 × 5. However, 1 × 1 convolution is
performed to compute reductions before 3 × 3 and 5 × 5
convolutions. Thus, the inception block performs two steps
for the generation of filter banks as follows.

1. Visual information processing at various scales from the
same region.

2. Aggregation of abstract features from different scales
simultaneously.

Consider the inception block with dimension reductions
as shown in Fig. 1. Given input is passed through four simul-
taneous convolution paths with three scaled convolutions and
one pooling. The first path takes 1 × 1 followed by 5 × 5
convolutions and the second path uses 1× 1 followed by 3×
3 convolutions. On the other hand, the third path takes pool-
ing followed by 1 × 1 convolution, and the fourth path uses
only 1 × 1 convolution. The output of the inception block
is produced by the concatenation of the four filtered outputs
coming from the above four convolution paths. This leads to
high spatial filtering with layer correlations.

Fig. 1 Basic inception block

3.2 Inception residual network

Inception residual network introduces the concept of residual
connections for inception blocks. This network significantly
improves recognition performance with three types of blocks
as follows.

1. Stem block It is the initial block that accepts given
input and performs three 3 × 3 convolutions. Then, the
final stem block output is produced with three inception
blocks. The first and third inception blocks consist of two
paths with 3 × 3 convolutions and max-pooling. Simi-
larly, the second block also includes two paths with 1 ×
1 and 3 × 3 convolutions. However, one path of the sec-
ond block uses 7 × 1 followed by 1 × 7 before 3 × 3
convolution.

2. InceptionResNet blockResidual connections are included
for inception blocks to avoid vanishing gradients. Incep-
tion ResNet v2 utilizes three types of Inception ResNet
blocks. Inception ResNet-A block consists of three paths
with 1 × 1 and 3 × 3 convolutions. Inception ResNet-
B and Inception ResNet-C blocks consist of two paths.
Though these blocks have identical convolutions, there
is a change in convolution filter sizes.

3. Reduction block It uses pooling along with convolution
paths for feature reduction. Reduction-A block con-
sists of one max-pooling and two convolution paths.
Reduction-B block consists of three convolution paths
in addition to max-pooling.

Inception ResNet v2 is a costlier hybrid inception net-
work that achieves higher performance. It is a deep network
that combines one stem block, five Inception ResNet-
A, ten Inception ResNet-B, five Inception ResNet-C, one
Reduction-A, and one Reduction-B block. The arrangement
of these blocks can be visualized from Fig. 2.
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Fig. 2 Architecture of proposed DDIRNet model

3.3 Proposed deep dense inception ResNet

This section describes steps for the implementation of the
proposed model from the basic inception residual network
(IRNet). Original IRNet is intended for a thousand class clas-
sification and successful in the Imagenet challenge. We have
customized the output layer as our objective is three-class
classification. In addition to that, we have introduced a deep
dense network before the softmax layer. This deep dense net-
work consists of three dense layers. The first two dense layers
consist of 2048 neurons while the third dense layer contains
1024 neurons. Each dense layer is associated with a leaky
regularized linear unit (ReLU) and a dropout layer. We have
employed the dropout technique to avoid overfitting. Steps
for the design of a proposed deep dense inception network
(DDIRNet) are as follows.

1. Initially, we have considered IRNet v2 without output
layers and accepts (256, 256, 3) size image as input. It
generates (6, 6, 1536) featuremap before the output layer.

2. Abovemulti-dimensional feature map is flattened to gen-
erate a one-dimensional vector having 55,296 features.

3. Deep dense network accepts above one-dimensional fea-
ture vector and produces one-dimensional vector having
1024 features.

4. Finally, a softmax layer with three neurons has included
for three-class classification as shown in Fig. 2.

The proposed model is referred to as deep dense incep-
tion ResNet (DDIRNet) as it uses inception ResNet and deep
dense network. These additional dense layers significantly
improve classification performance. The proposedmodel has
initialized with Imagenet weights and we have disabled the

parameters learning to reduce training time. However, the
proposed model has allowed learning parameters of the three
dense layers. In general, a regularized linear unit (ReLU) is
the commonly used activation for dense layers due to its sim-
plicity. However, the negative side of the ReLU activation
becomes zeros. Thus, we have integrated leaky ReLU with
each dense layer.

ψ(z) = z z ≥ 0
= α.z z < 0.

(1)

Leaky ReLU allows a small negative side as represented
by Eq. 1. We have utilized leaky ReLU activation with
α = 0.2 for each dense layer to preserve a controlled negative
portion. Model overfitting is another problem in deep learn-
ing due to the huge number of features. A dropout technique
removes randomly selected neurons to control model overfit-
ting. Thus, the proposedmodel has devised the dropout value
of 0.2 after each dense layer.

4 Results and discussion

This section presents the performance analysis of proposed
model and state-of-artmodelswith various keymetrics.Most
of the state-of-art models have analyzed their performance
using a publicly available brain tumor dataset published by
Cheng et al. (2016). Thus, we also have considered the same
dataset for performance evaluation.

4.1 Experimental setup

In this section, we have provided an experimental setup along
with model hyperparameters. Our proposed model has sim-
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Table 2 Hyperparameter setup
of the proposed model

Hyperparameter Value

Number of epochs 5

Batch size 50

Optimizer Adam

Initial learning rate 0.0001

ulated using Python and Tensorflow. Adam is one of the
time-efficient optimizer for deep networks. Thus, we have
devised the Adam optimizer with an initial learning rate of
0.0001 for the compilation of the proposed model. We have
considered a batch size of 50 and executed for 5 epochs to
train the proposed model. Table 2 lists out all hyperparame-
ters used while training the proposed model.

We have conducted experiments on Intel Xeon processor
with 32 GB RAM. Further, we have analyzed our proposed
model using fivefold cross-validation. The entire dataset is
divided into two sets namely the train set and test set. In
each fold, 75% of the dataset is used as a train and validation
set, and the remaining 25% is used to test the model. The
performance of the proposed model is computed on the test
set and the mean performance is computed after fivefold.
Figure 3a, b visualizes the training and validation loss over
the fivefold cross-validation of the proposedmodel with 75%
train size. The proposed model has disabled the learning of
basic IRNet parameters and hence it produces high training
and validation loss in the early epochs. The proposed model
exhibits fast learning due to three dense layers and cross-
entropy loss. The parameters of these dense layers are learned
in each epoch and adapt the features of the brain tumors. It
drives the model for a consistent decrease in both training
and validation losses. The proposed model converges and
attains optimal loss within five epochs. An optimal error of
0.5 has been recorded by the proposed model with optimal
performance at the end of the fifth epoch.

4.2 Results analysis of proposedmodel

In this section, we have presented the performance of pro-
posed deep dense inception residual network (DDIRNet)
model with key metrics. Four commonly used performance
metrics such as accuracy, precision, recall, and F1-score have
been considered to analyze the proposed model. “Accuracy
is the sum of true positive and true negative samples divided
by the total number of samples.” “Precision represents the
percentage of relevant classification results.” “Recall refers
to the percentage of total relevant results correctly classified
by the model.” “F1-score is a measure of test accuracy that
considers a harmonic average of both precision and recall.”

Figure 4a visualizes training accuracy over fivefold cross-
validation. In fold-1, our proposed model achieves 90% of
training accuracy in the first epoch while it attains around
98% in subsequent epochs. From the second fold onward,
proposed model achieves a consistent training accuracy of
99%. Similarly, Fig. 4b depicts validation accuracy over five-
fold cross-validation. In fold-1, the proposed model achieves
48% of validation accuracy in the first epoch while it attains
around 98% in subsequent epochs. From the second fold
onward, proposed model achieves a consistent validation
accuracy of 99%. These figures reveal that our proposed
model achieves maximum efficiency within five epochs.
Three dense layers devised in the proposed model causes
enhanced learning for better accuracy. In general, the train-
ing size influences the efficiency of deep learning models. If
training size increases, then the model is trained with more
samples and achieves better accuracy. Thus, we have ana-
lyzed the performance of the proposed model with various
training sizes such as 50%, 60%, and 75% of the 3064 size
dataset. Metric-wise analysis of the proposed model is as
follows.

– Accuracy

Fig. 3 Training and validation loss of proposed model
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Fig. 4 Training and validation accuracy of proposed model

Fig. 5 Performance analysis of the proposed model with various training sizes

Figure 5a shows the accuracy of the proposedmodel with
various training sizes. The proposed model achieves an
accuracy of 99.5% (minimum) and 99.9% (maximum)
with 50% training size. With 60% training size, it attains
an accuracy of 99.3% (minimum) and 99.8% (maxi-
mum). It records the accuracy of 99.5% (minimum) and
99.9% (maximum) with 75% training size.

– Precision
Figure 5bvisualizes precision of the proposedmodelwith
various training sizes. The proposed model achieves a

precision of 99.0% (minimum) and 100.0% (maximum)
with 50% training size. With 60% training size, it attains
a precision of 99.3% (minimum) and 99.7% (maximum).
It records the precision of 99.0% (minimum) and 100.0%
(maximum) with 75% training size.

– Recall
Figure 5c depicts the recall of the proposed model with
various training sizes. The proposed model achieves a
recall of 99.0% (minimum) and 100.0% (maximum)with
50% training size. With 60% training size, it attains a
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Table 3 Performance of proposed model with different training sizes

Training size (%) Accuracy Precision Recall F1-score

50 99.69 99.60 99.47 99.47

60 99.62 99.53 99.20 99.40

75 99.66 99.60 99.40 99.40

Table 4 Confusion matrix of proposed model in fold-5

Actual Predicted
Meningioma Glioma Pituitary Acc. %

Meningioma 409 0 0 99.74

Glioma 0 120 2

Pituitary 0 0 235

recall of 98.7% (minimum) and 99.7% (maximum). It
records a recall of 99.0% (minimum) and 100.0% (max-
imum) with 75% training size.

– F1-score
Figure 5d shows F1-score of the proposed model with
various training sizes. The proposed model exhibits sim-
ilar performance as precision.

Thesefigures prove that the proposedmodel attains amean
performance of 99% in all considered metrics. Table 3 lists
out the mean performance of the proposed model with dif-
ferent training sizes. The proposed model achieves similar
performance in all cases while it exhibits the best results with
a 50% training size. The proposed model records 99.6% of
classification accuracy, 99.6% of precision, 99.4% of recall,
and 99.4% of F1-score. It shows that the proposed model
exhibits consistent results even with different training sizes.

We have analyzed the confusion matrix as it captures
tumor-wise classification results. Table 4 lists out confusion
matrix after fifth fold. This table shows that all tumor images
of meningioma and pituitary have been classified correctly.
However, only two glioma tumor images have been wrongly
classified as pituitary. Thus, the accuracy of classification can
be computed as 764

766 ∗ 100 = 99.74%.
Table 5 depicts the best-case and worst-case performance

of the proposed model. The first three columns represent the

Table 6 Performance of proposed model on noisy data

Fold Accuracy
9 × 9 kernel 5 × 5 kernel

1 99.59 99.43

2 99.76 99.59

3 99.76 99.76

4 99.51 99.10

5 99.18 99.51

Mean 99.56 99.48

Table 7 Comparison with pre-trained models

Model Accuracy

MobileNet 97.19

ResNet50 93.60

EfficientNetb0 97.32

GoogleNet 97.91

Inception ResNet 97.03

DDIRNet 99.69

correct prediction of three classes of the dataset. The fourth
column visualizes the wrong prediction of glioma tumor as
pituitary. In addition to this, we also have evaluated the per-
formance of proposed model on noisy image data. Blur noise
is a frequently occurring noise in MR images. Thus, we have
used Gaussian noise having different kernel sizes such as 9×
9 and 5× 5. Table 6 lists out the accuracy of proposed model
on noisy image data. These results reveal that the proposed
model exhibits similar accuracy of 99% on noisy image data.

4.3 Comparison with pre-trainedmodels

Transfer learning has been established as one of the proven
techniques for computer vision tasks especially image clas-
sification. In this approach, pre-trained models are again
trained with domain-specific data to improve the perfor-
mance. We have considered four popular pre-trained image
classification models such as MobileNet, Res Net50, Effi-
cientNet, GoogleNet, and Inception ResNet for the evalua-

Table 5 Best- and worst-case
performance of proposed model

Actual class 1 2 3 2

Predicted class 1 2 3 3
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Table 8 Comparison of
accuracy with state-of-the-art
models

References Approach Accuracy

Anaraki et al. (2019) CNN + genetic algorithm 94.20

Gumaei et al. (2019) Regularized extreme learning machine 94.23

Sajjad et al. (2019) VGG19 + extensive data augmentation 94.58

Swati et al. (2019) VGG19 + fine-tuning 94.82

Deepak and Ameer (2019) GoogleNet + transfer learning 97.10

DDIRNet Deep dense inception residual network 99.69

tion. Table 7 compares the accuracy of the proposed model
with pre-trained models. This table shows that the proposed
model outperforms the existing models as it employs three
dense layers for higher-dimensional feature enhancement.

4.4 Comparison with state-of-the-art schemes

We have compared the accuracy of our proposed model with
its competitive models such as Gumaei et al. (2019), Anaraki
et al. (2019), Sajjad et al. (2019), Swati et al. (2019), and
Deepak and Ameer (2019). It is observed that accuracy is
the primary measure used to compare classification results.
Thus, we have considered the mean accuracy for the quan-
titative analysis. Table 8 lists out the comparison accuracy
of the proposed model with its competitive methods. This
table reveals that the proposed model outperforms the exist-
ing models with 99.66% accuracy. Further, our model has
achieved 2% improvement than Deepak and Ameer (2019)
and 5% improvement than the existing models.

4.5 Discussion

An inception residual network-based network has been
proposed for three-class brain tumor classification. The per-
formance of the proposed model has been analyzed on a
publicly available brain tumor dataset. The proposed model
can automatically learn high-level abstractions from the input
images directly. The results indicate that the proposed model
has achieved better classification accuracy. The proposed
model exhibits several advantages as compared to state-of-
the-art models.

1. Inception residual networkdevised in the proposedmodel
controls the vanishing gradient problem.

2. Three dense layers associated with the output layer have
improved the performance of the proposed model.

3. Leaky ReLU activation has been used to avoid the dying
ReLU problem.

4. It devises the dropout technique to reduce model overfit-
ting.

5. It exhibits similar performance on noisy image data.

5 Conclusions

Deep neural networks became popular solutions for image
classification.Wehave adapted IRNet v2 andproposed adeep
dense inception residual network for three-class brain tumor
classification. The proposed model has devised three dense
layers along with a softmax layer as the output layer. These
dense layers incorporate the features of the brain tumors
while parameters of IRNet are initialized with Imagenet
weights. The proposedmodel exhibits fast learning due to the
use of Adam optimizer and dropout avoids the model over-
fitting problems. The commonly used brain tumor dataset
with 3064 T1-weighted images has been considered for per-
formance evaluation. Our proposed model outperforms the
existingmodels with 99.69% accuracy. Further, the proposed
model exhibits similar performance on noisy image data. Our
future work focuses on reducing the number of parameters
and computational time for the proposedmodelwithout com-
promising performance.
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