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Abstract
COVID-19, a highly infectious respiratory disease a used by SARS virus, has killed millions of people across many

countries. To enhance quick and accurate diagnosis of COVID-19, chest X-ray (CXR) imaging methods were commonly

utilized. Identifying the infection manually by radio imaging, on the other hand, was considered, extremely difficult due to

the time commitment and significant risk of human error. Emerging artificial intelligence (AI) techniques promised

exploration in the development of precise and as well as automated COVID-19 detection tools. Convolution neural

networks (CNN), a well performing deep learning strategy tends to gain substantial favors among AI approaches for

COVID-19 classification. The preprints and published studies to diagnose COVID-19 with CXR pictures using CNN and

other deep learning methodologies are reviewed and critically assessed in this research. This study focused on the

methodology, algorithms, and preprocessing techniques used in various deep learning architectures, as well as datasets and

performance studies of several deep learning architectures used in prediction and diagnosis. Our research concludes with a

list of future research directions in COVID-19 imaging categorization.
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1 Introduction

Corona virus disease (COVID-19) is a viral infection

caused by the SARS-CoV-2 (Severe Acute Respiratory

Syndrome Coronavirus 2) virus, which was initially dis-

covered in Wuhan, China, in December 2019 and quickly

spread around the world (Singhal 2020; He et al. 2020). As

per the statistics given by World Health Organization, more

than 500 million people have been infected worldwide,

with roughly 6 million confirmed mortality cases (WHO)

(WHO 2022). COVID-19 is classified as a respiratory

disease as its symptoms includes high fever, myalgia, and

sore throat with dry cough, headache, and chest pain.

COVID-19 can spread to other people through minute

liquid particles from an infected person’s lips or nose when

they cough, sneeze, speak, sing, or breathe. The majority of

those infected with the virus will have mild to moderate

respiratory symptoms and will recover without the need for

medical attention. However, some people will become

extremely unwell and need medical help. People can be

immunized against the virus through vaccination, although

they are still susceptible to infection. Furthermore, due to

the vaccine’s limited supply and the population’s geo-

graphical distribution, vaccinating the whole global popu-

lation is a time consuming process. Despite the quick

development of vaccines, the disease has spread to over

200 nations and locations.

The most extensively utilized approach for diagnosing

COVID-19 is reverse transcription-polymerase chain

reaction (RT-PCR) (Corman et al. 2020). Sick people may

transmit the virus to close contacts if insufficient resources

are deployed to isolate positive patients from other sus-

pected cases while waiting for SARS-CoV-2 coronavirus

confirmation by RT-PCR. In clinical practice, CXR

radiography and CT (Kassania et al. 2021) (or response to

treatment) examined routinely by radiologists are used to

detect COVID-19, describe its severity, and track itsExtended author information available on the last page of the article
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prognosis. Despite the fact that CT has higher detection

sensitivity, chest X-ray radiography is more widely utilized

in clinical practice due to its benefits, which include low

cost, low radiation dose, ease of use, and widespread

availability in general or community hospitals. Figure 1

shows some samples of CXR pictures of COVID and non-

COVID instances as an example.

Diagnosing this disease manually takes time and is also

prone to human error, and it importantly requires an

assistance of skilled radiologists. As anomalies seen early

in COVID-19 may resemble those seen in some other

pulmonary syndromes such as SARS-CoV-2 or Viral

Pneumonia (VP) as shown in Fig. 2, an expert radiologist is

essential. Because of the disease’s recent origins and

similarities to other respiratory disorders like pneumonia,

effective interpretation of results through images presents a

number of difficulties. CXR images are indicated for a

variety of pulmonary disorders; therefore, any automated

system created to detect COVID-19 should also examine

other respiratory illnesses in order to provide a more

comprehensive and robust diagnostic system. COVID-19,

the disease caused by the novel coronavirus, can infect the

lungs and cause pneumonia. Pneumonia is a potentially

fatal lung illness. It can sometimes be dangerous in certain

people, particularly the elderly and those with respiratory

illnesses. Figure 2 represent various types of Pneumonia.

Machine learning (ML) is becoming more popular in

medical imaging applications such computer-aided diag-

nosis (CAD) (Nemoto et al. 2016), radiomics (Leger et al.

2017), and medical image analysis. One of the key

advantages of ML in medical imaging is its ability to

automatically extract relevant features and patterns from

large datasets, which can help improve diagnostic accuracy

and reduce the time and cost of analysis. For example, in

CAD systems, ML algorithms can be trained on large

datasets of medical images and associated clinical data to

identify patterns and predict the presence of disease or

abnormalities. Similarly, in radiomics, ML techniques can

be used to extract quantitative features from medical

images, such as texture, shape, and intensity, and use these

features to develop predictive models for disease diagnosis,

prognosis, and treatment response. Finally, ML algorithms

are also being applied to medical image analysis tasks such

as segmentation, registration, and classification, which can

help clinicians more accurately, identify and quantify the

location and extent of disease within medical images.

Overall, the use of ML in medical imaging holds great

promise for improving diagnostic accuracy, reducing

healthcare costs, and advancing our understanding of

disease.

Deep learning is a subset of machine learning that uses

artificial neural networks with multiple layers to learn

complex representations of data. DL has gained

prominence in various industries, including the field of

medical diagnosis. In the field of medical diagnosis, deep

learning methodologies are used to drastically improve

image processing (Litjens et al. 2017; Altaf et al. 2019).

Some of the practical applications of DL include image

registration with localization, recognition of skeletal and

cellular structures and computer-aided disease prognosis in

medical imaging and diagnosis (Shen et al. 2017; Chen

et al. 2022). In DL, the CNN technique is commonly used

for medical imaging (Shin et al. 2016; Anwar et al. 2018),

and it comes in a variety of flavors.CNN also used to dif-

ferentiate COVID image from others. CNN has been suc-

cessfully applied to a variety of problems, including skin

cancer detection (Estava et al. 2017), arrhythmia classifi-

cation (Yoon et al. 2020), brain disease prediction (Wang

et al. 2019), breast cancer finding (Talo et al. 2019), fundus

image decomposition (Tan et al. 2017), pneumonitis with

X-ray image detection (Rajpurkar et al. 2017), lung sec-

tionalization (Gaál et al. 2020), and White Blood Cells

Classification (Gothai et al. 2022). Each layer of CNN

extracts COVID-19-related information from chest X-ray

images, which can be used to differentiate the COVID and

Normal images. Because of the automatic feature learning

capabilities provided with CNN, COVID-19 classification

based on deep neural networks is becoming more popular

(Babu et al. 2022; Ganesh Babu et al. 2022; Kavinkumar

and Meeradevi 2021).

The detection of COVID-19 from chest X-rays is crucial

in controlling the spread of the pandemic, but accurately

interpreting these images can be challenging due to the

subtle and complex patterns associated with the virus. To

address this issue, researchers have turned to optimization

algorithms, which are mathematical methods used to find

the best solution to a given problem. Optimization algo-

rithms can be used to extract features from the images that

are indicative of the virus, such as ground-glass opacities or

consolidation. By optimizing these features, the algo-

rithm’s ability to identify COVID-19 in chest X-rays can

be improved, leading to earlier diagnosis and treatment.

The use of optimization algorithms in the detection of

COVID-19 from chest X-rays has become increasingly

important in the context of the pandemic, as chest X-rays

are a common diagnostic tool for COVID-19. Overall, the

use of optimization algorithms represents an important

advancement in the fight against the pandemic, as it can

improve the accuracy and efficiency of COVID-19 detec-

tion, ultimately saving lives (Devi and Maheswaran 2018;

Rakkiannan et al. 2023).

The research contributions were explored by tabulating

the available DL technologies, emphasizing the obstacles,

and suggesting the necessary future investigations. This

research looks at and analyzes preprints and published

studies on COVID-19 diagnosis using CXR images that
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become available from 2020 (Batcha et al. 2023; Bennet

et al. 2023; Kathamuthu et al. 2023). Among other research

databases, the papers were found in Science Direct,

Springer, Springer Nature, MDPI, Hindawi, and IEEE. We

searched through the abstracts to see which studies utilized

traditional machine learning techniques and which inves-

tigated deep learning for chest X-ray pictures. The study’s

primary contributions are as follows:

• It provides an overview of the several common DL-

based methodologies that have been used in related

research;

• It describes the commonly used COVID datasets that

are available publicly;

• It provided an overview of preprocessing techniques

and image augmentation utilized in DL approaches.

• It depicts a high-level overview of several optimization

techniques for fine-tuning various hyper parameters.

• It details the performance of the different DL models.

The following is a breakdown of the structure of this

review study. Section 2 gives a comprehensive

examination of DL strategies for COVID input image

analysis, comprising preprocessing approaches, method-

ologies, and CXR dataset repository. Section 3 reviews the

approach and compares the conduct of several deep

learning modeling applications. Section 4 delves into the

findings of this investigation. Finally, Section V brings the

research to a close.

2 Literature survey

We examined 44 studies that used DL strategies to analyze

CXR images containing the symptoms of SARS-CoV-2

viral infections. Major research works used datasets of

CNN architectures trained on the ImageNet to implement

transfer learning. Some of the work, however, went apart

from using this and used unique designs. We provide a

general description of the CNN approach for COVID-19

detection and datasets used were examined in this review in

the subsections below.

Fig. 1 a Depicting COVID-19

case and b depicting normal

case of CXR images

Fig. 2 Various types of

pneumonia predicted from CXR

images
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2.1 CNN-based model for COVID-19 prediction

Preprocessing and classifying using pre-trained CNN

architectures to categorize a given chest X-ray image was

modeled. A thorough understanding of the problem, data

obtained, and production environment is required to

determine the best preprocessing and augmentation pro-

cesses for improving model performance. The following

sections go over each stage in detail. Figure 3 shows a

COVID-19 diagnosis system based on DL, which includes

the steps detailed further below.

2.1.1 Preprocessing

Preprocessing is an important step in enhancing image

quality and consequently model performance. It entails

resizing, normalizing, and, on occasion, grayscale conver-

sion (Rahman et al. 2021). The steps taken to format

images before they are used in model training and infer-

ence are referred to as image preprocessing. Images in

training and testing would be subjected to this prepro-

cessing phase. To clean picture data for model input, pre-

processing is necessary. Convolutional neural networks, for

example, demand that all images be the same size arrays.

Model training time and model inference speed may both

be reduced by image preprocessing. If the input images are

very huge, shrinking them will cut model training time in

half without sacrificing model performance. This section

describes the procedures employed during the preprocess-

ing stage in detail which is employed in our studies.

Table 1 gives the different preprocessing techniques used

in our studies.

Normalization and image resizing is a crucial step in

CNN systems that preserve image stability while also

improving model performance. If normalization is used, a

CNN model learns faster and the gradient descent tends to

be more stable. The process of normalization changes the

range of pixel values (Islam et al. 2020). As a result, input

image pixels in this study were normalized between 0 and 1

(Saha et al. 2021; Haque and Abdelgawad 2020). Image

resizing is the process of scaling images. Image processing

and machine learning applications both benefit from

resizing. The majority of deep learning model architectures

assume that all input images are the same size (Asnaoui

and Chawki 2021; Showkat and Qureshi 2022; Jia et al.

2021). Almost a third of the people in our study resize the

image to 224 9 224 pixels. Resizing allows you to reduce

the amount of pixels in an image, which has a number of

benefits such as it can reduce the amount of time it takes to

train a neural network since the more pixels in an image;

the more input nodes there are, increasing the model’s

complexity (Islam et al. 2020; Li et al. 2021).Also, By

normalizing input features to a similar range, the model can

become more stable, converge faster, and increase effi-

ciency while reducing the impact of outliers (Chollet ,

2018).

2.1.1.1 Augmentation technique Image augmentation

builds training images using a variety of processing tech-

niques or a mix of techniques. Another image processing

technique is histogram equalization, which uses the image

intensity histogram to increase the global contrast of an

image (Heidari et al. 2020; Mostafiz et al. 2020). Images

can be flipped horizontally and vertically using flipping

(Sousa et al. 2022). Vertical flips are not supported by all

frameworks. A vertical flip, on the other hand, is the same

as rotating an image 180 degrees and then flipping it hor-

izontally. The image dimensions may not be kept after

rotation. If your image is square, rotating it at right angles

will keep the image size the same. If it’s a rectangle,

turning it 180 degrees will keep it the same size. The final

image size will alter as the image is rotated at finer angles

(Karakanis and Leontidis 2021; Aslan et al. 2022).Crop-

ping is just taking a random piece of an image and cropping

it. We then restore the original image size to this part.

Random cropping is the common name for this method

(Reshi et al. 2021).

Shear is an image distortion technique used to produce

or correct perspective angles, typically to enhance images

for computer vision applications as in Khan et al. (2022),

Fig. 3 CNN-based architecture for COVID-19 detection
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Table 1 Various techniques for preprocessing CXR images

Author Names Year Image preprocessing techniques

Heidari et al. (2020) 2020 Bilateral low-pass filter,

Histogram equalization technique,

Image resizing-224 9 224 pixels

Islam et al. (2020) 2020 Resizing the image-224 9 224 pixels,

Shuffling,

Normalization

Hira et al. (2021) 2021 Resize images to 224 9 224 pixels,

Random horizontal flip,

Random resized crop,

Image enhancement by changing image intensity

Jain et al. (2020) 2020 Image has been resized to 640 9 640 pixels

Augmentation methodologies: rotation and Gaussian blur

Nour et al. (2020) 2020 Rotate and flip flop augmentation technique

Karakanis and Leontidis (2021) 2021 Flip,

Rotate,

Conditional Generative Adversarial Network (cGAN)

Image has been resized to 224 9 224 9 3 pixels

Khan et al. (2022) 2021 Augmentation techniques: horizontal, vertical reflections, rotation, and shear

Every image was reduced to a resolution of 224 9 224 9 3

Reshi et al. (2021) 2021 Flipping,

Rotating (90,180,270),

Cropping, or padding enhancement techniques

Every image was downsized to 150 9 150 9 3

Bayoudh et al. (2020) 2020 Resize the image to 112 9 112 pixels

Augmentation technique: 20-degree rotation

Sousa et al. (2022) 2021 Augmentation of image including the shift ranges of width, height, zoom,

horizontal flip, vertical flip, range rotation,

ReSize of the input-200 9 200 to 300 9 300

Mostafiz et al. (2020) 2020 Input image resized to 224 9 224

Anisotropic diffusion

Histogram equalization

Watershed segmentation

Rahman et al. (2021) 2021 Converting the RGB images into grayscale images

Reshapping images

Aslan et al. (2022) 2022 Augmentation: rotation (0–360) degree

Li et al. (2021) 2021 Size of input image is resized to 224 9 224

Das et al. (2021) 2021 Resize image to 224 9 224

Augmentation technique-a horizontal flip is used with a 20-degree rotation range

Sakib et al. (2020) 2020 Algorithm DARI

Shah et al. (2021) 2021 Data resizing, shuffling, and normalization

Abbas et al. (2021) 2021 Flip-up or down and right or left, translation and rotation use five different angles

randomly. Histogram adjustment

Saha et al. (2021) 2021 Image Resizing to 224 9 224 pixels,

Data normalization

Haque and Abdelgawad (2020) 2020 Shuffle, resize to 224 9 224 pixels

And normalization

Kiziloluk and Sert (2022) 2022 Resizing to 224 9 224,

Normalization

Augmentation technique: horizontal flip, rotation, translation

A comprehensive review of analyzing the chest X-ray images to detect COVID-19 infections using… 14223
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Asnaoui and Chawki (2021). In addition to shear, various

other techniques are used in image augmentation to

increase the diversity of the training data, such as zoom

augmentation, height shift range function, translation, and

Gaussian filtering. Zoom augmentation randomly zooms in

or adds pixels around the image to enlarge it as in Asnaoui

and Chawki (2021), while height shift range function shifts

each pixel vertically to the top or bottom at random

(Sharifrazi et al. 2021). Translation involves moving the

image in the X or Y direction (or both) during the aug-

mentation process, which enables the convolutional neural

network to search in all directions (as described in Abbas

et al. 2021; Kiziloluk and Sert 2022). Finally, Gaussian

filtering is often used to reduce noise and blur image

regions, as seen in some studies (e.g., (Jain et al. 2020;

Shankar and Perumal 2021)).

Data augmentation with Generative Adversarial Net-

works (GANs) has been used to improve CNN training by

producing fresh data without any predetermined augmen-

tation procedure (Rasheed et al. 2021).Conditional GANs

can transform an image from one domain to an image to

another domain. The sole disadvantage of this procedure is

that the result is more artistic than practical (Karakanis and

Leontidis 2021).Anisotropic diffusion is a technique for

improving image quality. It is a nonlinear method that

‘‘extracts’’ the key visual information by removing noise

and extraneous details while preserving the edges (Mostafiz

et al. 2020).Image data augmentation is used to increase the

size of the training dataset in order to improve the model’s

performance and generalization capacity (Hasan et al.

2021). The DARI method generates synthetic chest X-ray

images using GAN and generic data augmentation tech-

niques, which are then integrated with the remaining

original radiograph images to create a strong training

dataset (Sakib et al. 2020).

2.1.2 Traditional CNN architecture

Nowadays, CNN architectures are good in attaining expert-

level performance as human in a variety of complicated

visual tasks, such as medical image analysis and pathology

detection. Since the first successful CNN in 1998, a ple-

thora of CNN architectures have been proposed in the lit-

erature. It was widely used for the application (handwritten

digit recognition) and was known as LeNet. It was devel-

oped by Yann LeCun. LeNet has three convolutional, two

averages pooling, and two fully connected layers, making it

a shallow design in comparison to current models. CNN is

used for feature extraction. Figure 3 shows a schematic

depiction of a typical CNN for COVID-19 prediction,

which is detailed further below.

Table 1 (continued)

Author Names Year Image preprocessing techniques

Jalali et al. (2022) 2022 Resizing to 224 9 224 pixels

Ahmadian et al. () 2021 Resizing to 224 9 224 9 3,

Augmentation technique: horizontal/vertical rotation

Gupta et al. (2022) 2022 Resizing images to 128 9 128 9 3 pixel

Asnaoui and Chawki (2021) 2021 Normalization of intensity

Adaptive histogram equalization with limited contrast

Geometric transforms as an enhancement technique (rescaling, rotations, shifts,

shears, zooms, and flips)

Image resized for Inception Resnet V2 to 299 9 299 pixels

Showkat and Qureshi (2022) 2022 All images are resized to 224 9 224

Augmentation technique: generative adversarial networks (GANs)

Jia et al. (2021) 2021 Images downsized to 299 9 299 9 3 for adapted mobileNet

Images scaled to 256 9 256 9 3 for Modified ResNet

Hossain et al. (2022) 2022 All images are resized to 224 9 224 pixels

Rasheed et al. (2021) 2021 All images are resized to 512 9 512 Pixels

Augmentation technique-generative adversarial network (GAN)

Alhudhaif et al. (2021) 2021 All images are resized to 224 9 224 pixel

Sharifrazi et al. (2021) 2021 Image resized to a 100 9 100 pixel size

Normalization

Augmentation methodologies: shift range, height shift range, and rotation

Hasan et al. (2021) 2021 Image data generator
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1. Convolution layer Learnable filters (also called as

kernels) are convolved with the input images to

produce the convolutional layer. It executes an ele-

ment-wise dot product and sum to create a number as a

feature map element. Local connectivity, in which filter

weights are doubled to a small area of the input picture

at a time, and Weight Sharing, where the same filter

weights are duplicated to every grid point of the input

image, is two important aspects of convolution. The

initial layer retrieves low-level features, whereas the

subsequent layers recover high-level features.

2. Pooling layer Along with standard convolutional

layers, convolutional networks can have local and/or

global pooling layers. By merging the outputs of

neuron clusters from one layer into a single neuron in

the next layer, pooling layers reduce the number of

dimensions in data. Small clusters are combined using

local pooling, which generally uses tiling sizes of

2 9 2. The feature map’s neurons are affected by

global pooling. Maximum and average pooling are the

two most used types of pooling. The maximum value

of each local cluster of neurons in the feature map is

used for max pooling, while the average value is used

for average pooling.

3. Fully connected layer It is commonly used to perform

classification tasks. This layer, also known as dense

layers, take the output of the previous layer, which is a

high-dimensional feature map, and convert it into a

probability vector indicating the likelihood of the input

belonging to each class. The number of neurons in the

fully connected layers is typically set to match the

number of classes in the dataset. During training, the

network learns the optimal weights for each neuron

through backpropagation, minimizing the loss func-

tion. Once trained, the CNN can classify new data by

passing it through the network and determining the

predicted class based on the highest probability value

in the output vector.

2.1.3 Pre-trained CNN and methodologies

A pre-trained model is one that has been trained on a big

benchmark dataset to solve a problem that is comparable to

the one we’re trying to solve. As a result of the high

computational cost of training these models, it is usual

practice to import and employ models from the literature.

In such situations, the usage of pre-trained models based on

the notion of transfer learning (TL) can be beneficial. In

TL, the information gained by a DL model trained on a

large dataset is applied to a task with a smaller dataset. This

reduces the need for a big dataset and a longer learning

period, which are both requirements of DL algorithms that

are taught from scratch. For classification of COVID-19

from normal cases/Viral Pneumonia/Bacterial Pneumonia,

several pre-trained models were utilized in this study:

AlexNet, VGG-16, ResNet-101, MobileNet, Se-ResNeXt-

50, Densenet-161, SqueezeNet, and Inception-V3. Table 2

depicts the numerous approaches used in our research.

AlexNet was one of the first convolutional networks to

solve large-scale image classification problems, paving the

way for deep learning applications. Its architecture com-

prised 8 layers, which included 5 convolutional layers and

3 fully connected layers. During operation, the input ima-

ges were processed by the convolutional layers, which

utilized pooling and filter sizes to extract image features,

while the fully connected layers subsequently classified the

images based on these extracted features. A notable ad-

vancement of AlexNet was the use of ReLU activation

functions, which helped address the issue of vanishing

gradients that had previously limited neural network depth.

Abbas et al. (Abbas et al. 2021) presented the DeTraC

system, which uses AlexNet for class decomposition to

detect COVID-19 X-ray images from normal and severe

respiratory disease cases. AlexNet was used by Shukla

et al. (2021) to provide a framework for diagnosing

COVID-19 patients using chest X-ray images.

Oxford University’s Visual Geometry Group is known

as VGG. This model is simple in design yet quite effective

in terms of performance. The VGG16 and VGG19 archi-

tectures, respectively, include 16 and 19 convolutional

layers. VGGNet contains a cascade of five convolutional

blocks with fixed kernel sizes of 3 9 3, with the first two

blocks each containing two convolutional operations and

the last three blocks each containing three convolutional

operations. It is important to note that a new convolution

block, as well as process enhancement techniques (batch

normalization and dropout), can be readily added to the

conventional model, allowing for the learning of finer

features and enhanced learning speed/stability. A few

studies used the VGG16 pre-trained model for COVID-19

classification with CXR for three-class classification

(Heidari et al. 2020; Hasan et al. 2021). Some research

added or fine-tuned a few layers to the VGG16 pre-trained

model for COVID-19 CXR image classification (2 classes

(Shibly et al. 2020); 3 classes (Bayoudh et al. 2020; Das

et al. 2021)). Asnaoui and Chawki (2021) also made use of

VGG19 to classify the given CXR images.

ResNet is the most well-known pre-trained model for

COVID-19 classification, and it has been frequently used.

The result of each convolutional block is added to the

output of the convolution blocks of the deeper stages of

ResNet, which is made up of many residual blocks. With

the help of X-ray imaging, Jain et al. (2020) were able to

detect COVID-19 instances while distinguishing it from

bacterial pneumonia, viral pneumonia, and healthy normal

A comprehensive review of analyzing the chest X-ray images to detect COVID-19 infections using… 14225
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Table 2 COVID-19 detection methodologies and it limitations

Author Names Year Methodology/models used Limitations

Heidari et al.

(2020)

2020 VGG16 (1) The proposed system needs to be tested on very large

dataset

(2) Only two preprocessing techniques were tested in the

system

(3) New image processing and segmentation algorithms

need to be developed to improve model performance

Islam et al.

(2020)

2020 Feature extraction—CNN; Classifier-LSTM (1) Small sample size used

(2) Only focuses on PA view of X-rays, cannot

differentiate other views

(3) Inability to efficiently classify COVID-19 images with

multiple symptoms

(4) No comparison of system performance with radiologist

Hira et al.

(2021)

2021 Se-ResNeXt-50 achieved higher performance among

others

(1) Conduct more comprehensive analyses of COVID-19

patient data to improve the system’s performance

(2) Develop a method to distinguish patients with mild

COVID-19 symptoms from those with pneumonia

symptoms

(3) Utilize larger datasets to improve the accuracy and

generalizability of the system

Shibly et al.

(2020)

2020 Faster regions with convolutional neural networks (Faster

R–CNN) framework based on the VGG-16 network

-

Jain et al.

(2020)

2020 ResNet50 (Stage 1) distinguishes between viral, bacterial,

and normal cases; ResNet-101 (Stage 2) detects COVID

19 in viral caused pneumonia

(1) Improvement of network design is necessary, as stage

2 heavily depends on the output of stage 1

(2) A larger number of COVID-19 images from various

databases should be considered for model training

(3) The scope of the proposed method could be extended

to detect other viruses such as MERS, SARS, AIDS, and

H1N1 for improved diagnosis

Nour et al.

(2020)

2020 CNN—extract complex features from images; Classifier-

SVM,KNN,DT

(1) Training on a larger database is recommended

(2) While X-ray images may be useful for confirming

positive COVID-19 cases, they may not be clinically

relevant for early diagnosis

Karakanis and

Leontidis

(2021)

2021 Binary classification—ResNet8; multi-class -CNN with 5

layers

(1) It is recommended to adapt new testing protocols for

both new and existing models

(2) The model should be trained on a large amount of real-

time data

Gupta et al.

(2021a)

2021 InstaCovNet-19 proposed by making use of integrated

stacking technique

–

Khan et al.

(2022)

2021 STM-RENet is proposed, and CB-STM-RENet improves

STM-learning RENet’s capability

–

Reshi et al.

(2021)

2021 CNN –

Bayoudh et al.

(2020)

2020 VGG16 ? a shallow 3D CNN ? depth-wise separable

convolution layer and a spatial pyramid pooling module

make up Hybrid-COVID (SPP)

(1) The Hybrid-COVID network demonstrated improved

performance in line with expectations of radiologists and

health experts

(2) Training on a large dataset is recommended to further

enhance the network’s performance

Sousa et al.

(2022)

2021 A CNN-COVID is made up of two stages:

(1) Pooling and convolution layer for feature extraction

(2) Stage of classification—consists of one or more

completely linked layers followed by a sigmoid function

layer

The CNN-COVID model’s accuracy should be improved

by incorporating new COVID-19 data as it becomes

available
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Table 2 (continued)

Author Names Year Methodology/models used Limitations

Mostafiz et al.

(2020)

2020 Extraction of features—ResNet-50, discrete wavelet

transform (DWT); Fusing of extracted features mRMR

(minimal redundancy and maximum

relevance) ? recursive feature elimination (RFE);

Ensemble Random Forest Classification

(1) Hybridizing additional features may enhance accuracy

by reducing false negatives and false positives

(2) Radiation exposure associated with chest X-ray

imaging should be compared to that of the standard RT-

PCR technique

Rahman et al.

(2021)

2021 HOG ? CNN; feature extraction—HOG (histogram of

oriented gradients); classification—CNN

(1) Improved performance can be achieved by training the

model on a larger dataset

(2) Although X-ray-based methods have the advantage of

being faster than PCR-based methods, they may not be

as accurate

Aslan et al.

(2022)

2022 Deep feature extraction through CNN models and

classification through ML

(1) The system may exhibit lower accuracy when applied

to other databases

(2) Despite high accuracy, the processing time is relatively

high

(3) The use of various data augmentation methods to

address class imbalance may impact accuracy

Li et al. (2021) 2021 (i) Depth wise separable convolutional neural net- work

(DCNN),

(ii) Convolutional neural network with dilated and depth

wise separable layers (DDCNN)

(1) Explore advanced deep learning techniques to develop

more efficient neural network models

(2) Incorporate dilated convolutional layers in ResNet-18

for improved performance

(3) Develop a convolutional neural network with better

diagnostic performance for detecting multi-classification

problems

Das et al.

(2021)

2021 TLCoV is proposed –

Sakib et al.

(2020)

2020 The DL-CRC framework is divided into two parts:

(1) A two-dimensional convolutional neural network

(CNN) model; (2) the DARI Algorithm

–

Shah et al.

(2021)

2021 CNN for feature extraction; gated recurrent unit for

classification (GRU)

(1) The model’s scope is restricted to X-rays captured in

the posterior–anterior (PA) view only

(2) Owing to the limited data availability, the model has

been trained and tested on a small dataset

(3) The model’s performance is compared only with

previous algorithms and not with human experts

Abbas et al.

(2021)

2021 Decompose, Transfer, and Compose (DeTraC)

Stage 1: Class Decomposition (AlexNet is used)

Stage 2: Transfer Learning approach(shallow-tuning, fine-

tuning, or deep-tuning) is used

Stage 3: Class Composition is done

Train the model on a larger dataset

Gayathri et al.

(2022)

2022 (1) Feature extraction—CNN,

(2) Dimensionality reduction -sparse Auto Encoder

(3) The classification phase—FFNN

The model’s performance has not been evaluated for

classifying normal, COVID-19, and pneumonia images

in a multi-class scenario

Ahsan et al.

(2020)

2020 To handle categorical/numerical data, use the Multilayer

Perceptron (MLP)

Extract features using a convolutional neural network

(MLP-CNN)

The dataset used in this study is relatively small and only a

limited number of numerical and categorical parameters

were taken into account

Saha et al.

(2021)

2021 CNN binary machine learning classifiers Feature Extractor

(random forest, support vector machine, decision tree,

and AdaBoost). Finally, the outputs of these classifiers

were pooled to create an ensemble of classifiers

–
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Table 2 (continued)

Author Names Year Methodology/models used Limitations

Shukla et al.

(2021)

2021 Transfer Learning—AlexNet; Tuning Hyper parameter—

multi objective genetic algorithm

–

Haque and

Abdelgawad

(2020)

2020 Sequential CNN model is used. Model 1–4 convolution

layer; Model 2–3 convolution Layer, Model 3–5

convolution layer

The model’s potential to perform in a multi-class scenario

has not been investigated and it is recommended to train

it on larger datasets

Kiziloluk and

Sert (2022)

2022 Using the gradient-based optimizer (GBO) algorithm,

CNN-COVID-CCD-Net classification was improved

–

Kiziloluk and

Sert (2022)

2022 The architecture of a lightweight shallow convolutional

neural network (CNN) is proposed

The model should train on large dataset

Jalali et al.

(2022)

2022 The MCSO-CNN Deep Neuro Evolution (DNE) algorithm

is proposed

There are three powerful evolutionary operators to

consider:

(1) Evolutionary border constraint management,

(2)Cauchy mutation (3) a tumultuous map

The last CNN layer with Soft max activation is replaced

by a KNN Classifier to improve the accuracy of the

proposed system

–

Ahmadian

et al. (2021)

2021 DNE Algorithm is proposed named boosted SSA-CNN

(BSSA-CNN)

2 effective optimization operators are included

(1) opposition-based learning, (2)chaotic maps

Hyper parameter Tuning-boosted salp swarm algorithm

(BSSA);Classifier-SVM

(1) The study is limited to a single deep neural network

model

(2) The effectiveness of the model may decline if optimal

values of hyperparameters are not obtained

Gupta et al.

(2022)

2022 Capsule network called COVID-Wide Net is proposed –

Ortiz et al.

(2022)

2022 3 Stages:

(1) Detect whether the patient is suffering from COVID-

19 or not—CNN Densenet-161

(2) Evaluation of percentage of infection of the disease—

CNN Densenet-161

(3) Final phase is to classify the patient according to

severity—SVM with LDA

The limited availability of labeled COVID-19 images calls

for further experimentation on a larger dataset to obtain

a more precise evaluation of the model’s accuracy

Kuzhali and

Pushpa

(2022)

2022 (1) Image preprocessing—contrast enhancement and

filtering approaches,

(2) Lung segmentation-adaptive fuzzy-based region

growing (AFRG) technique

(3) Deep classification—adaptive CNN (A-CNN)

–

Asnaoui and

Chawki

(2021)

2021 The approach of transfer learning is applied The availability of COVID-19 images is limited

Showkat and

Qureshi

(2022)

2022 ResNet18, ResNet34, ResNet50, ResNet101,ResNet152,

and a customized ResNet mode

(1) Involvement of medical experts is crucial in all stages

of creating DL models to enhance their quality and

relevance to the medical field

(2) Including indicator detection in categorization output

could improve prediction accuracy and model

transparency

Jia et al.

(2021)

2021 Modified MobileNet –

Afshar et al.

(2020)

2020 COVID-CAPS –
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persons. Several researchers have utilized ResNet50 to

detect COVID-19 using CXR images (Mostafiz et al. 2020;

Das et al. 2021; Asnaoui and Chawki 2021). For COVID-

19 picture categorization, the authors in Ref. Showkat and

Qureshi (2022), Hossain et al. (2022) used customized

versions of ResNet. Table 2 provides additional informa-

tion on these sources.

In contrast to standard residual models, which use

extended representations in the input and output, the

MobileNetV2 architecture is built on an inverted residual

structure, where the input and output of the residual block

are thin bottleneck layers. MobileNetV2 filters features in

the intermediate expansion layer with lightweight depth

wise convolutions. MobileNetV2 was used in a few studies

to classify CXR images into three categories: COVID,

Other Pneumonia, Normal (Kiziloluk and Sert 2022;

Asnaoui and Chawki 2021).To build Se-ResNeXt, a

Squeeze and Excitation (SE) block was added to the

ResNet. SE blocks allow a network to execute dynamic

channel wise feature recalibration, which increases its

representational capacity. Hira et al. (2021) used AlexNet,

GoogleNet, ResNet-50, Se-ResNet-50, DenseNet121,

Inception V4, ResNet V2, ResNeXt-50, and Se-ResNeXt-

50 to examine the performance of COVID-19 classifica-

tions through CXR images. Se-ResNet-50 outperformed

the others in this model.

DenseNet is a ResNet50 modification in which each

layer receives additional input from all preceding levels

instead of a single previous layer’s skip connection. For

concatenation, it sends its output to all of the following

convolutional layers. As a result, each convolutional layer

is said to receive ‘‘collective knowledge’’ from the ones

before it. DenseNet has showed good performance in a few

studies (Kiziloluk and Sert 2022; Ortiz et al. 2022;

Alhudhaif et al. 2021). SqueezeNet is a convolutional

neural network that utilizes design tactics to minimize the

number of parameters, particularly through the use of fire

modules, which ‘‘squeeze’’ parameters using 1 9 1 con-

volutions. SqueezeNet was used by Gupta et al. (2021b) to

extract features during COVID-19 prediction using CXR

images. To classify the provided Chest X-ray pictures into

COVID-19 Pneumonia and Other Pneumonia classes,

SqueezeNet was utilized as the training architecture

(Alhudhaif et al. 2021).

For greater model adaption, the Inception V3 model

uses numerous strategies to optimize the network. It has a

Table 2 (continued)

Author Names Year Methodology/models used Limitations

Shankar and

Perumal

(2021)

2020 FM-HCF-DLF model is proposed

(1) Preprocessing

(2) Deep feature extraction using ADAM-Inception V3,

hand crafted features using local binary patterns

(3) Fused feature extracted

(4) Classification—MLP

–

Gupta et al.

(2021b)

2021 (1) Image embedding with different activation functions

for Feature Extraction:

(a) Inception-V3 (b) SqueezeNet

(2) Full connected and soft max layers for classification

–

Hossain et al.

(2022)

2022 ResNet50 model was modified by adding two more

completely linked layers than the basic ResNet50 model

–

Rasheed et al.

(2021)

2021 Feature selection—principle component analysis;

classification—CNN, LR

–

Alhudhaif

et al. (2021)

2021 Training Architecture:

(1) DenseNet-201

(2) ResNet-18

(3) Squeeze Net; Grad-CAM algorithm—Activation

mapping

–

Sharifrazi

et al. (2021)

2021 CNN-SVM ? Sobel filter (1) The deep learning algorithms incur high computational

costs

(2) The input data limitations represent a weakness in our

algorithm

Hasan et al.

(2021)

2021 VGG16 –

Ouchicha et al.

(2020)

2020 CVDNet proposed –
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more extensive network than the Inception V1 and V2

models, but its speed is unaffected. It is less computa-

tionally costly. As regularizers, it employs auxiliary clas-

sifiers. In Ref. Gupta et al. (2021b), the author used the

Inception V3 model to extract features and classify input

photos into COVID and non-COVID images. Other

frameworks used in Covid-19 detection include Capsule

Network-based frameworks like COVID-wideNet (Gupta

et al. 2022) and COVID-CAPS (Afshar et al. 2020).

2.1.4 Classification task

COVID-19 prediction was achieved by categorizing given

CXR pictures into two (binary) or multi classes, as illus-

trated in Fig. 3. Normal, bacterial, viral, and COVID-19

are among the designations seen in each class. COVID-19

label and non COVID label are the two labels that make up

binary categorization. The three labels in the three-class

prediction process are: (1) COVID-19, (2) Normal, and (3)

pneumonia. The four sorts of labels in the 4 class predic-

tion technique are: (1) COVID-19, (2) Normal, (3) bacte-

rial, and (4) viral pneumonia. The vast majority of works

forecast 2 or 3 classes. Table 3 shows the number of

publications reviewed divided by the number of classifi-

cation labels used. One of the review work (Jia et al. 2021),

there are five classifications: ‘‘COVID-19,’’ ‘‘Tuberculo-

sis,’’ ‘‘Viral Pneumonia,’’ ‘‘Bacterial Pneumonia,’’ and

‘‘Normal.’’ This study will also assess whether the CXR

image contains ‘‘Tuberculosis’’ disease.

2.1.5 Dataset details

Different datasets were utilized in the peer-reviewed

studies. Table 4 provides a summary of these datasets. The

reference No., dataset description/URL, and No. of images

utilized for each work, listed in each row. Some of these

files feature COVID-19 CXR images, while others com-

prise images of healthy people and people with various

pulmonary illnesses. CXR images are frequently used as a

first-line imaging technique for COVID-19 patients and

studied in several COVID-19 diagnosis studies. This

technique is quite inexpensive when compared to other

medical imaging approach and poses a lower danger to

human health because it is a low-radiation technique.

Table 4 also summarizes the most recent and relevant

studies in this subject, as well as the dataset’s quantitative

parameters, such as the number of records.

3 Performance evaluation

Evaluation indicators are used to evaluate the overall

pipeline’s performance. For the experiment, the data is

usually partitioned into training and testing sets. The

training data is used to construct a specific model, while the

adequacy of the training and the model is evaluated by

simultaneously monitoring, overfitting and under fitting on

the validation data. Finally, the generated model’s perfor-

mance is evaluated using previously unseen test data. The

accuracy of the classification can be measured by dividing

the number of accurately predicted images by the total

number of predictions made. If there are two classes of

images, for example, each class should have an equal

amount of images; only then will the training accuracy

work well. The Accuracy can be described as

Accuracy ¼ No: of correctly predicted images

Total No: of predictions actually made
ð1Þ

The test’s sensitivity (sometimes called the detection

rate in a clinical setting) is the percentage of people who

test positive for the condition among those who have it.

This can be written as: The chance of a positive test,

conditioned on it being actually positive, is known as

sensitivity (True Positive Rate). This is expressed mathe-

matically as

Sensitivity ¼ No: of true positives

Total No: of sick individual in population

ð2Þ

The probability of a negative test, conditioned on being

actually negative, is known as specificity (True Negative

Rate). The fraction of people who do not have the condi-

tion but test negative for it is known as test specificity. This

can also be written mathematically as:

Specificity ¼ No: of false positives

Total No: of well individual in population

ð3Þ

The precision can be calculated by dividing the indi-

viduals correctly identified by total number of correctly

identified individuals and incorrectly labeled individuals.

Precision ¼ No: of correctly identified individual

Total No: of individuals in a population

ð4Þ

The F-score can be used as a single indicator of positive

class test performance. The harmonic mean of precision

Table 3 Study distribution based on classification task formulation

Number of classes Number of studies

2-Classes 19

3-Classes 16

4-Classes 02

2 and multi classes 06
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Table 4 COVID-19 datasets utilized in the reviewed study are described here

References DataSet URL/name No. of images

Heidari et al. (2020) (1) Mendeley Data -

https://doi.org/10.17632/rscbjbr9sj.3

(2) Kaggle Data—https://www.kaggle.com/

tawsifurrahman/covid19-radiography-database

(3) Github- https://github.com/ieee8023/covid-chestxray-

dataset

Total-8474 CXR images

415-COVID-19,

5179-Pneumonia

2880-Normal

Islam et al. (2020) (1) GitHub—https://github.com/ieee8023/covid-

chestxray-dataset

https://github.com/agchung

(2) Radiopaedia—https://radiopaedia.org/

(3) The National Cancer Institute’s Imaging Archive

(TCIA)—https://www.cancerimagingarchive.net/

collections/

(4) COVID-19 database | SIRM—https://www.sirm.org/

en/category/articles/covid-19-database

(5) Mendeley data—augmented COVID-19 X-ray images

dataset—https://data.mendeley.com/datasets/

2fxz4px6d8/4

(6) Kaggle—https://www.kaggle.com/datasets/

paultimothymooney/chest-xray-pneumonia

https://www.kaggle.com/datasets/nih-chest-xrays/

data?select=Data_Entry_2017.csv

Total-4575 CXR images

1525-COVID-19,

1525-Normal cases

1525-Pneumonia

Shibly et al. (2020) (1) Dr. Joseph Cohen’s COVID chest X-Ray dataset—

https://github.com/ieee8023/covid-chestxray-dataset

(2) Kaggle’s RSNA pneumonia detection challenge

dataset from Kaggle—https://www.kaggle.com/c/

rsnapneumonia-detection-challenge/data

(3) COVIDx—https://github.com/lindawangg/COVID-

Net

183 COVID-19 images and

13,617 non-COVID X-Ray images

Jain et al. (2020) (1) Github—https://github.com/ieee8023/covid-chestxray-

dataset

(2) Kaggle—https://www.kaggle.com/datasets/

paultimothymooney/chest-xray-pneumonia

1215 (250-COVID 19,315-normal, 300-bacterial,

350-Viral pneumonia)

Nour et al. (2020) (1) COVID-19 Database of the Italian Society of Medical

and Interventional Radiology (SIRM)—https://www.

sirm.org/category/senza-categoria/covid-19/

(2) 2019 CoronaVirus Novel Dataset—https://github.com/

ieee8023/covid-chestxray-datas

(3) Mendeley—https://data.mendeley.com/datasets/

rscbjbr9sj/2

COVID-19-219

Normal-1341

Viral Pneumonia-1345

Total-2905

Karakanis and

Leontidis (2021)

(1) Github—https://github.com/ieee8023/covid-chestxray-

dataset

(2) Kaggle—https://www.kaggle.com/datasets/

paultimothymooney/chest-xray-pneumonia

(1) Without synthetic images: COVID-19, bacterial

pneumonia, and normal

(2) With synthetic images: 275 COVID-19 (130

synthetic), 275 bacterial pneumonia (only genuine

images), 270 normal (only real images)

Gupta et al. (2021a) (1) Kaggle—https://www.kaggle.com/datasets/

tawsifurrahman/covid19-radiography-database

https://www.kaggle.com/datasets/paultimothymooney/

chest-xray-pneumonia

COVID-19-219

Normal-1341

Viral pneumonia-1345

COVID-19-142 (From dataset2)

Total-2905
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Table 4 (continued)

References DataSet URL/name No. of images

Reshi et al. (2021) (1) GitHub—https://github.com/ieee8023/covid-

chestxray-dataset

(2) Kaggle—https://www.kaggle.com/datasets/

paultimothymooney/chest-xray-pneumonia

(3) IEEE Data port—https://ieee-dataport.org/open-

access/mask-rcnn-detection-covid-19-pneumonia-

symptoms-employing-stacked-autoencoders-deep

Original image: 178 (COVID-19 = 136, Non COVID-

19 = 42)

Totally 900 images taken after data augmentation

(1) COVID-19 450

(2) Normal-450

Sousa et al. (2022) (1) Github—https://github.com/ieee8023/covid-chestxray-

dataset

https://www.kaggle.com/datasets/nih-chest-xrays/data

(2) IEEE data port—https://ieee-dataport.org/open-access/

bimcv-covid-19-large-annotated-dataset-rx-and-ct-

images-covid-19-patients-0#

Dataset 1-434 images

Dataset 2-4030 images

Mostafiz et al. (2020) (1) Github—https://github.com/ieee8023/covid-chestxray-

dataset

(2) Kaggle—https://kaggle.com/andrewmvd/convid19-x-

rays

(3) Mendeley—https://doi.org/10.17632/rscbjbr9sj.3

Prepared dataset: https://github.com/rafid909/Chest-X-ray

Total of 4809 chest X-ray images including

COVID 19-790,

1215 viral pneumonia cases,

1304 bacterial pneumonia cases,

1500 normal cases

Rahman et al. (2021) Kaggle—https://www.kaggle.com/datasets/prashant268/

chest-xray-covid19-pneumonia

Total of 6432 chest X-ray images

COVID-19-576 images,

Pneumonia-4273

Normal patients-1583

Aslan et al. (2022), Das

et al. (2021), Hasan

et al. (2021)

Kaggle—https://www.kaggle.com/datasets/

tawsifurrahman/covid19-radiography-database

Total-3781

COVID 19-219 (original)-after augmentation-1095

Normal-1341

Viral Pneumonial-1345

Sakib et al. (2020) (1) GitHub—https://github.com/ieee8023/covid-

chestxray-dataset

(2) CheXpert dataset—https://stanfordmlgroup.github.io/

competitions/chexpert/

(3) NIH Chest X-ray dataset https://nihcc.app.box.com/v/

ChestXray-

Covid 19-219 images

Pneumonia-5794 images

Normal-27,228 images

Shah et al. (2021) Kaggle—https://github.com/ieee8023/covid-chestxray-

dataset

Total 494 chest X-ray images

COVID 19-141

Pneumonia-141 images

Normal-141 images

Abbas et al. (2021) (1) Japanese Society of Radiological Technology—http://

db.jsrt.or.jp/eng.php

(2) Github—https://github.com/ieee8023/covid-chestxray-

dataset

80 samples of normal CXR images

105 and 11 samples

of COVID-19 and SARS

Gayathri et al. (2022) (1) Github—https://github.com/IEEE8023/covid-

chestxray-dataset

(2) Kaggle—https://www.kaggle.com/datasets/

paultimothymooney/chest-xray-pneumonia

504 COVID-19 images

542 non-COVID-19 images

Ahsan et al. (2020) GitHub—https://github.com/ieee8023/covid-chestxray-

dataset

112 COVID-19,

30 non-COVID-19

Jalali et al. (2022) Mendeley—https://data.mendeley.com/datasets/

2fxz4px6d8

Total-1824 images

Normal-912 images

COVID-19-912 images
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and recall is the F-score. F-Score is written in mathemat-

ical notation as:

F1 score ¼ 2 � Precision � Sensitivity
Precisionþ Sensitivity

ð5Þ

If the precision and sensitivity values are high, the F1

score for the particular model is also high. If the precision

and sensitivity values are low, the F1 score for that model

is also low. The model has a medium F1 score if one of the

precision and sensitivity values is low and the other is high.

The F1 score solely reflects the model’s performance.

It was unable to compare the studies included in this

study due to discrepancies in the size of the testing sets and

the lack of uniform performance evaluations, making the

identification of the most efficient DL models for recog-

nizing COVID-19 from CXR pictures even more difficult.

Most writers evaluated the DL models using the accuracy,

sensitivity, and specificity criteria. However, when non-

standard metrics and data from several sources are used,

comparing alternative techniques becomes more difficult.

As a result, a public COVID-19 dataset that is both com-

plete and accessible to researchers is necessary. Perfor-

mance standards for prediction models must also be

established. Table 5 illustrates the outcomes of the articles

that were read in terms of classification metrics like

accuracy, precisions, recall, sensitivity, specificity, and F1-

score.

Accuracy is the parameter which measures the overall

performance of a model. It is calculated as the percentage

of the correctly classified data samples by the model. By

integrating CNN with LSTM (Long Short Term Memory)

as a classifier, Md. Zabirul Islam et al. (He et al. 2020)

achieved accuracy of 99.40%. Using Adam Optimizer,

Hira et al. (WHO 2022) achieves a 99.32% with Se-

ResNeXt-50. Using Adam as an optimizer, Gupta et al.

(Erickson et al. 2017) suggested InstaCovNet-19, with this

author achieving accuracy of 99.08% for Multi-class and

99.53% for Binary Class. For classification, Reshi et al.

(Altaf et al. 2019) employed deep CNN, which achieved a

99.5%. The Adam optimization technique is employed in

this study. With the help of CNN and DWT optimized

features, Mostafiz et al. (Shin et al. 2016) achieves a binary

classification accuracy of 99.45%. Shukla et al. (Hira et al.

2021) created a framework called COVID-19 that uses a

Multiobjective Genetic Algorithm and a Convolutional

Neural Network to achieve 99.15%.

Modified Mobile Net and ResNet were used by Jia et al.

(Rahman et al. 2021), with average accuracy of 99.6% and

99.3%, respectively. SqueezeNet ? ReLu Activation

function by Gupta et al. (Das et al. 2021) achieves 99.4%,

while Inception V3 ? Sigmoid achieve 99.5%. Transfer

learning with fine-tuned deep CNN ResNet50 model for

classification by Hossain et al. (Sakib et al. 2020) achieves

accuracy of 99.95%. Adam Optimizer is used in the above

model. Sharifrazi et al. (Gayathri et al. 2022) created a

model that combines a convolutional neural network, a

support vector machine, and a Sobel filter to reach a

99.02%.Fig. 4 gives the overview of various optimization

technique used in the review work.

In this study, various optimization algorithms have been

used in deep learning, including stochastic gradient descent

optimizer (SGD) (Khan et al. 2022), adaptive learning rate

optimization algorithm (Adam) (Heidari et al. 2020; Hira

et al. 2021; Nour et al. 2020; Karakanis and Leontidis

2021; Gupta et al. 2021a; Khan et al. 2022; Reshi et al.

2021; Bayoudh et al. 2020; Sousa et al. 2022), Adagrad

(Sakib et al. 2020), and RMSprop (Ortiz et al. 2022). These

algorithms have been compared based on their conver-

gence speed, ability to escape local minima, and robustness

to hyper parameter settings. While SGD is a commonly

used optimization algorithm, it can be slow and sensitive to

the choice of learning rate. Adam is a popular choice due to

its fast convergence and adaptive learning rate, but it may

struggle with high-dimensional problems. Adagrad is

effective at handling sparse data and can adapt to different

learning rates, but it can converge too quickly and be less

effective on non-convex problems. RMSprop is similar to

Adagrad but addresses its fast convergence issue, making it

a good choice for non-convex optimization problems. The

choice of optimization algorithm depends on the problem

being addressed and the resources available for training.

Additionally, the literature survey found that the batch

sizes used in training ranged from 4 to 128, while the

number of epochs ranged from 10 to 5000. Some models

used convolution layers, max pooling layers, FC layers, and

activation function layers, while others used LSTM and

GRU layers. Overfitting is a common problem that authors

encounter when training their models. To address this issue,

Table 4 (continued)

References DataSet URL/name No. of images

Afshar et al. (2020) (1) NIH Chest X-ray dataset(For pre-training)—https://

www.kaggle.com/datasets/nih-chest-xrays/data

(2) Github—https://github.com/ieee8023/covid-chestxray-

dataset

94,323 frontal view chest X-ray images
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authors typically use techniques such as early stopping,

regularization, and data augmentation. Early stopping

involves monitoring the loss function during training and

stopping the training process once the validation error stops

improving. Regularization techniques, such as L1 and L2

regularization (Kiziloluk and Sert 2022), penalize large

weights and help prevent overfitting. Data augmentation

involves generating additional training examples by

applying various transformations to the original data.

Alternative optimization algorithms have also been used in

hyper parameter optimization for deep learning models,

such as the Modified Competitive Swarm Optimizer

(MCSO) (Jalali et al. 2022), the Salp Swarm Algorithm

(Ahmadian et al. 2021), and the modified deer hunting

optimization algorithm (M-DHOA) (Kuzhali and Pushpa

2022). The hyper parameters considered in these studies

include convolution filter size, number of filters, number of

convolutional layers, activation function type, dropout rate,

max-pooling size, learning rate, momentum rate, optimizer

type, number of epochs, and batch size. These optimization

algorithms were found to be effective in improving model

performance, demonstrating their potential in hyper

parameter optimization for deep learning.

4 Conclusion

This article explores different deep learning (DL) tech-

niques that can be utilized to identify COVID-19 through

chest X-ray images, including the current state of research

in this area. The paper explains pre-trained CNN models

and various datasets used in prior studies. Although DL

approaches show promise for automatic COVID-19 diag-

nosis, cooperation between medical experts and computer

scientists is necessary to create more reliable and effective

DL models. Despite the excellent outcomes, there is still a

lot of room for improvement. In order to enhance model

performance, it is crucial to establish datasets that are

public, broad, diverse, validated and labeled by experts

with related lung disease lesions. Combining sign detection

with categorization output could improve both the forecast

accuracy and model performance. Techniques such as

cross-validation, data augmentation, and transfer learning

have been identified to enhance the adaptability and gen-

eralization of DL models. It is also crucial to train COVID-

19 detection models on a substantial amount of real-world

data. Nevertheless, there have been limited studies on

multi-class classification (i.e., specifically more than 3

classes), and future research can evaluate the effectiveness

of proposed models for this issue. Moreover, incorporating

optimization algorithms with DL models can lead to the

development of more dependable models.
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