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(®, V)-DERIVATIONS ON MV-ALGEBRAS
XUETING ZHAO, AIPING GAN, AND YICHUAN YANG*

ABsTRACT. Let A be an MV-algebra. An (G, V)-derivation on A isamap d : A — A satisfying:
d(x0y) = (d(x)©y)V (x©d(y)) for all x,y € A. This paper initiates the study of (®, V)-derivations
on MV-algebras. Several families of (©, V)-derivations on an MV-algebra are explicitly constructed
to give realizations of the underlying lattice of an MV-algebra as lattices of (®, V)-derivations.
Furthermore, (®, V)-derivations on a finite MV-chain are enumerated and the underlying lattice is
described.
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The notion of derivation from analysis has been defined for various algebraic structures by

extracting the Leibniz rule

d d d
a(fg) = (E(f))g + f(a(g))

Derivations play an important role on describing the characteristics of prime rings [24], and
the multiplicative or additive commutativity of near rings [3], etc. A derivation in a prime ring

(R,+,-)isamap d : R — R satisfying that for any x,y € R:

D dx+y) =dx) +d(y), Q) d(x-y)=dXx)-y+x-d(y).
1
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The derivation on a lattice (L, V, A) was defined by Szdsz [25], and was deeply investigated in
[13], whichis amap d : L — L satisfying that for all x,y € L:

O dxVvy) =dx)Vvd(ly), @) dxAy)=(dx)Ay)V(xAdy)).

The notion of derivations satisfying condition (ii) only was investigated by Xin and his coauthors
[32, 33] with motivation from information science. In recent years the derivations have been
defined and studied for BClI-algbras [18], BCC-algebras [!, 26], BE-algebras [19], and basic
algebras [21]. Furthermore, the derivations on operator algebras were investigated by BreSar
etc.[5, 6, 12] which promoted the mathematical quantum mechanics and quantum field theory.

An algebraic structure with a derivation is broadly called a differential algebra [20]. In fact,
differential algebra has found important applications in arithmetic geometry, logic and computa-
tional algebra, especially in the profound work of Wu on mechanical proof of geometric theorems
[30, 31]. There are many instances of differential algebras, such as for fields [27], commutative
algebras [28], noncommutative algebras [15], lattices [ 14], and MV-algbras [16].

The concept of derivations on MV-algebras was introduced by Alshehri [2]: given an MV-
algebra (M, ®,", 0), a derivation on M is an operator (i.e, amap) d : M — M such thatd(x©y) =
(d(x) ©y)® (xod(y)), for all x,y € M, where x Oy = (x* @ y*)*. Furthermore, the different kinds
of derivations on M'V-algebras have been deeply investigated. Yazarli [34] introduced the notions
of symmetric bi-derivation, generalized derivation on MV-algebras. Then Wang, Davvaz and He
[29] studied additive derivations and their adjoint derivations to give a representation of MV-
algebras. Recently, T-additive derivations on MV-algebras have been extended by Lu and Yang
[23]. Following these developments, we define the notion of (®, V)-derivations on A satisfying

dx0y) = (d(x)0y)V (x0d(y))

for any x,y € A, where xVy = (x@y*)®y. Our choice do not impose the extra “union-preserving”
condition: d(x V y) = d(x) V d(y) and leads to several properties in this paper. Indeed as similar
as [ 14, Proposition 2.5], a (®, V)-derivation with the “union-preserving” must be isotone.

This paper initiates the study of (®, V)-derivations on MV-algebras. In Section 2, we recall
some necessary properties and examples of MV-algebras. In Section 3, we introduce and study
(®, V)-derivations on MV-algebras. After exploring a sufficient and necessary condition for an
operator on a n-element MV-chain L, to be an (®, V)-derivation (Theorem 3.10), we show that
the cardinality of the set of all (®, V)-derivations on L, is exactly % (Theorem 3.11). In
Section 4, the direct product of (®, V)-derivations is introduced. Let Q be an index set, {A;};co
be a family of MV-algebras and d; be an operator of A; for each i € Q, we prove that the direct
product [];c.q d; of d;’s is an (®, V)-derivation (resp. a principal (®, V)-derivation) on [],cq A; if
and only if d; is an (®, V)-derivation (resp. a principal (®, V)-derivation) on A; for each i € Q
(Theorem 4.6). In Section 5, we show that the set of (©, V)-derivations on a finite MV-algebra
has a natural lattice structure (Proposition 5.3) and we consider several lattice structure of (®, V)-
derivations which are isomorphic to the underlying lattice L.(A) of an MV-algebra A (Propositions
5.10 and 5.12). We also describe the lattice structure of (®, V)-derivations on finite MV-chains
(Theorem 5.6).

Notations. Throughout this paper, let |A| denote the cardinality of a set A and N, denote the
set of all positive integers.

2. PRELIMINARIES

In this section, we recall some necessary definitions and results about MV-algebras.
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Definition 2.1. [1 1, Definition 1.1.1] An algebra (A, ®, %,0) of type (2, 1,0) is called an MV-
algebra if it satisfies the following equations:

MV xe(y®z)=x®y)®z

MV2))xey=y®x;

MV3)xa0 = x;

(MV4) x™ = x;

MV35) x® 0" =07

MV6) (x*®dy) @y=0"®x)" @ x.

As usual, we shall denote an M'V-algebra by its underlying carrier set. Note that all axioms of
MV-algebras are equations, it follows by Birkhoff Theorem [7, Theorem 11.9] that the class of all

MV-algebras forms a variety. So the notions of isomorphism, subalgebra, congruence and direct
product are just the particular cases of the corresponding universal algebraic notions.

Example 2.1. [1 1] Let L = [0, 1] be the real unit interval. Define
x®y=min{l,x+y}and x* =1 — x for any x,y € L.
Then (L, ®, *,0) is an MV-algebra.
Let Q = [0, 1] N Q and for each positive integer n > 2, let
1 2 n-—2
Then Q and the n-element subset L, are subalgebras of L .

L,={0 1}.

Example 2.2. [8] Define the following sets of formal symbols:
CO = {Oa c, 2C’ 30’ e }9 Cl = {1a C*’ (ZC)*a (3C)*, U }a

where (kc)* = 1 — kc, and (kc)™ = ((kc)*)* = kc for any k € N,.
Let + (respectively, —) be the ordinary sum (respectively, subtraction) between integers. We
define the following binary operation @ on C = Cy U Cy:
e nc®mc =mn+m)c
o (nc)y ®(me) =1
1 m<n
(m-n)e)* m>n
Then (C, &, *,0) is an infinite MV-chain, and 0 < c < 2c <3c<---<(m—-1)c<nc<--- <
(ne) < ((m—1)c) <--- < @Be) < (2e) < c¢* < 1. MV-chains Q and C are not isomorphic,
though they have the same countable cardinality.

® nc ® (mc)* = (me)" ®nc = {

On every MV-algebra A, we define the constant 1 and the operation ®as: 1 = 0" and x©y =
(x* @ y*)". Then for all x,y € A, the following well-known properties hold [1 1, 22]:

(A, Q, , 1) is an MV-algebra;

* 15 an isomorphism between (A, ®, *,0) and (A, O, *, 1);
I"=0,1ex=1;

x®y=x"0y),

Xox=1,x0x"=0.

Let A be an MV-algebra. For any x,y € A, define x < yifand only if x*®y = 1. Then <is a
partial order on A, called the natural order of A [ ! 1]. Furthermore, the natural order determines
a structure of bounded distributive lattice L.(A) on A, with 0 and 1 are respectively the bottom and
the top element, and

xVy=(xoy)dyandxAy=x0(x"®Yy).
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A linearly ordered MV-algebra is called an MV-chain. It is well-known that every n-element
MV-chain is isormorphic to the MV-chain L, in Example 2.1.

Lemma 2.2, [1 ], Lemma 1.1.2] Let A be an MV-algebra and x,y € A. Then the following state-
ments are equivalent:

(1) x<y;
Q) xoy=1;
(3) x0y =0;

@) y=xe(yox)
(5) there is an element 7 € A such that x® z = y.

Lemma 2.3. [8, | 1] Let A be an MV-algebra, and x,y, z € A. Then the following statements hold:
(1) x0y<xAy<x<xVy<x®y;
Q) Ifx®ey=0,thenx=y=0;IfxOy=1,thenx=y=1;
Q) Ifx<y thenxVz<yVz XAZSYAZ
4) Ifx<y thenx®z<y®z, x0z<y0Oz
(5) x <yifandonly if y* < x*;
6) xOAZ)=xOY)A(XO2);
(7 x0@(Vy)y=x0y)Vx0O7),
B) xOy<zifandonlyifx <y" ®z

Lemma 2.4. [1 |, Lemma 1.6.1] Let A be an MV-chain. For any x,y,z € A,
() x@y=xifandonlyifx=10ry=0;
) Ifx0y=x07>0,theny =z

Example 2.3. For any Boolean algebra (A,V,A,—,0,1), the structure (A,V,—,0) is an MV-
algebra, where Vv, — and 0 denote, respectively, the join, the complement and the smallest element
inA.

Boolean algebras form a subvariety of the variety of MV-algebras. They are precisely the MV-
algebras satisfying the additional equation x @ x = x. An element a of A is called idempotent
if a ® a = a. Denote the set of all idempotent elements of A by B(A), called Boolean center
of A. It is known that B(A) is a subalgebra of the MV-algebra A, and a subalgebra B of A is a
Boolean algebra if and only if B € B(A) [ |, Corollary 1.5.4]. For convenience, we denote by B,
the n-element Boolean algebra. It is clear that B, is exactly the 2-element MV-chain L,.

Lemma 2.5. [ ], Theorem 1.5.3] For every element x in an MV-algebra A, the following condi-
tions are equivalent:

(1) x e B(A),
2) xdx=x
B) xox=ux

(4) x* € B(A),
S) x®y=xVyforallyeA;
(6) xOy=xAyforallye€ A.

Definition 2.6. [ 1] Let A be an MV-algebra and / be a subset of A. Then we say that [ is an
ideal if the following conditions are satisfied:

(1) 0er,;
2) x,yelimply x®ye€l,
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(3) xelandy < ximplyy € I.
Definition 2.7. [1 1] Let A be a lattice and I be a subset of A. Then we say that / is a lattice ideal
if the following conditions are satisfied:
() Oel

(2) x,yeIimply xVyel,
(3)xelandy < ximplyy € I.

That is, a lattice ideal of an MV-algebra A is the notion of ideal in the underlying lattice
(A, A, V)[ 11, Proposition 1.1.5]. It can easily be verified that an ideal is a lattice ideal but the
opposition is not necessarily the case. The next lemma gives the representation of a finite MV-
algebra:

Lemma 2.8. [! 1, Propostion 3.6.5] An MV-algebra A is finite if and only if A is isomorphic to a
finite product of finite chains, in symbols,

AELd] X"'XLd“,
for some integers 2 < dy < d, < ... < d,. This representation is unique, up to the ordering of

factors.

Finally, we list the famous Chang’s Subdirect Representation Theorem, stating that if an equa-
tion holds in all totally ordered MV-algebras, then the equation holds in all MV-algebras.

Lemma 2.9. [ 1, Theorem 1.3.3] Every nontrivial MV-algebra is a subdirect product of MV-
chains.

3. (®, V)-DERIVATIONS ON M V-ALGEBRAS

In this section, we introduce (®, V)-derivations on MV-algebras, and characterize some prop-
erties about (©, V)-derivations, such as isotonicity and idempotency. Also, we enumerate the
cardinality of (®, V)-derivations on finite MV-chains.

3.1. Basic properties of (O, V)-derivations on MV-algebras.

Definition 3.1. Let A be an MV-algebra. Amapd : A — A is called an (©, V)-derivation on A if
it satisfies the equation:

(D) dxoy)=Wdx)0y)V (x0d(y)) forallx,yeA.
It is easy to check that the identity map Id, and the zero map 0,4 are simple examples of (®, V)-
derivations on an MV-algebra A, where
Ida(x) =x and 04(x)=0 forany x € A.
Also, for a given a € A, define the map d, : A — A by
d,(x):=a0x forall x € A.

Then d, is an (©, V)-derivation, called a principal (®, V)-derivation. Both Id4 and 0, are
principlal (®, V)-derivations, since Id4 = d; and 04 = dp.

Denote the set of all (®, V)-derivations on A by Der(A); and the set of all the principal (©, V)-
derivations on A by PDer(A), that is PDer(A) = {d, | a € A}.

Remark 3.2. (1) Ttis clear that Eq.(1) holds when x =y = 1, where d(1) = d(1) © 1.
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(2) Adapting the classical terminology of differential algebras, we also call a derivation a
differential operator. More generally, we also call a map f : A — A an operator even
though there is no linearity involved.

(3) Note that in [2, 29], an (O, ®)-derivation on an MV-algebra A is defined to be a map
satisfying d(x © y) = (d(x) ©y) ® (x © d(y)) for all x,y € A. In this paper, we use “V”
instead of “@®”. Our choice of this notation has its motivation from certain asymmetry of
“v” and “©”, and already leads to some properties as displayed in Proposition 3.3.

(4) It is natural to consider a (&, A)-derivation which is dual to the (®, V)-derivation on an
MV-algebra A: d(x®y) = (d(x) ®y) A (x®d(y)) for all x,y € A. If this condition is
taken, then the study should be completely parallel to the study of Eq. (1) due to the
symmetry of the operations “V”” and “A”, “©” and “@®” in the definition of an MV-algebra.
Furthermore, if a map d is both an (®, V)-derivation and a (@, A)-derivation, then d = Id,4
(see Proposition 3.4).

Proposition 3.3. Let A be an MV-algebra, x,y € A and d € Der(A). Then for any positive integer
n, the following statements hold:
(1) d(0) =0.

(2) d(x") = X' 0d(x), where xX" =1, X" =x0x0O---Ox.

B)dx)ox* =x0dx") =0.

4) d(x) < x.

(5) d(x) =d(x) V (x©d(1))and so x ©d(1) < d(x).

(6) d(x*) < x* < (d(x))".

(7) dx)0d(y) <dx0y) <d(x)Vdy) <dx)®dy).

(8) (d(x)" < d(x").

(9) If I is a downset of A, then d(I) C I, where d(I) = {d(x)|x € I}.
(10) If y < x and d(x) = x, then d(y) = y.

Proof. (1) Putting x = y = 0 in Eq.(1), we immediately have d(0) = d(0©0) = (d(0)©0) v (006
d(0)) = 0.

(2) We prove d(x") = X" ©d(x) by induction on n. First, it is clear that d(x') = d(x) = 10d(x) =
x!"'®d(x). For n = 2, putting x = y in Eq.(1), we get d(x?) = d(x© x) = (d(x) ©x) V (x @ d(x)) =
xod(x).

Now assume that d(x") = x*~!' ® d(x). By Eq.(1), we have d(x""") = d(x" © x) = (d(x") © x) V
(X"0dx) = (x"'odx)ox)V (¥ ©d(x) = x* ©d(x), and so (2) holds.

(3) Since x ® x* = 0, by Item (1) it follows that 0 = d(0) = d(x © x*) = (d(x) © x*) V (x © d(x")).
Sod(x)©ox* =0and x ©d(x*) = 0.

(4) Since d(x) © x* = 0 by Item (3), it follows immediately by Lemma 2.2 that d(x) < x.
(5) By Eq.(1) we have d(x) = d(x©1) = (d(x)01)V(x0d(1)) = d(x)V(x0d(1)). So xod(1) < d(x).

(6) We have d(x*) < x* and d(x) < x by Item (4). Thus x* < (d(x))* by Lemma 2.3 (5).

(7) By Item (4) and Lemma 2.3 (4), we have d(x) ©d(y) < x©d(y) and d(x) ©d(y) < d(x)®y. So
dx)0dy) < (dx)0y)V (x0d()) = d(x©y). Furthermore, it follows from Lemma 2.3 (1) that
dx)0y <d(x),x0dy) <d®y). Sod(x®y) = (d(x)0y) V(xod®y)) <d(x)V d(y). Finally, we
get d(x) vV d(y) < d(x)®d(y) by Lemma 2.3 (1).
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(8) By Item (2), we have d(x") = x*"' ® d(x). Since d(x) < x, it follows by Lemma 2.3 (4) that
(d(x)) ' < x* ! and then (d(x))" = (d(x))" ' 0d(x) < X" ©d(x) = d(x").

(9) Let I be a downset of A and y € d(I). Then there exists a € I such that y = d(a). Since
d(a) < a by Item (4), we have y = d(a) € I by Definition 2.6. Thus d(I) C I.
(10) If y < x and d(x) = x, then
dy) =d(xAy) =d(xo (x" ®Yy))
= o ay)V(xodx ey)
= (O ey)V(xodx @y)
= xO0(X"®y)
= XAYy
=y,
and so we get d(y) = y. O
It is known that if d is a derivation on a lattice L, then d = Id, iff d is injective iff d is surjective
[32, Theorem 3.17]. In Proposition 3.4, we will show that if d is an (®, V)-derivation on an M V-

algebra A, then d = Id, iff d is surjective. However, d is injective may not imply that d = 1d, (see
Remark 3.5).

Proposition 3.4. Let A be an MV-algebra and d € Der(A). Then the following statements are
equivalent:

(1) d =1Idy,

2)d1)=1;

(3) d(a) = 1 for some a € A;

(4) d is surjective;

(5) d is a (&, N)-derivation, i.e., d satisfies the condition: d(x®y) = (d(x) ®y) A (x @ d(y))

forall x,y € A.

Proof. It is clear that (1) = (2) = (3), and (1) = (4) = (3) by the property of Id,.

(2) = (1). Assume that d(1) = 1. Then by Proposition 3.3 (10) we have that d(x) = x for all
x € A. Thus d = Idy, Item (1) holds.

(3) = (2). Assume that d(a) = 1 for some a € A. By Proposition 3.3 (4), we have 1 = d(a) < aq,
and soa = 1. Thus d(1) = 1, Item (2) holds.

(1) = (5). Assume thatd = 1d4. Thend(x®y) = x®y = (x@Y) A (x®Yy) = (d(x)@y) A (xDd(y))
for all x,y € A, and thus Item (5) holds.

(5) = (2). Assume that d is a (&, A)-derivation. Then d(1) = d(1®1) = (d(1)d1)A(1&d(1)) = 1,
and so Item (2) holds. O

Remark 3.5. Let A be an MV-algebra and d € Der(A). Generally, d # Id, if d is injective. For
example, let C be the infinite MV-chain in Example 2.2. Define an operator d on C by

dx) = x0Oc, ?fx € C;
X, if x € Cy

Claim (1): d € Der(C). Indeed, let x,y € C. Consider the following cases:
Case (i): x,y € C;. Thend(x©0y) = (x0y)Oc* = (dx)©y) V (x©d()).
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Case (ii): x,y € Cp. Thend(x©y) =x0y =(d(x)Oy) V (x ©d()).

Case (iii): x € Cy,y € Cy, let x = (mc)*,y = nc, where m,n € N,. Then d(x) = (mc)* © c* =
((m+ D) and d(y) = y.

If m > n, thend(x©y) = d((mc)" ©nc) = d0) =0 = ((m+ 1)c)" ©nc) Vv ((mc)" ©nc) =
dx)0y) VvV (xod(y)). If m < n, then

. 0, ifm+1=n
dx)©y = ((m+ D) onc = {(n—m— De, ifm+1<n
It follows that d(x) © y < (n — m)c = x © d(y), and thus d(x © y) = d((mc)* © nc) = d((n — m)c) =
(n—=m)c = (d(x) ©y) V (x ©d(y)).

Case (iv): x € Cp,y € C;. Similarly, we can obtain that d(x © y) = (d(x) ©y) V (x © d(y)).

Summarizing the above arguments, we get d € Der(C).

Claim (2): d is injective. Indeed, let x,y € Cand x # y. If x,y € Cy, say x = (mc)*,y = (nc)*,
where m, n are positive integers and m # n, then d(x) = (mc)* ©c* = (m+ 1)c)* # (n+ 1)c)" =
(nc) oc*=d@y). If x,y € Cy, thend(x) = x #y = d(y).

IfxeC,yeCyoryeCpx e Cy say x € Cy,y € Cy, then by the definition of d, we have
d(x) € C1,d(y) € Cy, so d(x) # d(y) since Co N Cy = 0. Thus d is injective.

However, d # Id; since d(1) = ¢* # 1.

Let A be an MV-algebra and d € Der(A). From Remark 3.5, we see that d(a) may not lie in
B(A) if a € B(A). In what follows, some properties of (®, V)-derivations related to Boolean center
B(A) of an MV-algbera A are given.

Proposition 3.6. Let A be an MV-algebra and d € Der(A). Then for all x,y € B(A), the following
statements hold.:

(1) dix Ay) = (dx) Ay)V (x Ad(y)).
(2) d(x) = xod(x).

Proof. (1) By Lemma 2.5 (6), we have d(x A y) =d(x®y) = (d(x) ©y) V (x0d(y)) = (d(x) ANy)V
(x Ad(y)).

(2) Since x © x = x, we have d(x) = d(x © x) = x © d(x) by Proposition 3.3 (2). O

Corollary 3.7. If an MV-algebra A is a Boolean algebra, then d is an (®, V)-derivation on A if
and only if d is a derivation on the lattice (A, V, N).

Proof. Tt follows immediately by Proposition 3.6 and Lemma 2.5. O

Note that d(d(a)) may not equal d(a) if a € B(A). For example, in Remark 3.5, we have
1 € B(C) but d(d(1)) = d(c*) = c*©c* = (2c)" # ¢ = d(1). Proposition 3.8 tells us that
d(d(a)) = d(a) if d(a) € B(A).

Proposition 3.8. Let A be an MV-algebra, d € Der(A) and a € A. If d(a) € B(A), then d(d(a)) =
d(a).

Proof. Assume that d € Der(A), a € A with d(a) € B(A). Then d(a) = d(a) © d(a) < d(a ©
a) = a ®©d(a) < d(a) by Proposition 3.3 (8) and Lemma 2.3 (1). Thus d(a) = a © d(a), and
therefore d(d(a)) = d(a © d(a)) = (d(a) © d(a)) V (a © d(d(a))) = d(a) V (a © d(d(a))) by Eq. (1).
Consequently, we get d(a) < d(d(a)). Also, we have d(d(a)) < d(a) by Proposition 3.3 (4). Hence
d(d(a)) = d(a). O



(®, V)-DERIVATIONS ON MV-ALGEBRAS 9

3.2. (®, V)-derivations on MV-chains.

In this subsection we will determine the cardinality of Der(A) when A is a finite MV-chain. Let
n > 2 be a positive integer. Recall that every n-element M V-chain is isomorphic to the MV-chain
L,, where L, is given in Example 2.1.

Remark 3.9. In L, =21 = (%)’" for each m € {1,2,---,n — 1}. That is to say, for any

n—1
x € L,\{1}, x can be expressed as a power of ﬁ

Theorem 3.10. Let d be an operator on L, and v = ﬁ Suppose that d(v) < v. Then d € Der(L,)
if and only if d satisfies the following conditions:

(1) dov™ =v™ ' odW) foreachm € {1,2,--- ,n—1};

2) vod() <d®W).

Proof. If d € Der(L,), then for each m € {1,2,---,n — 1}, we have d(v") = v*"! ® d(v) by
Proposition 3.3 (2), and v © d(1) < d(v © 1) = d(v) by Proposition 3.3 (5). Thus d satisfies the
conditions (1) and (2).

Conversely, suppose that d satisfies the conditions (1) and (2). Let x,y € L,. By Remark 3.2
(1), we can assume that x # 1 or y # 1 and distinguish the following cases:

If x# 1 and y # 1, then x = v* and y = v/ for some k,[ € {1,2,--- ,n — 1}. By the condition
(1), we getd(x @ y) = d0* 0 V) =Wl odv) = (V! ody) ov) v o (V! ody))) =
d(x)©y) V (x0d(y)).

If x=1ory =1 (but not both), say x # 1 and y = 1, then x = v for some k € {1,2,--- ,n—
1}. By the condition (1), we have d(x) = d(x ® 1) = d(*) = V*"! @ d(v). Also, we have
x0d(l) =v1ovoedl) < v ody) = d(x) ® 1 by condition (2). Thus we have derived that
dxol)=dx)=dx)01=Wdx)0 1)V (xod()).

Therefore, we conclude that d € Der(L,). O

From Theorem 3.10, we see that if d € Der(L,), then for any x € L, with x < %, d(x) is
determined by the value d(%). However, if L is an infinite MV-chain with an anti-atom v (i.e, v
is the maximum element in L\{1}) and d € Der(L), then for any x < v, d(x) may not be determined
by the value d(v). For example, let C be the MV-chain in Example 2.2. Then c¢* is the anti-atom
of C. Define operators d and d’ on C as follows:

* 'f
d(x) = *oc, 1 xel and d'(x) :=x0oc*
X, if x € Cy

Then d € Der(C) by Remark 3.5 and d’ is a principal (®, V)-derivation. Furthermore, d(c*) =
d(c*)butd # d since d(c) =c # 0=d'(c).

Theorem 3.11. Let n > 2 be a positive integer. Then | Der(L,)| =
Proof. Assume that d € Der(L,) and denote =2 by v. Then d(v) < v by Proposition 3.3 (4), and

. n—1
sod(v) = - forsome i € {0,1,2,--- ,n—2}. Forany x € L, with x < v, d(x) is determined by
the value d(v) by Theorem 3.10.
Now consider the value d(1). By the condition (2) of Theorem 3.10, we have

(n—1)(n+2)
0 -

) v@d(l):%Qd(l)sd(v):ﬁ.

Notice that for all k,/ € {0,1,2,--- ,n — 2}, we have -4 © -5 = max{0, &% — 1}. Eq. (2) implies
that d(1) < L. So d(1) has i + 2 choices.
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Summarizing the above arguments, we get
n-2
Der(Ly)| = Y (i+2)=2+3+---+n

i=0

_(n=Dn+2)

m|
2

By Theorem 3.11, we obtain | Der(L,)| = &2(2”) = 2 and |Der(L3)| = &2(3”) = 5. Thus
Der(L,) = {1d;,,0,,}. Let A be an MV-algebra. In what follows, we will show that | Der(A)| = 2
iff A is isomorphic to L,; and | Der(A)| = 5 iff A is isomorphic to L;. For this purpose, we first
give a family of derivations on A.

Proposition 3.12. Let A be an MV-algebra and d € Der(A). Let u € A be given withu < d(1) and
define an operator d* on A by
o1
d'(x) = {” qx

d(x) otherwise
Then d" is also in Der(A).

Proof. Let x,y € A. By Remark 3.2 (1), we can assume that x # 1 or y # 1.
If x# 1andy # 1, then d“(x) = d(x), d“(y) = d(y) and x ®y € A\ {1}, which implies that
d'(x0y)=d(x0y) =(dx)0y)V(x0d(y)) = ([@d(x)0y)V (x©d“(y)).
If x =1ory =1 (but not both), say x # 1 and y = 1, then since d“(1) = u < d(1), we have
x0d“(l1) < xod(1) < d(x) by Proposition 3.3 (4) and so
d'(xoy)=d'(x) =d(x) =d(x) vV (x0d‘(1)) = (d(x) Oy) V (x 0 d"(y)).
Thus we conclude that d* is in Der(A). O

Corollary 3.13. Let A be an MV-algebra, and u € A. Define operators ¥ as follows:
u, ifx=1
x“(x) = { /

X, otherwise.
Then ™ € Der(A).

Proof. Since Id, € Der(A) and u < 1 = Id4(1), we have y® = (Id4)* € Der(A) by Proposition
3.12. O

Lemma 3.14. Let A be an MV-algebra. Then the following statements hold:
(1) ¥ # d for any d € Der(A) with d(1) # 0. In particular, ¥© # x“ and x© # d, for any
u € A\{0}.
(2) If|A| > 3, then ¥ # d, for any u,v € A\{0, 1}.

Proof. (1) Since V(1) = 0, it follows that y¥ # d for any d € Der(A) with d(1) # 0, which
implies that Y@ # y® and y© # d, for any u € A\{0}, since y"*(1) = d,(1) = u # 0.
(2) Assume that |A| > 3 and let u, v € A\{O, 1}. Then u*, v* € A\{O, 1}.

If u # v, then Yy # d,, since Y1) = u # v = d,(1). If u = v, then Yy # d,, since
YW =u #0=uou* =d,(u"). O
Corollary 3.15. Let A be an MV-algebra. Then the following statements hold:

(1) If|A| = 3, then |Der(A)| = 5.

(2) If |A| > 4, then |Der(A)| > 7.
(3) If|A| = 5, then | Der(A)| > 13.
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Proof. (1) Assume that |A| > 3 and let u € A\{0, 1}. Then we immediately have d,, x©, Yy €
Der(A) by Corollary 3.13. Furthermore, it is easy to see that d, # Idy, d, # 04, x© # Idy4,
X # 04, ™ # 1dy and ¥ # 04. Also, YO # d,, ¥© # x™ and ¥ # d, by Lemma 3.14.
Consequently, we have that Id,, 0,4, d,,, ¥ and y are mutually different (®, V)-derivations on
A.

(2) Assume that |A| > 4 and let u,v € A\{0,1} with u # v. By Lemma 3.14 (1), we have
X9 # Ida, Y@ # x@, O 2 P, O £ d, and y© # d,. Clearly, ¥ # ¥y and d, # d,. In
addition, d,, # ¥'? for any p,q € {u,v} by Lemma 3.14 (2). Thus we conclude that Id4, 04, d,, d,,
Y9, ¥, ¥ are mutually different (©, V)-derivations on A.

(3) Assume that |A| > 5. Then there exist u,v € A\{0, 1} with u < v (i.e, u < v and u # v). In fact,
if x, y are not comparable for any x,y € A\{0, 1} with x # y, then the distributive lattice (A, <) has
a copy of Ms, which is contradicting to [7, Theorem 3.6].

Let w € A\{0,u,v,1}. By Lemma 3.14 (1), we have y© # Id4, @ # y@, xy@ # W,
X # X", xO # d, ¥ # d, and Y0 # d,. In addition, d, # x'9 for any p,q € {u,v,w} by
Lemma 3.14 (2). Furthermore, (d,)°, (d,)* € Der(A) by Proposition 3.12. By Corollary 3.13, we
can get that (d,)" # x'* for any r € {0,u}, s € {0,u, v, w}. Also, (d,)° # 04, (d,)" # d,. Indeed, if
(d,)’ = 04, we have (d,)°(wu*) = vo u* = 0. It follows by Lemma 2.2 that v < u, contradicting to
the fact that u < v. If (d,)" = d,, thenvou* = (d,)"(u") = d,(v*) = u©u* = 0. Similarly, we get
v < u, contradicting to the fact that u < v.

Note that w must be comparable with u or v. Otherwise, if w is not comparable for u,v €
A\{0, 1} with u < v, then the distributive lattice (A, <) has a copy of Ns, which is contradicting to
[7, Theorem 3.6]. There are two cases. If u < w, v is not comparable for w, we have (d,,)°, (d,,)* €
Der(A) and similarly, (d,,)" # ¥ for any r € {0, u}, s € {0, u,v,w}. Also, it can be proved in the
same way as shown before that (d,,)° # 0,(d,)* # d,. If w < v, u is not comparable for w, we
have (d,,)°, (d,)” € Der(A) and they are different from other (®, V)-derivations on A.

Finally, it is easy to check that Idy, 04, d,, d,, d,,, (d,)", (d,)°, (d,,)°, (d,,)"((d)"), x©, ¥, ¥,
x") are mutually different (®, V)-derivations on A. m

Proposition 3.16. Let A be an nontrivial MV-algebra. Then the following statements hold:
(1) |Der(A)| = 2 if and only if |A] = 2.
(2) |Der(A)| =5 if and only if |A] = 3.
(3) | Der(A)| =9 if and only if |A| = 4.

Proof. (1) Assume that A is a 2-element MV-algebra. Then A = {0, 1} is a 2-element MV-chain,
and so | Der(A)| = 2 by Theorem 3.11.

Conversely, assume that | Der(A)| = 2. If |A| > 3, then |Der(A)| > 5 by Corollary 3.15 (1), a
contradiction. Since A is nontrivial, finally we get |A| = 2.

(2) Assume that A is a 3-element MV-algebra. Then A is a 3-element MV-chain by Lemma 2.8,
and so | Der(A)| = 5 by Theorem 3.11.

Conversely, assume that | Der(A)| = 5. If |A| > 4, then |Der(A)| > 7 by Corollary 3.15 (2), a
contradiction. Thus |A| < 3. But A is nontrivial and |A| = 2 implies that | Der(A)| = 2 by (1).
Therefore, |A| = 3, and consequently A is a 3-element M V-chain.

(3) Assume that A is a 4-element MV-algebra. Then A is isomorphic to the 4-element MV-chain
L, or the 4-element Boolean algebra B, by Lemma 2.8. Recall Corollary 3.7 that when the MV-
algebra A is a Boolean algebra, d is an (©, V)-derivation on A if and only if d is a derivation on
the lattice (A, <). It follows by Theorem 3.11 and [14, Theorem 3.21] that | Der(A)| = 9.
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Conversely, assume that | Der(A)| = 9. If |A| > 5, then | Der(A)| > 13 by Corollary 3.15 (3),
a contradiction. Thus |A| < 4. But A is nontrivial and Items (1) and (2) imply that |A| # 2 and
|A| # 3. Therefore, |A| = 4. O

3.3. Isotone (O, V)-derivations on MV-algebras.
In this subsection, we consider the condition when an (®, V)-derivation d is isotone and char-
acterize the properties of the fixed point set of d.

Definition 3.17. Let A be an MV-algebra and d € Der(A). d is called isotone if for all x,y € A,
x <y implies that d(x) < d(y).

It is clear that Id4 and 04 are isotone. Furthermore, we have:

Lemma 3.18. Let A be an MV-algebra and a € A. Then the principal (©, V)-derivation d, is
isotone.

Proof. Let x,y € Awithx <y. Thend,(x) =a®Gx <a®y=d,(y) by Lemma 2.3 (4), and thus
d, is isotone. O

By [14, Proposition 2.5], we know that a derivation d on a bounded lattice L is isotone iff
d is principal. However, there are other isotone (®, V)-derivations on an MV-algebra A besides
principal (O, V)-derivations.

Example 3.1. Let d = ¥ € Der(Ly) (see Corollary 3.13), i.e, d(0) = 0, d) = 1,dG
2,d(1) = 3. Then d is isotone, while d is not principal, since d(1) = 3 = 0 1 butd(3) =
2 1
503

Proposition 3.19 says that if d is an (®, V)-derivation on an MV-algebra A with d(1) € B(A),
then d is isotone iff d is principal.

Proposition 3.19. Let A be an MV-algebra and d € Der(A) with d(1) € B(A). Then the following
statements are equivalent:

(1) d is isotone;

(2) d(x) <d(1) for any x € A;

3) d(x) =d(1)© x forany x € A;

@) dixNy)=d(x) ANd(y) forall x,y € A;

(5) dixVvy)=d(x)VvdQy)forall x,y € A;

Proof. (1) = (2) is clear since x < 1 holds for any x € A.
(2) = (3). Assume that d(x) < d(1) for any x € A. Since d(x) < x by Proposition 3.3 (4), it
follows that
dx)<d()H)Ax=d(1)ox <d(x)
by Lemma 2.5 (6) and Proposition 3.3 (5). Thus d(x) = d(1) © x.

(3) = (4). Assume that d(x) = d(1) © x for any x € A. Then for all x,y € A, we have d(x A y) =
dDo(xAy)=d1)ox)Ad()oy) =d(x) Ad(y) by Lemma 2.3 (6).

(4) = (1). Assume that d(x A y) = d(x) Ad(y) forall x,y € A. Let x < y. Thend(x) =d(x Ay) =
d(x) A d(y) < d(y), and thus d is isotone.

(3) = (5). Assume that (3) holds. Then for all x,y € A, we have d(x Vy) = d(1)©(x Vy) =
d(l)ox) Vv (d(l)oy) =d(x)Vd(y) by Lemma 2.3 (7).
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(5) = (1). Assume that (5) holds. Then for all x,y € A with x <y, we have d(x) < d(x) V d(y) =
d(x vV y) = d(y), and thus d is isotone.
O

Corollary 3.20. Let A be an MV-algebra. Denote the set of all isotone (®, V)-derivations with
d(1) € B(A) by IDer(A), i.e, IDer(A) = {d € Der(A) | d is isotone and d(1) € B(A)}. Then there is
a bijection between 1Der(A) and B(A).

Proof. Define amap f : IDer(A) — B(A) by f(d) = d(1) for any d € IDer(A). And define a map
g : B(A) — IDer(A) by g(a) = d, for any a € A. Then by Proposition 3.19, we have fg = Id4 and
gf = Idpera). Hence f is a bijection. O

Generally, d is an isotone (®, V)-derivation on an MV-algebra A does not necessarily imply
that d(x ® y) = d(x) ® d(y) for all x,y € A. For example, In the MV-algebra Ls, y2 € Der(A)
and is isotone while X(%)(% ®1) = Y1) = 1#l=1e1i= X(%)(%) EB)((%)(%). In the following
proposition, the condition d(1) € B(A) cannot be removed.

Proposition 3.21. Let A be an MV-algebra, and d € Der(A). Then the following statements are
equivalent:

(1) d € IDer(A);

2) dx®y) =dx)®d(y) forall x,y € A;

3) d(xoy) =d(x)od(y) forall x,y € A.

Proof. (1) = (2). Assume d € 1IDer(A). By Lemma 2.9, supposing that A is a subdirect product
of a family {A;};c; of MV-chains, let 4 : A — [],; A; be a one-one homomorphism and for each
J € I, the composite map 7; o h is a homomorphism onto A ;. Let d(1) = a = (a;);e; € B(A). Then
a; € B(A;) and by Lemma 2.4 (1) we have a; = O or q; = 1 for each i € I. Since d € IDer(A), it
follows by Proposition 3.19 that for any x = (x;);c; € A, d(x) = x©®a = (x; © a;)ic;- Therefore,
dx®y) = ((xi®y) O apier = (x; ©; a;) ® (y; ©; a))ier = d(x) ® d(y).

(2) = (1). Assume that d(x @ y) = d(x) @ d(y) for all x,y € A, we immediately get d(1) =
d(1) ® d(1). Hence d(1) € B(A). To prove that d is isotone, let x < y. Then by Lemma 2.2 (4)
there exists an element z € A suchthaty = x® z. Sod(y) = d(x®z) = d(x) ® d(z) < d(x), and
thus d is isotone.

(1) = (3). Assume that (1) holds, by Proposition 3.19 we have d(x) = d(1)©x. Since d(1) € B(A),
dxoy)=d(1)o(xoy)=d1)ox)0d(1)0y) =d(x)od(y) for all x,y € A.

(3) = (1). Assume that (3) holds. Then for any x € A, we have d(x) = d(x©1) = d(x)od(1) < d(1)
by Lemma 2.3 (1). Set x =y = 1 in (3), we have d(1) = d(1) ©d(1). Hence d(1) € B(A). Thus by
Propostion 3.19 we get d is isotone. Therefore, (1) holds. O

Corollary 3.22. Let A be an MV-algebra and d € 1Der(A). Then d is idempotent, that is, d* = d.

Proof. Assume thatd € IDer(A). By Proposition 3.19 (3) and Proposition 3.21, we have d(d(x)) =
d(10d(x)) = d(1) ©d(x) = d(1 ® x) = d(x) for any x € A. Thus d* = d. O

Generally, the converse of Corollary 3.22 does not hold. For example, let d = y'© € Der(Ls).
Then d(1) = 0 € B(A) and d is idempotent. But d is not isotone, since d(%) = % >0 =d().

Using the fixed point sets of isotone derivations, the characterizations of some different types
of lattice have been described in [33]. Analogously, we next discuss the relation between ideals
and fixed point sets of (O, V)-derivations on MV-algebras.
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Let A be an MV-algebra and d € Der(A). Denote the set of all fixed point of d by Fix,(A), i.e.,
Fix (A) = {x € A | d(x) = x}.
By Proposition 3.3 (10), Fix,(A) is a downset.
Proposition 3.23. Let A be an MV-algebra. If d € PDer(A), then Fix,(A) is a lattice ideal of A.

Proof. Assume that d € PDer(A), and let d = d,, where a € A. Then d(x) = a © x for any x € A.
To prove that Fix;(A) is closed under V, let x, y € Fix,(A). Then d(x) = x and d(y) = y. It follows
by Lemma 2.3 (7) thatd(x Vy) =a® (xVy) =(@0x)V(a®y) =dx)Vdy) = xVy,and so
x Vy € Fix (A). Thus Fix,(A) is closed under V. This, together with the fact that Fix;(A) is a
downset, implies that Fix,(A) is a lattice ideal of A. O

4. DIRECT PRODUCT OF (O, V)-DERIVATIONS

In this section, we will discuss the relation between direct product of (®, V)-derivations and
(®, V)-derivations on the direct product of MV-algebras.

Definition 4.1. [11] Let Q be an index set. The direct product [[,.q A; of a family {A;};co of
MV-algebras is the MV-algebra obtained by endowing the set-theoretical cartesian product of
the family with the MV-operations defined pointwise. In other words, [],cq A; is the set of all
functions f : Q — (J;cq Ai such that f(i) € A; for all i € Q, with the operations “ * ” and “ & ”
defined by

(fH0) = aee ()" and  (f © g)(0) =aer (1) ® g(i) for all i € Q.

The zero element O of [];.q A; is the function i € Q +— 0; € A;, and the element 1 of [];cq A; is
the functioni € Q +— 1, € A; forall i € Q.

The binary operation “ ® ” and “ © ” on [],cqA; can be induced by “ @ ” and “ * . Let
g, h € [licoAi- By Lemma 2.2 we know that g < hin [[,cqo A; if and only if g*® 4 = 1 if and only
if (g(i))* @ h(i) = 1;in A; if and only if g(i) < h(i) for any i € Q. As usual, we write (g(i));cq for g.

Definition 4.2. [1 1] For each i € Q, define the map 7; : [[;,eq Ai — A; by mi(g) = g(i) for any
g € [licq Ai, and define the map p; : A; = [[;eq A by

a, ifj=i
0
for any a € A;. m; is called the i-th projection, and p; is called the i-th embedding.

(pi(a)) (j) = { j, otherwise

Definition 4.3. For eachi € Q, let d; be an operator on A;. Define an operator [ [;cq d; : [[icq Ai —
[TicaAiby (I icq di) (8) = (di(g(1))),eq for any g € [],cq Ai, and we call [ ;. d; the direct product
of the {di}iEQ-

When Q = {1,2,--- ,n}, we denote the direct product of {A;};cq and the direct product of {d;};cq,
respectively, by Ay X Ay X --- X A, and d; Xdp, X --- X d,.

Lemma 4.4. Let Q be an index set, {A;};cq be a family of MV-algebras, and d be an operator on
[Tica Ai- Then the following statements hold:
(1) d € Der([ [ ,eq A;) implies that m;dp; € Der(A;) for each i € Q;
(2) d € Der(]],eqAi) and d is isotone implies that m;dp; € Der(A;) and is isotone for each
i€y
(3) d € PDer(]],cq Ai) implies that m;dp; € PDer(A;) for each i € Q.
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Proof. (1) Assume that d € Der(][,cq A;). Foreach i € Q, let x,y € A;. Then we have
(midp) (x ©y) = mid (pi(x ©y)) = m; (d (pi(x) © pi(y)))
= 1; ((d (pi(x)) © pi(y) V (pi(x) © d (pi(¥))))
= (midpi(x) © mipi(y)) V (mpi(x) © m:dpi(y))
= (midpi(x) ©y) V (x © midpi(y))
and so m;dp; € Der(A)).

(2) Assume that d € Der(][,cq A;) and d is isotone. For each i € Q, we know by (1) that m;dp; €
Der(A;). Also, since 7; and p; are isotone, it follows that mr;dp; is isotone. Thus (2) holds.

(3) Assume that d € PDer([[;cq Ai), 1.6, d = d, for some a = (a;)jcq € [[;cqAi- For each i € Q,
let x € A;. Then we have

(midp;) (x) = mid (pi(x)) = m; (pi(x) © a) = 7; (pi(x)) © mi(a) = x O a;,
and thus m;dp; € PDer(A;). O

Combining the structures of an MV-algebra and an (O, V)-derivation in the language of univer-
sal algebra [7], we give

Definition 4.5. A differential MV-algebra is an algebra (A, @, %, d, 0) of type (2, 1, 1, 0) such that

(1) (A,®, *,0) is an MV-algebra, and
(2) dis an (®, V)-derivation on A.

Let Q) be an index set, {A;},.q be a family of MV-algebras, and d; € Der(A;). Then (A;, ®;, *;,d;, 0;)
is a differential MV-algebra. From the viewpoint of universal algebra [7, Theorem 11.9], we
know that the class of all differential MV-algebras forms a variety. Thus the direct product
(TTica Ai» ®, *, [ lica di, 0) is also a differential MV-algebra, and so [ [,cq d; € Der([ [;cq Ai)- Hence
we obtain that

3) ﬂ Der(A;) C Der(l_[ A)
i€Q i€Q
But [];cq Der(A;) # Der(] [;cq A;) whenever [Q| > 2, see Remark 4.8.

Example 4.1. (1) Let L, = {0, 1} be the 2-element MV-chain. Then Der(L,) = {Id,,,0,,} by
Theorem 3.11, so Der(L,)xDer(L,) = {d, = 1d;,x1d;,,d, = 1d;,X0;,,d3 = 0,,x1d;,,ds =
0,, x0.,} € Der(L, X L,). Notice that in [14], L, X L, is denoted by M4, and d,, d>, d3,ds
are denoted by Idy,,, y2, 4, Oy, , respectively. By [14, Theorem 3.21], | Der(L, X L,)| = 9,
so Der(L,) X Der(L,) # Der(L, X L,).
(2) Let Lz = {0, %, 1} be the 3-element MV-chain with 0 < % < 1. By Theorem 3.11 we have
Der(Ls) = {Idz,, 0, dy, x'©, @}, Thus
| Der(L,) X Der(L3)| = | Der(L,)| X | Der(L3)| = 10.
Let0 = (0,0),a = (0, %),b =(0,1),c=(1,0),d = (1, %)andl = (1, 1). Then the Hasse
diagram of L, X L3 is given below (see Figure 1). We give all elements of Der(L, X L3) in

Table 1 by Python (Full details are given in Appendix I listing 1). It can be verified that
there are 23 elements (from d;; to ds3) in Der(L, X L) but not in Der(L,) X Der(L3).
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TasLE 1. Der(L, X L3)

X 0 abcd1|x 0abocdl
di=1d,xId,; 0 a b cd 1|dgs 0 a b cdob
dy=Id,xxy? 0 a a cdd|de 0 abecdd
dy=1d,,xdir 0 0 a ¢c ¢ d|{dy 0 a a c d 0
di=1d,xx® 0 a 0 cdcld) 0abooa
ds=1d;,x0, 0 0 0 ¢ ¢c ¢c|dp 0 a b 0 a 0
de=0,x1d,, 0 a b 0 a b|ds 0 a b cc 0
d=0,xxy? 0 a a 0 a alds; 0abeccd
dg=0,xdr 0 0 a 0 0 a|ds 0 a b c d a
do=0,xx" 0 a 00 a 0|dg 00aceco
dio=0,%x0, 0 0 0 0 0 0{dy O 2a 0 cd 0

di; 0 aacdocl|dg 00aa O a0

di» 0 ab 0 aajdy 0ab o000

diz 0 abccaldpg 000 cc O

dis 0 aboccoclidy 00 a0 o000

dis 0 abocdO|dn 0abocdec

die 0 0 acc aldy;s 0aacda
dy7 0 0accec|l- - - - - — -
1
d
b
c
a
0

Figure 1: L, X L3

Theorem 4.6. Let Q) be an index set, {A;};co be a family of MV-algebras, and d; be an operator
on A, foreachi € Q. Let A = [|,ecq Ai- Then the following statements hold:

(1) 7 (Tlieq di) pi = di, and i ([ 1,eq di) = dim; for each i € Q.

(2) [lica d; € Der(A) if and only if d; € Der(A;) for each i € Q.

(3) [licad: € Der(A) and [l,cq d; is isotone if and only if d; € Der(A;) and d; is isotone for
eachi e Q.

(4) [lica d: € PDer(A) if and only if d; € PDer(A;) for each i € Q.

(5) Forany i€ Q, ifd;(0;) = 0;, then ([|;eq di) pi = pid;, that is, the corresponding diagram
is commutative (put d = [];co d;).

A,

3 |

HieQ A; —d> HieQ A;
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Proof. (1) Leti € Q and a € A;. It is easy to see that (m; ([[,co di) pi) (@) = di(a), and so
7i ([Tica di) pi = d;. Also, for any z € A, we have (7; ([ ],eq d)) (z) = dimi(z), since z = (7i(2))icq -
Thus 71; ([1ieq di) = dim;.

(2) Assume that d; € Der(A;) for each i € Q. Then [],.o d; € Der(A) by Eq. (3).
Conversely, if [[,cq d; € Der(A), then d; = m; (] ],cq di) pi € Der(A;) by (1) and Lemma 4.4 (1).

(3) Assume that d; € Der(A;) for each i € Q and d; is isotone for each i € Q. Then [[;cqd; €
Der(A) by (2). And it can be verified that [ [, d; is isotone. In fact, let x,y € A and x < y, that is,
x; < y; for each i € Q, we have ([[;eq d)(X) = [ieq di(xi) < [lica di(yi) = ([Ticq ().

Conversely, if [[;co d; € Der(A) and [],cq d; is isotone, then d; = m; ([ ;e di) pi € Der(A;) and
d; is isotone by (1) and Lemma 4.4 (2).

(4) Assume that d; € PDer(A;) for each i € Q. Then d; (x;) = x;0a;, where a; € A;. Let (x);cq € A,
and s0 ([[;cq di) (xieq) = (d;i (x))jeq = (X © @)icq = (Xi)jecq © (@i)icq - Thus [[;cq di € PDer(A).

Conversely, if [[,eqd; € PDer(A), then d; = 7; (] [,ca di) pi € PDer(A;) by (1) and Lemma 4.4
3).

(5) Assume that d; (0;) = 0; for any i € Q, and [];,c.o di = d. To prove that dp; = p;d;, let x € A,.
We have dp;(x) = p;d;(x), since

di(x), ifj=i

n; (dpi(x)) = {dj (()J.) , otherwise

and
di(x), ifj=i
i (pid; = )
7 (pidi(x) {0 s otherwise.
Thus dpl = p,‘d[.
O

Corollary 4.7. Let Q be an index set, {A;}jcqo be a family of MV-algebras, and d be an operator
on [|jeq Ao Put A = [];cq Ai- Then the following statements hold:

(1) Ifd € Der(A), then d € [],cq Der(A;) if and only if d = [],cq midp;-
(2) If d € PDer(A), then d € [],eq PDer(A;) if and only if d = [];cq m:idp:.

Proof. (1) Assume that d € Der(A). Then m;dp; € Der(A;) for each i € Q by Lemma 4.4 (1),
which implies that d € [];.q Der(A;) if d = [[;cq midp;.

Conversely, if d € [];cq Der(A;), thend = [];cq d; for some d; € Der(A;). It follows by Theorem
4.6 (1) that m;dp; = d;, and so d = [ [;cq m:idp;.

(2) Assume that d € PDer(A). Then n;dp; € PDer(A;) for each i € Q by Lemma 4.4 (3), which
implies that d € [];cq PDer(A;) if d = [];cq m:idp;.

Conversely, if d € [];co PDer(A;), then d = [],cqd; for some d; € PDer(A;). It follows by
Theorem 4.6 (1) that m;dp; = d;, and so d = [],cq midp;. O

Remark 4.8. Let Q) be an index set with |Q| > 2, {A;};co be a family of MV-algebras. Then
[Tico Der(A;) # Der([];eq Ai), since for any a € [];c0 Ai\{1}, we have @ € Der([];co Ai) by
Corollary 3.13, but '@ ¢ [],.qo Der(A;). In fact, for each i € Q, we have m,x“p; € Der(A;) by
Lemma 4.4 and

mx“oi(1) = (' (0:i(1))) = mi(pi(1)) = 1;.
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It follows that ;x'“p; = 1d,, by Proposition 3.4, so ¥ # Idpy, 4, = [Lico 7ix'“pi. Thus @ ¢
[1;cq Der(A;) by Corollary 4.7 (1), and hence [];cq Der(A;) # Der([ [ ;eq Ai)-

Proposition 4.9. Let Q be an index set, {A;},cq be a family of MV-algebras. Then PDer(] [;cq Ai) =
[1icq PDer(A)).

Proof. Firstly, we have [],cq PDer(A;) € PDer([[;cq A;) by Theorem 4.6 (4).

To prove that PDer([[;co Ai) € [licq PDer(A;), let d € PDer(]];cq A;)- Then for any x =
(x)ica € [lieqAi> by Proposition 3.19, d(x) = x © a for some a = (a))ica € [licqAis SO
(ITicq midp)(x) = (midpi(xi))ica = (mi(pi(x) © @))ica = (mipi(xi) © mi(a))ica = (x; © m(@))ica =
(X)icq © (ai)ica = X © a = d(x). It follows that d = [];cq m:dp;, and so d € PDer(][,cq Ai) by
Corollary 4.7 (2). O

5. LATTICE STRUCTURE OF (O, V)-DERIVATIONS ON M V-ALGEBRAS

Let (A, ®, *,0) be an MV-algebra and let O(A) be the set of all operators on A. Define a relation
<on O(A) by:

Vd,d €0O(A)d <d ifd(x) <d(x)forany x € A.

It is easy to verify that < is a partial order on O(A) and 04 < d < 1, for any d € O(A), where
1, is defined by 14(x) := 1 for any x € A. For any d € Der(A), we have 04, < d < Id, since
0 < d(x) < x for any x € A.

We also define the following binary operations on O(A). For d,d’ € O(A), set

4) dvd)x):=dx)vd(x), (dAd)(x):=dx)Ad(x)
for any x € A.

Lemma 5.1. Let A be an MV-algebra. Then (O(A), <, 04, 1,) is a bounded lattice for which dV d’
and d N\ d" are, respectively, the least upper bound and the greatest lower bound of d and d'.

Proof. Recall that every MV-algebra induces a natural bounded lattice structure. Since the class
of all lattices is a variety and O(A) is the direct product of |A| copies of A, the lemma follows
immediately from the usual notions of universal algebra [7, Definition 7.8]. O

We next explore the partial order structure of the set of (®, V)-derivations on MV-algebras.
Lemma 5.2. Let A be an MV-algebra. Then d vV d’ € Der(A) for all d,d’ € Der(A).

Proof. Letd,d’ € Der(A) and x,y € A. Then we have
dvd)xey) = dxoy)vd(xoy)
= (dWoy) VExody) V{dx oy V(xod ()
= (X)) V(@ X oy)V((x0dy) V(xody)
= (dx)vd'(x)oy) V(xody Vvdy)
= (dVvd)x)oy)Vxo(dVd)y)
by Lemma 2.3 (7), and sod vV d’ € Der(A). O

For d,d’ € Der(A), note that the operator d A d’ are not necessarily in Der(A) even if A is a
Boolean algebra, see [ 14, Example 3.7 and Remark 4.2].

Proposition 5.3. Let A be an MV-algebra.
(1) Ifd Nd’" € Der(A) for all d,d’ € Der(A), then (Der(A), V, A, 04,1d,) is a lattice.
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(2) If A is a finite MV-algrbra, then (Der(A), <,04,1d,) is a lattice.

Proof. (1) For d,d’ € Der(A) and x,y € A, we have known d V d' € Der(A). Assume that
d Nd € Der(A) for all d,d’ € Der(A). Then (Der(A), <) is a sublattice of the lattice (O(A), <) by
Lemma 5.1. Thus we complete the proof.

(2) Assume that A is a finite MV-algebra, by Lemma 5.2 we have d V d’ € Der(A) for all d,d" €
Der(A). Since Der(A) is finite as a subset of the finite set O(A), it follows that \/ B: = \/,c5b
exists for every subset B of Der(A). Noticing that \/ 0 = 0,4, hence (Der(A), <,0,,1d,) is a lattice
by [7, Theorem 4.2]. O

In what follows, we will describe the lattice Der(L,) (n > 2).

Lemma 5.4. Let (L, <) be a chain with the bottom element 0, and let
AL) = {(x,y) € LX L[|y < x}\{(0,0)}.

Then (A(L), <) is a sublattice of the lattice (LXL, <), where < is defined by: for any (x1,y1), (x2,y2) €
LxL,

(x1,y1) < (x2,y2) if and only if x; < x, and y; < y».
Proof. Tt is well known that (L X L, <) is a lattice and for any (xy, y;), (x2,y2) € L X L,

(X1 V x2,y1 Vy2) = (x1,y1) V (x2,2), (X1 A x2,y1 Aya) = (x1,¥1) A (X2, ¥2).

To prove that (A(L), <) is a sublattice of the lattice (L x L, <), let (a, b), (c,d) € A(L). Then
b<a,d < cand(ab) # (0,0), (c,d) # (0,0). It followsthat bvVd <aVe,bANd <aAc,
a#0andc #0,s0aVc#0andaAc # 0since Lis achain. Thus (a V ¢,b Vv d) # (0,0), and
(anc,bnd)+#(0,0). So (a,b) V (c,d) € A(L) and (a, b) A (c,d) € A(L). Consequently, we get
that (A(L), <) is a sublattice of the lattice (L X L, <). O

Lemma 5.5. Let n > 2 be a positive integer, L, be the n-element MV-chain, and let A(L,) =

{(x,y) e L, x L, [y < x}\{(0,0)}. Then the following statements hold:
(1) (d,) # (d,)” for any (x,V),(z,w) € A(L,) with (x,y) # (z,w), where (d.) is defined by

)Y fz=1
@y @ := {a’x(z) =x0Qz otherwise.
(See Proposition 3.12).
(2) Der(L,) = {(d,) | (x,y) € AL}
(3) (@) A(d)" = (dip)™ and (d) V (d)" = (dev )" for any (x,), (z, w) € A(Ly).
(4) Der(L,) is a sublattice of (O(L,), <).

Proof. (1) Let (x,y), (z,w) € A(L,) with (x,y) # (z,w). Theny < x, x # 0,and w < z, z # 0. So
x*# landz" # 1.

If y # w, then (d,)’(1) =y #w = (d,)"(1), and so (d,) # (d,)".

If x # zand y = w, then we also have (d,)” # (d.)". Indeed, suppose on the contrary that
(d,) = (d,)"”. Since x* # 1 and " # 1, we have

720X =(d)'X)=d)yx)=x0x" =0

and x© 7" = (d,) (") = (d)"(z") = z© 7" = 0, which implies that z < x and x < z by Lemma 2.2,
and so x = z, a contradiction.
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(2) Denote the set {(d,) | (x,y) € A(L,)} by B. For any (x,y) € A(L,), we have y < x = d,(1)
and so (d,)” € Der(L,) by Proposition 3.12. Thus 8 C Der(L,). Also, by Item (1) we obtain that
18| = |AL,)| = "2 — 1 = &20-D 50 |B| = | Der(L,)| by Theorem 3.11. Hence B = Der(L,).

(3) Let (x,y), (z, w) € A(Ly,). Then ((dx) A (d)")(1) = (d ) (1) A(d)"(1) =y Aw = (dep)™(1)
and ((do)’ V (d)")(1) = (d)’ (1) V (d)*(1) =y V w = (dw )" (D).
Also, for ¢ € L,\{1}, we have
((d) A(d)")(e) = (df () A (d)"(0) = (xOc) A(zO¢) = (x AZ) O c = (din) " (c)
by Lemma 2.3 (6), and
((d) V (d)")(c) = (d) () V (d)"(c) = (xO )V (zO¢) = (xV2) Oc = (dw:)""(c)
by Lemma 2.3 (7). It follows that (d,)* A (d,)"” = (dx,)"" and (d,)’ V (d,)" = (dw,)""".
(4) It follows immediately by Items (2), (3) and Lemma 5.4 that Der(L,,) is closed under V and A,
so Der(L,) is a sublattice of (O(L,), <). O

Theorem 5.6. Let n > 2 be a positive integer, L, be the n-element MV-chain, and let A(L,) =
{(x,y) € L, x L, |y < x}\{(0,0)}. Then the lattice Der(L,) is isomorphic to the lattice A(L,)(see
the following diagram).

Y axis

g ‘
ES
-

v ‘
W
—_

v ‘
N
.

S
V|
—_

1 2 3 4 X axis
n-1 n-1 n-1 n-1

Proof. Let 8 = {(d,)|(x,y) € A(L,)}. Then B = Der(L,) by Lemma 5.5 (2).

Define a map f: A(L,) — B by (x,y) — (d,) for any (x,y) € A(L,). Then f is injective by
Lemma 5.5 (1). Also, it is clear that f is surjective by the definition of B.

To prove that f is a homomorphism, let (x,y), (z, w) € A(L,). Then, by Lemma 5.5, we have
f(y) vV E@w) = fl(xVzyVw) = ([dw)"" = (d) V()" = f((xy)V f((z,w)) and
F(, ) A zw) = f((x Az,y Aw)) = (dp )™ = (do) A (d)" = f((x, ) A f((z,w)). Thus fis a
lattice isomorphism. O

Example 5.1. (1) We draw Hasse diagrams of Der(L,)(2 < n < 5) in the following:
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LB

Der(L,) Der(L3) Der(Ly) Der(Ls)
(2) The Hasse diagram of Der(L, X L,) is given in [ 14, Example 4.21(ii1)], where d; — d, are
in Example 4.1 (1) and others are the same as DO(M,) in [14]. And we can get the Hasse
diagram of Der(L, X L3) by Table 1 in Example 4.1 (2) using python. For details, see the

Appendix II listing 2.
d,
Y6 7
d> dy
b1 3
dy
(a) Der(L, X L») (b) Der(L, X L)

Recall that an MV-algebra A is complete if its underlying lattice L.(A) is complete [ ! |, Defini-
tion 6.6.1], that is, for every subset B of L.(A), both \/ B and A B exist in L(A).

Let {x;};cqo be a family elements of A and x € A. If \/,.q X; exists, then the equality [4, Chapter
V.5] holds:

(5) xv\/x=\/(xv ).
ieQ ieQ
Let {d;};co be a family of operators on a complete MV-algebra A. Define operators \/,.q d; and
Nieq d; on A, respectively, by

\/ d)@ = \/diw), () d = N\ dio
ieQ i€Q i€Q i€Q
for any x € A.
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Lemma 5.7. [1 |, Lemma 6.6.4] Let A be a complete MV-algebra, x € A and let {x;};cq be a family
elements of A. Then

(6) x@\/xl-:\/(x@xi).

i€Q i€Q
Theorem 5.8. Let A be a complete MV-algebra and {d;}icq be a family elements of Der(A). Then
the following statements hold:

(1) Vieq d;i € Der(A).
(2) (Der(A), <,04,1dy) is a complete lattice.

Proof. (1) For any x,y € A, we have
(\/dxoy = \/dxoy

icQ i€Q
@ \é((d,-(x) Oy V (x 0 di(y)))
o) (\é((di(x) oY) v %(x © di(y))
© ((M di(x) @)V (x© VQ di(y)
- ((f\é d)(x)Oy) V (x© (i\é d) (),

and so /.o d; € Der(A).

(2) We shall prove that \/ ., d; is the least upper bound of {d;};cq in the poset (Der(A), <). Indeed,
firstly, we have \/,.od; € Der(A) by Item (1). Secondly, for each i € Q, we have d;(x) <
Vieadi(x) = (Vieqdi)(x) for any x € A and so d; < ;o d;. Thus /.o d; 1s an upper bound of
{di}icq- Finally, let d’ € Der(A) such that d; < d’ for each i € Q. Then d;(x) < d’(x) forany x € A,
which implies that (\/;cq di))(x) = Vieq di(x) < d'(x) and so \/,.qod; < d’. Therefore, we obtain
that \/,.q d; is the least upper bound of {d;},co in the poset (Der(A), <). Note that \/ 0 = 04 and
hence (Der(A), <,04,1d,) is a complete lattice by [7, Theorem 1.4.2]. O

Next we will consider several lattice structure of derivations which are isomorphic to the un-
derlying lattice L.(A) of an M V-algebra A.

Lemma 5.9. Let A be an MV-algebra. Then the following statements hold:
() d,vd,=d,, andd, Nd, = d,u, forany u,v € A.
(2) (PDer(A), v, A,04,1dy) is a sublattice of (O(A), <).
(B)dvd,dNd e1Der(A) for any d,d’ € IDer(A).
(4) (IDer(A), V, A, 04,1d,) is a sublattice of (O(A), <).

Proof. (1) Letu,v € A. Then, for any x € A, by Lemma 2.3 (6)(7) we have
(dy Vdy)(x) =d(x) Vd(x) = @O X)V(IOX)=(VV)OX=dun(x),
d,Nd)X)=d,(xX)ANd(X)=WOX)AVOX)=(UAV)OX=dn(X).
Thusd, vd,=d,, andd, Nd, = dy,,.

(2) It follows immediately from Item (1) that PDer(A) is closed under V and A. So (PDer(A), V, A, 0,4,1d,)
is a sublattice of (O(A), X), since 04, Id4 € PDer(A).
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(3) Letd,d’ € IDer(A). Then d(1),d’(1) € B(A) and d,d’ € PDer(A) by Proposition 3.19. Recall
that B(A) is a subalgebra of A, since d(1),d’(1) € B(A), it follows that (d Vd')(1) =d(1)vd'(1) =
d(l) @ d' (1) € B(A) by Lemma 2.5 (5). Similarly, (d A d")(1) € B(A). Moreover, we have
dvd,dANd €PDer(A) by Item (1). Thusd vV d',d Ad’ € IDer(A).
(4) It follows immediately from Item (3) that IDer(A) is closed under V and A. So (IDer(A), V, A, 04, Id4)
is a sublattice of (O(A), <), since 04, Id4 € IDer(A). O
Proposition 5.10. Let A be an MV-algebra. Then

(1) (PDer(A), vV, A,04,1d4) is a lattice isomorphic to L.(A); and

(2) (IDer(A), V, A, 04,1d,) is a lattice isomorphic to B(A).
Proof. (1) It follows by Lemma 5.9 (2) that (PDer(A), V, A, 04,1d,) is a lattice.

Define a map g : PDer(A) — L(A) by g(d,) = u for any d, € PDer(A). Then g is a bijection.
In fact, if g(d,) = g(d,), then u = v, and so d, = d,. Thus g is injective. Also, for each u € A,
there exists d, € PDer(A) such that g(d,) = u, so g is surjective. By Lemma 5.9 (1), we have
gld, v d,) = gldy,) =uvv=gd,)Vgd,)and gd, Ad,) = gldn) =unv=g(d,) A gd,).
Thus g is a lattice isomorphism.

(2) It follows by Lemma 5.9 (4) that (IDer(A), Vv, A, 04,1d,) is a lattice.

Define amap f : IDer(A) — B(A) by f(d) = d(1) for any d € IDer(A). By Corollary 3.20, fisa
bijection. Also, it is clear that f(04) = 04(1) = 0 and f(Id4) = Id4(1) = 1. By Lemma 5.9 (1), we
have f(d,vd,) = f(duw) =uVv = f(d,)V f(d,) and f(d, Nd,) = f(duny) = unv = f(d,) A f(d,).
Thus f is a lattice isomorphism. O

Let y = {y“ | u € A}, where xy is defined in Corollary 3.13. We will show that (Y, <) is
also a lattice isomorphic to L(A).

Lemma 5.11. Let A be an MV-algebra and u,v € A. Then the following statements hold:
(1) X(u) v X(V) — X(MVV) and X(u) A X(v) — X(u/\V)_
2) ¥ = x™ if and only if u = v.

Proof. (1) For any x € A, we have

vy, ifx=1;
W V) =00 V() = {” N =W
X, otherwise
and
Av, ifx=1; !
U AXIE) = X ) A () = {” c =X ).
X, otherwise

Thus @ V x = y@ and y® A y® = ),

(2) It is clear that u = v implies y® = x. Conversely, if ¥ = ", then u = y“(1) = y")(1) =
V. O
Proposition 5.12. If A is an MV-algebra, then (Y'Y, <) is a sublattice of (O(A), <) and (), <) is
isomorphic to L(A).
Proof. Let u,v € A. Then y™ v ™ =y € y@ and y A yO = 3" € @ by Lemma 5.11.
Thus (yY, <) is a sublattice of (O(A), <) by Lemma 5.1.

Define a map f : L(A) — Y™ by f(u) = y™ for any u € L(A). By Lemma 5.11, f is an
injective homomorphism. Also, it is clear that f is surjective by the definition of y¥). Hence f is
a lattice isomorphism. O
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Recall that a filter [ | 1] of a lattice L is a non-empty subset F of L such that: (i) a,b € F implies
aANbeFand(ii)ae F,ce Landa <cimplyc € F.

Proposition 5.13. Let A be an MV-algebra. If (Der(A), V, A,04,1d,) is a lattice, then YV is a
filter of the lattice Der(A).

Proof. Assume that (Der(A), V, A, 0,4,1d,) is a lattice. It is clear that y) is a non-empty subset of
Der(A) since y'¥ € y¥. Also, by Lemma 5.11, y¥ is closed under A.

Finally, assume that d € Der(A) such that Yy < d for some u € A. Then A\{1} C Fix,(A). In
fact, for any x € A\{1}, we have x = y(x) < d(x) and so d(x) = x, since d(x) < x by Proposition
3.3 (4). It follows that x € Fix,(A) and hence A\{1} C Fix,(A). Consequently, we have d € y™.
Therefore, ¥ is a filter of the lattice Der(A). O

6. Discussions

In this paper, we give a detailed algebraic study of (®, V)-derivations on MV-algebra. There are
many different types of derivation on MV, which may lead to more researches and applications.

We list some questions at the end of this paper.

1. We have seen in Proposition 3.16 that the relation between the cardinality of MV-algebra
|A| and the cardinality of derivation | Der(A)| under small orders. The question is whether we can
find the relation when consider larger cardinary | Der(A)|?

2. In any finite MV-algebra A, we have shown that (Der(A), <, 04, 1d,) is a lattice in Proposition
5.3 (2). Can we characterize the Hasse diagram of it?

3. In Lemma 5.5, it has been shown that for any MV-chain L,(n > 2), (Der(L,), <) is a lattice.
Naturally, we will ask: for any MV-algebra A, is the poset (Der(A), <, 04, 1d,) a lattice?

4. For any two MV-algebras A and A’, if (Der(A), <,04,1d4) and (Der(A’), <,04,,1d4/) are
isomorphic lattices, then are A and A” isomorphic?
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APPENDIX I. CALCULATION PROGRAM BY PyTHON IN ExampLE 4.1 (2)

ListinGg 1. Der(L, X L3).py
ss = [’'0’, ’a’, 'b’, 'c’, 'd’, '17]
alphabet = {}
for 1 in range(len(ss)):
alphabet[ss[i]] = 1

def cheng(a, b):
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Chenglist — [[’0” 7@” ’®” ’@” ’@’,’@’]’ [’0’

, 0, ’a’, '0’, ’'0’, 'a’]l, ['0", ’a’,
0’, ’a’,’b’], [’'06’, ’®°, '0’, 'c’, 'c’,
[’6°, 0", ’a’, ’'c’, 'c’, ’d’], ['0",
b’, ’c’, 'd’, '1’]]
return chenglist[alphabet[a]][ alphabet[b]]

def join(a, b):
joinlist = [[’0’,
, 'a’, ’b’, ’d’, ’d’, '1’], ['b’, ’b’,
1>, 1>, ’1’], [’c’, ’d’, 1, ’c’, ’d’
1, ’d4”, ’da’, 1, ’d’, 'd’, ’1’], [’1’
17, 17, 17, ’17]]
return joinlist[alphabet[a]][ alphabet[b]]

sss = []

for i in ss:

for j in ss:
sss.append ([1, j])

for a in [0, ’a
for b in [0, ’a
for ¢ in [’0", 'c’]:
for d in [’0, ’a
for I in [’0, ’a

mapping = {

0’: 0, ’a’: a, 'b’: b, 'c’: c, ’d’: d,
}

flag = 1

for i in sss:

if flag == 1:

if mapping[cheng(i[0], i[1])] != join(
cheng (mapping [ [0]], i[l]),

cheng (i[0], mapping[i[I]])):

flag = 0

if flag == 1:

print(a + b + ¢ +d + 1)

’b” ’
’C’],
1a!, ’

a!’ ’b’, ’C!’ ’d” !1’]’ [’a!

3 b ) , ’
, ’ 1 )
2 ’ 1 ’ 9

APPENDIX II. CALCULATION PROGRAM BY PYTHON IN EXAMPLE 5.1 (2)
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Listing 2. Hasse diagram of Der(L, X L3).py

a = [

"00ccO®’, '00ccc’, '0a000’, ’0al®0a’, ’Oacc®’, 'O
acca’, ’'Oaccc’, ’O®accd’, ’a®0a®’, ’alcd0®’, ’
alcdc’, ’aa®a®’, ’aalaa’, ’aacd®’, ’'aacda’, ’
aacdc’, ’aacdd’, ’ab000’, 'ab0®0®a’, 'ab®ald’, ’
abO®aa’, ’ab®ab’, ’abcc®’, ’'abcca’, ’abccc’, '’
abccd’, ’abcd®’, ’abcda’, ’abcdb’, 'abcdc’, ’
abcdd’

]

n = len(a[0])

b = list(i for i in a)

R=1[’0a’, '0c’, ’0b’, ’0d’, ’ab’, ’ad’, ’'cd’]

def leq(a, b):

if a == b:

return 0

for 1 in range(n):

if str(a[i]) !'= str(b[i]) and str(a[i]) + str(b][
i]) not in R:

return 0

return 1

def maximal(a):

max = []

for 1 in a:

b = set(leq(i, j) for j in a)
if 1 not in b:

max . append (i)

return max

def minimal(a):

min = []

for i in a:

b = set(leq(j, i) for j in a)
if 1 not in b:

min . append (1)

return min
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while b !'= []:
print (minimal (b))

b =[1i for i in b if not i in minimal(b)]
print ()
while a != []:

print (maximal(a))

a = [1 for i in a if not i in maximal(a)]
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