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The defalsif-AI project: protecting critical
infrastructures against disinformation and
fake news
D. Schreiber , C. Picus, D. Fischinger, M. Boyer

In this paper, we describe the concept and ongoing work of the project defalsif-AI, which addresses the protection of critical infrastruc-
tures against disinformation and fake news. Defalsif-AI deals particularly with the protection of the main democratic processes and the
public trust in democracy and its institutions against engineered social media attacks, which, for example, attempt to manipulate the
electoral process. Federal ministries and media institutions require new methods and tools to evaluate the ever increasing amount of
digital media in terms of identification, verification, and correction of sources. Based on these requirements, the project focuses on re-
search on audio-visual media forensics, text analysis, and multimodal fusion with the support of artificial intelligence (AI) and machine
learning methods. One main focus of this research is to make the results more comprehensible and interpretable for non-experts in
the forensic/technical field. The primary project outcome is a proof of concept of a multimodal detection platform, which can operate
with a variety of sources, including the surface web and social media. Additional research carried out within the project focuses on
providing and generating multimodal data necessary to train and test machine learning models. Finally, an analysis and assessment
concerning the law and social science are carried out as well.
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Das Projekt defalsif-AI: Schutz kritischer Infrastrukturen vor Desinformation und Fake News.

In diesem Beitrag beschreiben wir das Konzept und die laufenden Arbeiten des Projekts defalsif-AI, das sich mit dem Schutz kritischer
Infrastrukturen vor Desinformation und Fake News beschäftigt. Insbesondere geht es bei defalsif-AI um den Schutz demokratischer
Kern-Prozesse und des öffentlichen Vertrauens in die Demokratie und ihre Institutionen vor konstruierten Social-Media-Angriffen, wel-
che beispielsweise versuchen, den Wahlprozess zu manipulieren. Die öffentliche Verwaltung, aber auch Medienhäuser, benötigen neue
Methoden und Werkzeuge, um die immer größer werdenden Mengen digitaler Medien hinsichtlich der Identifizierung, Verifizierung
und Korrektur von Quellen auszuwerten. Ausgehend von diesen Anforderungen konzentriert sich das Projekt auf die Forschung in
den Bereichen audiovisuelle Medienforensik, Textanalyse und multimodale Fusion unter Zuhilfenahme von Methoden der künstlichen
Intelligenz (KI) und des maschinellen Lernens. Ein Hauptaugenmerk dieser Forschung liegt auf der Verbesserung der Verständlichkeit
und Interpretierbarkeit der Ergebnisse für Laien im forensischen/technischen Bereich. Das primäre Projektergebnis ist ein Proof-of-
Concept einer multimodalen Detektionsplattform, welche mit einer Vielzahl von Quellen arbeiten kann, wie etwa dem Surface Web
und sozialen Medien. Weitere Forschung innerhalb des Projekts konzentriert sich auf die Bereitstellung und Generierung multimodaler
Daten, die zum Trainieren und Testen von Modellen des maschinellen Lernens erforderlich sind. Schließlich werden auch eine rechts-
und sozialwissenschaftliche Analyse und Bewertung durchgeführt.
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1. Introduction and motivation - the defalsif-AI project
Social media has made it possible to manipulate the masses via disin-
formation and fake news at an unprecedented scale [1]. One partic-
ularly sensitive target that is vulnerable to behavioral manipulation
is critical infrastructure, as a direct attack on such infrastructures
may have drastic implications nationwide. For example, the study
of [1] considers an attack on the power grid in which an adversary
attempts to manipulate the behavior of energy consumers by send-
ing fake discount notifications encouraging them to shift their con-
sumption into the peak-demand period. Furthermore, it then evalu-
ates the impact of such an attack considering the distribution net-
work of the Greater London area as a case study. Another example
is the spread of a 5G coronavirus conspiracy across Europe. For ex-
ample, as reported last year [2], in the UK, where the attacks began,
almost 60 masts have been set ablaze, while two towers were van-

dalized in Ireland, and another in Cyprus. While in the Netherlands,

there have been 11 recorded attempts.
In this paper we describe concept and work in progress within

the project defalsif-AI (Detection of Disinformation via Artificial In-

telligence) [3], which addresses the safety and security of critical
infrastructures against disinformation and fake news. In particular,

defalsif-AI focuses on politically motivated disinformation and fake

news, which weaken or threaten political as well as state institu-

tions, e.g., protection against engineered social media attacks that
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attempt to manipulate the electoral processes. Analysts in Federal
ministries require new approaches for identifying and dealing with
large-scale disinformation campaigns at the operative, strategic and
political level, while media institutions are concerned about enabling
democracy through its information and opinion-forming function.
These organizations, therefore, require improved methods and tools
for evaluating ever-increasing volumes of digital media in terms of
identification, verification and correction of sources.

Based on these requirements, defalsif-AI focuses on research in
the areas of audio-visual media forensics, text analysis and the mul-
timodal fusion of all these with the support of artificial intelligence
and machine learning methods. The primary project outcome is a
proof-of-concept implementation that can operate on a variety of
sources, including the Surface Web (e.g., news sites) and social me-
dia (e.g., Twitter). The planned proof-of-concept media forensics
platform should allow for the upgrade of existing detection tools
or integration of future tools into a scalable system so that end
users can take advantage of new and updated tamper detection
techniques in the future. An additional focus of this research is in
enhancing the comprehensibility and interpretability of the results
for non-experts in the forensic/technical field. Screening and moni-
toring tools are included to identify topics, trends, accumulations or
anomalies in the dissemination of information. The detection plat-
form should be able to ingest either individual media objects (e.g.,
video clip, image, audio clip, text) or eventually entire web pages
– analyzing images, audio, video, and text material – providing the
basis for recommended actions.

Additional research within the project focuses on providing and
generating multi-modal data necessary to train and test machine
learning models (in particular, deep neural networks). Consequently,
an additional outcome of defalsif-AI will be a publicly available
dataset to enable further research in the field. Furthermore, the aim
is to provide a media forensic platform that is equally interpretable
and explainable – that is, a tool that can be understood and used
by non-technicians and non-experts - to a broad user base. A le-
gal and social sciences analysis and assessment is to be carried out,
recommending guidelines as well as the application-oriented deriva-
tion of technical and organizational measures for future compliant
implementation and execution of disinformation analysis platforms.
Finally, the project will deliver an exploitation plan detailing how the
resulting proof-of-concept could be further developed and deployed
as a productive system in both governmental and private agencies.

The rest of this paper is organized as follow. In Sect. 2, the state-
of-the-art is outlined for visual-, audio-, text-based and multi-modal
media forensics, followed by state-of-the-art in interpretation and
presentation of machine learning results, as well as legal and social-
sciences aspects. Section 3 describes the proof-of-concept media
forensics platform, which is at the heart of the project. Section 4
contains our conclusions.

2. Previous work
With the rapid progress in recent years of machine learning methods
based on deep neural networks, techniques that generate and ma-
nipulate visual content can now provide a very advanced level of re-
alism (deepfakes). Deepfakes are synthetic media in which a person
in an existing image or video is replaced with someone else’s like-
ness. The main deep learning methods used to create deepfakes in-
volve training generative neural network architectures, such as gen-
erative adversarial networks (GANs) [4]. For a recent review paper
presenting an analysis of the methods for the detection of manipu-
lated images and videos see [5], where special emphasize is placed
on deepfakes and on modern data-driven forensic methods to fight

them. In fact, [6] showed that both conventional and deep-learning
detectors achieve up to 95% detection accuracy on currently known
deepfakes. Unfortunately, as the counterfeiting industry will always
be one step ahead of fake detection methods, algorithms must be
constantly developed and updated for new types of deepfakes.

Similarly, a “cloned” voice that is potentially indistinguishable
from the real person’s is used to produce a deepfake audio. A broad
and up-to-date overview of approaches in audio forensics is given
in [7]. Currently, audio deepfakes are not as widespread and con-
vincing as video deepfakes, due to the fact that details such as in-
tonation, inflection, and pacing of the human voice are particularly
difficult to model. However, human brains have a hard time detect-
ing the differences between real and artificial voices; it’s easier for
humans to pick up on a fake image than to recognize an artificial
voice. Therefore, there is a rising concern that in the future, audio
deepfakes will be an even greater problem than visual deepfakes.
A possible advancement in this direction is Adobe’s Project Voco
[8] where the aim is to develop what is essentially a Photoshop of
soundwaves.

Visual and audio fake detection are currently evaluated on pop-
ular datasets such as the DFDC (DeepFake Detection Challenge)
[9]. However, German-language datasets are hardly available - the
majority of datasets are in English. Similarly, the vast majority of
datasets are unimodal (usually images or videos) - multimodal ma-
nipulation is currently hardly considered, although combining and
fusing audio and visual clues will likely improve fake detection. For
example, the work in [10] evaluated fake video detection based on
inconsistencies between lip movements and audio speech. Similarly,
[11] proposed a method for representing the temporal relationship
between the auditory and visual streams. Moreover, even less effort
has been invested to combine audio, images, videos, and text for
deepfake detection.

Text-based fake news refers to information content that is false,
misleading or whose source cannot be verified. This content may be
generated to intentionally damage reputations, deceive, influence
or incite. The main two approaches for text-based fake news detec-
tion are traditional machine learning (classification) methods, where
Natural Language Processing (NLP) may play a role in extracting fea-
tures from data, and deep learning approaches. A comprehensive
review of detecting fake news on social media can be found in [12].

Although tools for generating data manipulations are easily acces-
sible to a broad basis of users, there are hardly any tools to detect
such manipulations for non-experts. Moreover, there are hardly any
commercial platforms that offer a broad collection of tools for end
users, nor providing explainable as well as interpretable results for
non-expert users. Despite their widespread adoption and success,
machine learning models remain mostly black boxes. Understand-
ing the reasons behind a specific prediction is, however, quite im-
portant in assessing trust, which is fundamental if one plans to take
action based on a prediction. Only a limited effort has been made
to represent and interpret the results of machine learning models
in general, and of neural networks in particular, and hardly any has
been made for the non-expert users. In [13], the “Lime” explanation
system was introduced, that explains the predictions of any classi-
fier, by learning an interpretable model locally around the predic-
tion. The “TELEGAM” [14] is a prototype system, that demonstrates
how visualizations and verbalizations can collectively support inter-
active exploration of machine learning models, while “NeuralVis”
[15] is designed for visualizing the internal structure of deep neural
networks models.

Legal aspects of fake news have been addressed and researched
by numerous academic disciplines and political institutions in recent

November 2021 138. Jahrgang © Springer-Verlag GmbH Austria, ein Teil von Springer Nature heft 7.2021 481



ORIGINALARBEIT D. Schreiber et al. The defalsif-AI project: Protecting critical infrastructures

Fig. 1. The generic approach followed in defalsif-AI for detecting disinformation and fake news using multi-modal media forensic tools and
three-level hierarchy of algorithms

years, such as [16]. From a juridical perspective the debate around
fake news is primarily about the distinction between the fundamen-
tal human rights of freedom of expression and free circulation of
information from various other criminal-, civil and media law provi-
sions for the protection of personal rights.

In addition, further research is needed regarding the concept of
“truth.” From social sciences aspect, the major challenge is that false
news, even after being corrected, has become the majority opinion
and thus cannot be reversed. The state of current research shows the
need to further take a closer look at a society’s handling of misinfor-
mation as well as its effects. Furthermore, in the development of ar-
tificial intelligences, the supposed objectivity of detection should be
questioned, as the developers of technical systems inscribe their sub-
jective worldviews into the technology, which can thus contribute to
the reinforcement of inequality [17].

3. The proof-of-concept media forensics platform
The project defalsif-AI addresses the safety and security of critical in-
frastructures against disinformation and fake news. Consequently,
the main outcome of the project is to demonstrate a proof-of-
concept state-of-the-art media forensics platform, integrating de-
tection tools for fake text, image, video and audio modalities. Fig-
ure 1 illustrates the generic approach followed in the project for
detecting disinformation and fake news: the defalsif-AI platform re-
ceives either individual media objects (e.g., video clip, image, audio
clip, text) or an entire web page; the system then analyses each me-
dia object via the complete tool chain corresponding to the specific
modality of the media object. Each tool chain is structured accord-
ing to a three-level hierarchy of algorithmic sophistication; each level
provides an evaluation regarding the authenticity of the media ob-
ject. Finally, the three per level predictions are fused via machine
learning tools to provide a final verdict, where the individual and fi-
nal predictions, as well as their confidence estimates, are presented
to the non-expert user in an interpretable way. This approach aims
to make the processes behind the system more transparent, and the
results of the analysis better explainable to and thus trusted by the
user.

The media forensics platform is hierarchically structured, with al-
gorithmic sophistication ranging from low to high, where the low
and intermediate levels comprise traditional computer vision, audio
and text analysis methods, while the high level is based on recent
state-of-the-art deep learning techniques, employing deep neural

networks. An example of a low-level method is the metadata anal-
ysis of an image, namely determining whether the image was cre-
ated at the same date as is claimed in a social media post, and if
time of day and location match with the content of the image. The
medium-level methods are concerned with the quality analysis of
the content, such as whether the noise characteristics of a sound
recording matches with the known noise characteristics of the spe-
cific recording device that was being used. Finally, the highest-level
methods deal in particular with content-specific characteristics of
the various digital artifacts, e.g., hateful text content, manipulated
audio content and most notably deepfake photos and videos.

Deepfakes are altered photos and videos that use deep learning
models and have become increasingly realistic in recent years, mak-
ing it harder to detect the real from the fake with just the naked
eye. A key milestone of deflasif-AI is delivering the first version of
the proof-of-concept forensics platform, at the end of the project’s
first year, with an emphasis on visual deepfakes detection. The first
version already integrates the following state-of-the-art deepfake
detection techniques: (i) A fake face detector for images based on
the StyleGAN network [18], which offers a novel alternative archi-
tecture for generative adversarial networks (GANS); (ii) A deepfake
(face swaps) detector for videos, using the solution of the NTech
Kaggle Deepfake Detection Challenge [19], which is based on the
EfficientNet-B7 network model; and (iii) A general forgery analysis
tool for images, based on the ManTraNet [20], a fully convolutional
network. Additionally, the first platform version includes a reverse
image search engine as well (currently integrated through an API to
the Google Reverse Image Search Engine). As part of the on-going
research within defalsif-AI, it is planned to modify the design of the
ManTraNet network, as well as to re-train the modified network on
defalsif-AI’s own acquired dataset. Design modifications and or re-
training for the other networks within the forensic platform are un-
der consideration as well. As deep learning models tend to increase
their accuracy with the increasing amount of training data, obtain-
ing the best possible abstract representation of the input data, it
is expected that with modified and re-trained models, the perfor-
mance of the proof-of-concept platform will be enhanced.

Figure 2 shows an example use case, namely applying the image
forgery tools and the corresponding interface within the platform.
In the manipulated picture on the left, a splicing operation was ex-
ecuted to add an additional person from another image. The pic-
ture on the right shows the prediction mask output, identifying the
potentially manipulated image region. In addition, the platform pro-
vides metadata information like the image size and the modification
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Fig. 2. An example of an image forgery analysis by defalsif-AI’s proof-of-concept platform, and the corresponding interface: detection of a
splicing manipulation and analysis of metadata

date. For the depicted example, it also provides the information that
the PNG file was created with the program Photoshop, which is a
valuable indication of potential manipulation.

4. Conclusions
The project defalsif-AI addresses the safety and security of critical in-
frastructures against disinformation and fake news, spread by social
media and manipulating the behavior of the masses, with a focus
on the example of political processes and institutions. At the heart
of the defalsif-AI project is the AI-based proof-of-concept platform
for analyzing media information with regard to possible targeted
manipulation of audio-visual as well as text-based content. Conse-
quently, the benefits and outcomes of the defalsif-AI project are not
restricted to the political or journalistic cases which are the focus of
the project, but rather to threats of any kind to critical infrastruc-
tures. The approach followed in the defalsif-AI project, regarding
tools development and practical applications will result in a consid-
erable increase in knowledge about the detection and handling of
disinformation and fake news, both for the consortium and for sub-
sequent users in the media industry.

The innovative aspects of defalsif-AI are manyfold: First, provid-
ing collections of media forensic tools across different modalities
integrated into a single platform. Furthermore, allowing to update
and integrate future tools into the system, enabling end-users to
leverage new and updated fake detection techniques in the future.
Second, providing a multimodal dataset comprising images, videos,
audio and text, and including German language (and possibly other
end-user relevant languages), and making the dataset publicly avail-
able for other research purposes on a non-profit basis. Third, the
platform will provide interpretation and explanation of the detection
results that can be understood, trusted and used by non-technical or
non-expert users. Fourth, providing epistemological sharpening and
operational formalization of the fake news phenomenon in terms of
legal informatics and developing an interdisciplinary valid typology
and legally sound operationalization of the fake news concept for

the technological development of the media forensic tool. Fifth, en-
abling for the first time to incorporate a single integrated tool into
the current journalistic workflow. Finally, from a sociological point
of view, the project will include a comprehensive analysis of the re-
quirements and needs in the design of the media forensic tool, as
well as an assessment and discussion of potential risks and effects
on the public-media debate and the socio-political fabric of society.

Of course, such envisioned proof-of-concept forensic platform
would never be able to provide 100% reliable decisions. Rather, it is
intended as a “pre-screening” method that can, at any rate, auto-
matically detect the tampering generated by current counterfeiting
tools. Unfortunately, the counterfeiting industry will always be one
step ahead of the detection methods for fakes. On the one hand,
this means that an assessment by experts will still be necessary if the
security requirements are very high, and on the other hand, the tool
must be constantly developed and updated - similar to anti-virus
protections for PCs.
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