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Abstract

We consider a new model for shunting inhibitory cellular neural networks, retarded functional dif-

ferential equations with piecewise constant argument. The existence and exponential stability of almost

periodic solutions are investigated. An illustrative example is provided.
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1 Introduction

Cellular neural networks (CNNs) have been paid much attention in the past two decades [1]-[10]. Ex-

ceptional role in psychophysics, speech, perception, robotics, adaptive pattern recognition, vision, and

image processing is played by shunting inhibitory cellular neural networks (SICNNs), which was in-

troduced by Bouzerdoum and Pinter [11]. One of the most attractive subjects for this type of neural

networks is the existence of almost periodic solutions. This problem has been investigated for models

with different types of activation functions [12]-[20]. In the present study, we investigate a new model of

SICNNs by considering deviated as well as piecewise constant time arguments, and prove the existence

of exponentially stable almost periodic solutions. All the results are discussed for the general type of

activation functions, but they can be easily specified for applications.

Extended information about differential equations with generalized piecewise constant argument [21]

can be found in the book [22]. As a subclass, they contain differential equations with piecewise constant

argument (EPCA) [23]-[30], where the piecewise constant argument is assumed to be a multiple of the

greatest integer function.

Differential equations with piecewise constant argument are very useful as models for neural networks.

This was shown in the studies [31]-[33], where the authors utilized EPCA. We propose to involve a
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new type of systems, retarded functional differential equations with piecewise constant argument of

generalized type, in the modeling. It will help to investigate a larger class of neural networks.

In paper [21], differential equations with piecewise constant argument of generalized type (EPCAG)

were introduced. We not only maximally generalized the argument functions, but also proposed to reduce

investigation of EPCAG to integral equations. Due to that innovation, it is now possible to analyze

essentially non-linear systems, that is, systems non-linear with respect to values of solutions at discrete

moments of time, where the argument changes its constancy. Previously, the main and unique method

for EPCA was reduction to discrete equations and, hence, only equations in which values of solutions

at the discrete moments appear linearly [23]-[30] have been considered.

The crucial novelty of the present paper is that the piecewise constant argument in the functional

differential equations is of alternate (advanced-delayed) type. In the literature, biological reasons for

the argument to be delayed were discussed [34, 35]. However, the role of advanced arguments has not

been analyzed properly yet. Nevertheless, the importance of anticipation for biology was mentioned by

some authors. For example, in the paper [36], it is supposed that synchronization of biological oscillators

may request anticipation of counterparts behavior. Consequently, one can assume that equations for

neural networks may also need anticipation, which is usually reflected in models by advanced argument.

Therefore, the systems taken into account in the present study can be useful in future analyses of

SICNNs. Furthermore, the idea of involving both advanced and delayed arguments in neural networks

can be explained by the existence of retarded and advanced actions in a model of classical electrodynamics

[37]. Moreover, mixed type deviation of the argument may depend on traveling waves emergence in

CNNs [7]. Understanding the structure of such traveling waves is important due to their potential

applications including image processing (see, for example, [1]-[7]). More detailed analysis of deviated

arguments in neural networks can be found in [38]-[40].

Shunting inhibition is a phenomenon in which the cell is “clamped” to its resting potential when the

reversal potential of Cl− channels are close to the membrane resting potential of the cell [11, 41]. It occurs

through the opposition of an inward current, which would otherwise depolarize the membrane potential

to threshold, by an inward flow of Cl− ions [41]. From the biological point of view, shunting inhibition

has an important role in the dynamics of neurons [42]-[44]. According to the results of Vida et al.

[42] networks with shunting inhibition are advantageous compared to the networks with hyperpolarizing

inhibition such that in the former type networks oscillations are generated with smaller tonic excitatory

drive, network frequencies are tuned to the γ band, and robustness against heterogeneity in the excitatory

drive is markedly improved. It was demonstrated by Mitchell and Silver [43] that shunting inhibition

can modulate the gain and offset of the relationship between output firing rate and input frequency in

granule cells when excitation and/or inhibition are mediated by time dependent synaptic input. Besides,

Borg-Graham et al. [44] proposed that nonlinear shunting inhibition may act during the initial stage
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of visual cortical processing, setting the balance between opponent ‘On’ and ‘Off’ responses in different

locations of the visual receptive field [44]. On the other hand, shunting neural networks are important for

various engineering applications [11],[45]-[53]. For example, in vision, shunting lateral inhibition enhances

edges and contrast, mediates directional selectivity, and causes adaptation of the organization of the

spatial receptive field and of the contrast sensitivity function [11],[45]-[50]. Moreover, such networks

are appropriate to be used in medical diagnosis [53]. Therefore, the investigation of the dynamics of

SICNNs, which are biologically inspired networks designed upon the shunting inhibition concept [11], is

important for the improvement of the techniques used in medical diagnosis, adaptive pattern recognition,

image processing etc. [45]-[53] and may shed light on neuronal activities concerning shunting inhibition

[42]-[44].

Exponential stability of neural networks has been widely studied in the literature (see, for example,

[15]-[18],[54]-[60]). According to Liao et al. [54], the exponential stability has importance in neural net-

works when the exponentially convergence rate is used to determine the speed of neural computations.

The studies [54, 55] were concerned with the exponential stability and estimation of exponential conver-

gence rates in neural networks. In the paper [54], Lyapunov-Krasovskii functionals and the linear matrix

inequality (LMI) approaches were combined to investigate the problem, whereas the boundedness of the

Dini derivative of the neuron input output activations was required in [55]. The exponential stabilization

problem of memristive neural networks was considered in [56] by means of the Lyapunov-Krasovskii func-

tional and free weighting matrix techniques. Additionally, the Lyapunov-Krasovskii functional method

was considered by Wen et al. [61] to analyze the passivity of stochastic impulsive memristor-based piece-

wise linear systems, and the free weighting matrix approach was utilized in [57] to derive an LMI based

delay dependent exponential stability criterion for neural networks with a time varying delay. On the

other hand, exponential stability criteria were derived by Dan et al. [58] for an error system in order

to achieve lag synchronization of coupled delayed chaotic neural networks. The concept of lag synchro-

nization was taken into account also within the scope of the papers [62] and [63] for memristive neural

networks and for a class of switched neural networks with time-varying delays, respectively. Furthermore,

the Banach fixed point theorem and the variant of a certain integral inequality with explicit estimate

were used to investigate the global exponential stability of pseudo almost periodic solutions of SICNNs

with mixed delays in the study [16].

Almost periodic and in particular quasi-periodic motions are important for the theory of neural net-

works. According to Pasemann et al. [64], periodic and quasi-periodic solutions have many fundamental

importances in biological and artificial systems, as they are associated with central pattern generators,

establishing stability properties and bifurcations (leading to the discovery of periodic solutions). Besides,

the sinusoidal shape of neural output signals is, in general, associated with appropriate quasi-periodic

attractors for discrete-time dynamical systems. In the book [65], the dynamics of the brain activity is
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considered as a system of many coupled oscillators with different incommensurable periods. Signals from

the neurons have a phase shift of π/2, and may be useful for various kinds of applications; for instance,

controlling the gait of legged robots [66]. Furthermore, an alternative discrete time model of coupled

quasi-periodic and chaotic neural network oscillators were considered by Wang [67].

Let us describe the model of SICNNs in its most original form [11]. Consider a two dimensional

grid of processing cells arranged into m rows and n columns, and let Cij , i = 1, 2, . . . ,m, j = 1, 2, . . . , n,

denote the cell at the (i, j) position of the lattice. In SICNNs, neighboring cells exert mutual inhibitory

interactions of the shunting type. The dynamics of a cell Cij are described by the following nonlinear

ordinary differential equation,

dxij
dt

= −aijxij −
∑

Ckl∈Nr(i,j)

Cklij f(xkl(t))xij + Lij(t), (1.1)

where xij is the activity of the cell Cij ; Lij(t) is the external input to the cell Cij ; the constant aij > 0

represents the passive decay rate of the cell activity; Cklij ≥ 0 is the coupling strength of postsynaptic

activity of the cell Ckl transmitted to the cell Cij ; the activation function f(xkl) is a positive continuous

function representing the output or firing rate of the cell Ckl; and the r−neighborhood of the cell Cij is

defined as

Nr(i, j) = {Ckl : max(|k − i|, |l − j|) ≤ r, 1 ≤ k ≤ m, 1 ≤ l ≤ n}.

It is worth noting that even if the activation function is supposed to be globally bounded and Lips-

chitzian, these properties are not valid for the nonlinear terms in the right hand sides of the differential

equations describing the dynamics of SICNNs, and this is one of the reasons why a sophisticated math-

ematical analysis is required for SICNNs in general. Another reason is that the connections between

neurons in SICNNs act locally only in r−neighborhoods. This causes special ways of evaluations dif-

ferent than those customized for earlier developed neural networks in the mathematical analyses of the

models.

It is reasonable to say that the usage of deviated arguments in neural networks makes the models

much closer to applications. For example, in [13] the model was considered with variable delays,

dxij
dt

= −aijxij −
∑

Ckl∈Nr(i,j)

Cklij f(xkl(t− τ(t)))xij + Lij(t). (1.2)

In the present study, we introduce and investigate more general neural networks. The model will be

described in the next section.
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2 Preliminaries

Let Z and R denote the sets of all integers and real numbers, respectively. Throughout the paper, the

norm ‖u‖ = max
(i,j)

|uij | , where u = {uij} = (u11, . . . , u1n, . . . , um1 . . . , umn) ∈ R
m×n, will be used.

Suppose that θ = {θp} and ζ = {ζp}, p ∈ Z, are sequences of real numbers such that the first one is

strictly ordered, |θp| → ∞ as |p| → ∞, and the second one satisfies θp ≤ ζp ≤ θp+1 for all p ∈ Z. The

sequence ζ is not necessarily strictly ordered. We say that a function is of γ−type, and denote it by γ(t),

if γ(t) = ζp for θp ≤ t < θp+1, p ∈ Z. One can affirm, for example, that 2

[
t+ 1

2

]
is a γ−type function

with θp = 2p− 1, ζp = 2p.

Fix a non-negative number τ ∈ R and let C0 be the set of all continuous functions mapping the

interval [−τ, 0] into R, with the uniform norm ‖φ‖0 = max
t∈[−τ,0]

|φ(t)| . Moreover, we denote by C the

set consisting of continuous functions mapping the interval [−τ, 0] into R
m×n, with the uniform norm

‖φ‖0 = max
t∈[−τ,0]

‖φ(t)‖ .

In the present study, we propose to investigate retarded SICNNs with functional response on piece-

wise constant argument of the following form,

dxij
dt

= −aijxij −
∑

Ckl∈Nr(i,j)

Cklij f(xklt, xklγ(t))xij + Lij(t), (2.3)

where f : C0 × C0 → R is a continuous functional.

In network (2.3), the terms xklt and xklγ(t) must be understood in the way used for functional

differential equations [68]-[70]. That is, xklt(s) = xkl(t+ s) and xklγ(t)(s) = xkl(γ(t) + s) for s ∈ [−τ, 0].

Let us clarify that the argument function γ(t) is of the alternate type. Fix an integer p and consider

the function on the interval [θp, θp+1). Then, the function γ(t) is equal to ζp. If the argument t satisfies

θp ≤ t < ζp, then γ(t) > t and it is of advanced type. Similarly, if ζp < t < θp+1, then γ(t) < t and, hence,

it is of delayed type. Consequently, it is worth noting that the SICNN (2.3) is with alternate constancy

of argument. It is known that γ(t) is the most general among piecewise constant argument functions

[22]. Our model is much more general than the equations investigated in [71]-[74], where the delay is

constant τ = 1 and it is equal to the step of the greatest integer function [t]. Differential equations with

functional response on the piecewise constant argument were first introduced in the paper [75]. In the

present study, we apply the theory to the analysis of neural networks. All previous authors were at most

busy with terms of the form x(γ(t)). Thus, one can say that retarded functional differential equations

with piecewise constant argument in the most general form is investigated in this paper.

Since the model (2.3) is a new one, we have to investigate not only the existence of almost periodic

solutions and their stability, but also common problems of the existence and uniqueness of solutions,

their continuation to infinity and boundedness.

One can easily see that system (1.2) is a particular case of (2.3). Additionally, results of the present
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paper are true or can be easily adapted to the following systems,

dxij
dt

= −aijxij −
∑

Ckl∈Nr(i,j)

Cklij f(xkl(γ(t)))xij + Lij(t), (2.4)

that is, differential equations with piecewise constant argument, EPCAG,

dxij
dt

= −aijxij −
∑

Ckl∈Nr(i,j)

Cklij f(xkl(t− τ(t)), xkl(γ(t)− τ(t)))xij + Lij(t), (2.5)

differential equations with variable delay and piecewise constant argument,

dxij
dt

= −aijxij −
∑

Ckl∈Nr(i,j)

Cklij f(xkl(t− τ(t)))xij −
∑

Ckl∈Nr(i,j)

Dkl
ij g(xkl(γ(t)))xij + Lij(t). (2.6)

In other words, what we have suggested are sufficiently general models, which can be easily specified for

concrete applications.

Let us introduce the initial condition for SICNN (2.3). Fix a number σ ∈ R and functions φ = {φij} ,

ψ = {ψij} ∈ C, i = 1, 2, . . . ,m, j = 1, 2, . . . , n. In the case γ(σ) < σ, we say that a solution x(t) = {xij(t)}

of (2.3) satisfies the initial condition and write x(t) = x(t, σ, φ, ψ), t ≥ σ, if xσ(s) = φ(s), xγ(σ)(s) = ψ(s)

for s ∈ [−τ, 0]. In what follows, we assume that if the set [γ(σ) − τ, γ(σ)] ∪ [σ − τ, σ] is connected, then

the equation φ(s) = ψ(s + σ − γ(σ)) is true for all s ∈ [−τ, γ(σ) − σ]. If γ(σ) ≥ σ, then we look for a

solution x(t) = x(t, σ, φ), t ≥ σ, such that xσ(s) = φ(s), s ∈ [−τ, 0]. Thus, if θp ≤ σ < θp+1 for some

p ∈ Z, then there are two cases of the initial condition:

(IC1) xσ(s) = φ(s), φ ∈ C, s ∈ [−τ, 0] if θp ≤ σ ≤ ζp < θp+1;

(IC2) xσ(s) = φ(s), xγ(σ)(s) = ψ(s), φ, ψ ∈ C, s ∈ [−τ, 0], if θp ≤ ζp < σ < θp+1.

Considering SICNN (2.3) with these conditions, we shall say about the initial value problem (IV P ) for

(2.3). To be short, we shall say only about IV P in the form x(t, σ, φ, ψ), specifying x(t, σ, φ) for (IC1),

if needed. Thus, we can provide the following definitions now.

Definition 2.1 A function x(t) = {xij(t)} , i = 1, 2, . . . ,m, j = 1, 2, . . . , n, is a solution of (2.3) with

(IC1) or (IC2) on an interval [σ, σ + a) if:

(i) it satisfies the initial condition;

(ii) x(t) is continuous on [σ, σ + a);

(iii) the derivative x′(t) exists for t ≥ σ with the possible exception of the points θp, where one-sided

derivatives exist;
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(iv) equation (2.3) is satisfied by x(t) for all t > σ except possibly at the points of θ, and it holds for

the right derivative of x(t) at the points θp.

Definition 2.2 A function x(t) = {xij(t)} , i = 1, 2, . . . ,m, j = 1, 2, . . . , n, is a solution of (2.3) on R

if:

(i) x(t) is continuous;

(ii) the derivative x′(t) exists for all t ∈ R with the possible exception of the points θp, p ∈ Z, where

one-sided derivatives exist;

(iv) equation (2.3) is satisfied by x(t) for all t ∈ R except at the points of θ, and it holds for the right

derivative of x(t) at the points θp, p ∈ Z.

The existence and uniqueness of solutions of (2.3) will be investigated in the next section.

3 Existence and uniqueness

Throughout the paper we suppose in SICNN (2.3) that γ0 = min
(i,j)

aij > 0 and Cklij are non-negative

numbers.

The following assumptions are required.

(C1) The functional f satisfies the Lipschitz condition

‖f(φ1, ψ1)− f(φ2, ψ2)‖ ≤ L(‖φ1 − φ2‖0 + ‖ψ1 − ψ2‖0),

for some positive constant L, where (φ1, ψ1) and (φ2, ψ2) are from C0 × C0;

(C2) There exists a positive number M such that sup
(φ,ψ)∈C0×C0

|f(φ, ψ)| ≤M ;

(C3) There exists a positive number θ̄ such that θp+1 − θp ≤ θ̄ for all p ∈ Z;

(C4) |Lij(t)| ≤ Lij for all i, j and t ∈ R, where Lij are non-negative real constants.

In the remaining parts of the paper, the notations µ = max
(i,j)

∑

Ckl∈Nr(i,j)

Cklij , c̄ = max
(i,j)

∑
Ckl∈Nr(i,j)

Cklij

aij
,

d̄ = max
(i,j)

∑
Ckl∈Nr(i,j)

Cklij

2aij − γ0
, L̄ = max

(i,j)
Lij and l̄ = max

(i,j)

Lij
aij

will be used. We assume that µθ̄M < 1 and

Mc̄ < 1.

Let us denote CH0
= {φ ∈ C : ‖φ‖0 ≤ H0}, where H0 is a positive number.

Lemma 3.1 Suppose that the conditions (C1)−(C4) hold and fix an integer p. If H0 is a positive number

such that µθ̄
[
M +

2L(H0 + θ̄L̄)

1− µθ̄M

]
< 1, then for every (σ, φ, ψ) ∈ [θp, θp+1] × CH0

× CH0
there exists a

unique solution x(t) = x(t, σ, φ, ψ) of (2.3) on [σ, θp+1].
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Proof. We assume without loss of generality that θp ≤ σ ≤ ζp < θp+1. That is, we consider (IC1) and

the solution x(t, σ, φ).

Fix an arbitrary function φ ∈ CH0
. Let us denote by Λ the set of continuous functions u(t) = {uij(t)} ,

i = 1, 2, . . . ,m, j = 1, 2, . . . , n, defined on [σ−τ, θp+1] such that uσ(t) = φ(t), t ∈ [−τ, 0], and ‖u‖1 ≤ K0,

where ‖u‖1 = max
t∈[σ,θp+1]

‖u(t)‖ and K0 =
H0 + θ̄L̄

1− µθ̄M
.

Define on Λ an operator Φ such that

(Φu(t))ij =






φij(t− σ), t ∈ [σ − τ, σ],

e−aij(t−σ)φij(0)−
∫ t

σ

e−aij(t−s)
[ ∑

Ckl∈Nr(i,j)

Cklij

×f(ukls, uklγ(s))uij(s)− Lij(s)
]
ds, t ∈ [σ, θp+1].

One can confirm that |(Φu(t))ij | ≤ H0 +
(
MK0

∑

Ckl∈Nr(i,j)

Cklij + L̄
)
θ̄, t ∈ [σ, θp+1]. Accordingly, the

inequality ‖Φu‖1 ≤ H0 + (µMK0 + L̄)θ̄ = K0 is valid. Therefore, Φ(Λ) ⊆ Λ.

On the other hand, if u(t) = {uij(t)} and v(t) = {vij(t)} belong to Λ, then we have for t ∈ [σ, θp+1]

that

|(Φu(t))ij − (Φv(t))ij | ≤
∫ t

σ

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
∣∣f(ukls, uklγ(s))

∣∣ |uij(s)− vij(s)| ds

+

∫ t

σ

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
∣∣f(ukls, uklγ(s))− f(vkls, vklγ(s))

∣∣ |vij(s)| ds

≤ θ̄(M + 2K0L) ‖u− v‖1
∑

Ckl∈Nr(i,j)

Cklij .

Hence, the inequality ‖Φu− Φv‖1 ≤ µθ̄(M +2K0L) ‖u− v‖1 holds. Because µθ̄(M +2K0L) = µθ̄
[
M +

2L(H0 + θ̄L̄)

1− µθ̄M

]
< 1, the operator Φ is a contraction. Consequently, there exists a unique solution of (2.3)

on [σ, θp+1]. �

The next assertion can be proved exactly in the way that is used to verify Lemma 2.2 from [22], if

we use Lemma 3.1.

Lemma 3.2 Suppose that the conditions (C1)−(C4) hold and fix an integer p. If H0 is a positive number

such that µθ̄
[
M +

2L(H0 + θ̄L̄)

1− µθ̄M

]
< 1, then for every (σ, φ, ψ) ∈ [θp, θp+1] × CH0

× CH0
there exists a

unique solution x(t) = x(t, σ, φ, ψ), t ≥ σ, of (2.3), and it satisfies the integral equation

xij(t) = e−aij(t−σ)φij(0)−
∫ t

σ

e−aij(t−s)
[ ∑

Ckl∈Nr(i,j)

Cklij f(xkls, xklγ(s))xij(s)− Lij(s)
]
ds. (3.7)
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4 Bounded solutions

In this section, we will investigate the existence of a unique bounded solution of SICNN (2.3). Moreover,

the exponential stability of the bounded solution will be considered. An auxiliary result is presented in

the following lemma.

Lemma 4.1 Assume that the conditions (C1)− (C4) are fulfilled. If H0 is a positive number such that

µθ̄
[
M +

2L(H0 + θ̄L̄)

1− µθ̄M

]
< 1, then a function x(t) = {xij(t)} , i = 1, 2, . . . ,m, j = 1, 2, . . . , n, satisfying

sup
t∈R

‖x(t)‖ ≤ H0 is a solution of (2.3) if and only if it satisfies the following integral equation

xij(t) = −
∫ t

−∞

e−aij(t−s)
[ ∑

Ckl∈Nr(i,j)

Cklij f(xkls, xklγ(s))xij(s)− Lij(s)
]
ds. (4.8)

Proof. We consider only sufficiency. The necessity can be proved by using (3.7) in a very similar way

to the ordinary differential equations case. One can obtain that

∣∣∣
∫ t

−∞

e−aij(t−s)
[ ∑

Ckl∈Nr(i,j)

Cklij f(xkls, xklγ(s))xij(s)− Lij(s)
]
ds
∣∣∣

≤ 1

aij

(
MH0

∑

Ckl∈Nr(i,j)

Cklij + Lij

)
.

Therefore, the integral in (4.8) is convergent. Differentiate (4.8) to verify that it is a solution of (2.3). �

The following conditions are needed.

(C5) µθ̄
[
M +

2L(H + θ̄L̄)

1− µθ̄M

]
< 1, where H =

l̄

1−Mc̄
;

(C6) (M + 2LH)c̄ < 1;

(C7) 2d̄
[
M + LHeγ0τ/2

(
1 + eγ0θ̄/2

)]
< 1.

The main result concerning the existence and exponential stability of bounded solutions of (2.3) is

mentioned in the next theorem.

Theorem 4.1 Suppose that the conditions (C1) − (C6) hold. Then, (2.3) admits a unique bounded

on R solution, which satisfies (4.8). If, additionally, the condition (C7) is valid, then the solution is

exponentially stable with exponential convergence rate γ0/2.

Proof. Let C0(R) be the set of uniformly continuous functions defined on R such that if u(t) ∈ C0(R),

then ‖u‖∞ ≤ H, where ‖u‖∞ = sup
t∈R

‖u(t)‖. Define on C0(R) the operator Π as

(Πu(t))ij ≡ −
∫ t

−∞

e−aij(t−s)
[ ∑

Ckl∈Nr(i,j)

Cklij f(ukls, uklγ(s))uij(s)− Lij(s)
]
ds. (4.9)
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If u(t) = {uij(t)} , i = 1, 2, . . . ,m, j = 1, 2, . . . , n, belongs to C0(R), then we have that

|(Πu(t))ij | ≤
∫ t

−∞

e−aij(t−s)
( ∑

Ckl∈Nr(i,j)

CklijMH + Lij

)
ds =

1

aij

( ∑

Ckl∈Nr(i,j)

CklijMH + Lij

)
.

Utilizing the last inequality one can show that ‖(Πu)‖∞ ≤ c̄MH + l̄ = H. Therefore, Πu(t) ∈ C0(R).

Let us verify that this operator is contractive. Indeed, if u(t) = {uij(t)} and v(t) = {vij(t)} belong

to C0(R), then

|(Πu(t))ij − (Πv(t))ij | ≤
∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
∣∣f(ukls, uklγ(s))

∣∣ |uij(s)− vij(s)| ds

+

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
∣∣f(ukls, uklγ(s))− f(vkls, vklγ(s))

∣∣ |vij(s)| ds

≤
∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijM |uij(s)− vij(s)| ds

+

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijHL
(
‖ukls − vkls‖0 +

∥∥uklγ(s) − vklγ(s)
∥∥
0

)
ds

≤ (M + 2LH)

∑
Ckl∈Nr(i,j)

Cklij

aij
‖u− v‖∞ .

Hence, the inequality ‖Πu−Πv‖∞ ≤ (M+2LH)c̄‖u− v‖∞ is valid. In accordance with condition (C6),

the operator Π is contractive. Consequently, SICNN (2.3) admits a unique solution ṽ(t) = {ṽij(t)} that

belongs to C0(R).

We will continue with the investigation of the exponential stability. Fix an arbitrary number ǫ > 0

and let δ be a sufficiently small positive number such that α1 < 1, α2 < 1, α3 < 1 and K(δ) < ǫ, where

K(δ) =
δ

1− 2d̄[M + LHeγ0τ/2(1 + eγ0θ̄/2)]
, α1 = µθ̄

[
M+

2L(H + δ + θ̄L̄)

1− µθ̄M

]
, α2 = (M+2LH)c̄+4Ld̄K(δ)

and α3 = µθ̄(M + 2LH) + 2µθ̄LK(δ).

Suppose that ṽσ(s) = η(s), s ∈ [−τ, 0]. Let u(t) = {uij(t)} be a solution of the network (2.3) with

uσ(s) = φ(s), s ∈ [−τ, 0], where the function φ satisfies the inequality ‖φ − η‖0 < δ. Without loss of

generality we assume that γ(σ) ≥ σ. Using Lemma 3.2 one can verify for t ≥ σ that

uij(t)− ṽij(t) = e−aij(t−σ) (φij(0)− ηij(0))

−
∫ t

σ

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij

[
f(ukls, uklγ(s))uij(s)− f(ṽkls, ṽklγ(s))ṽij(s)

]
ds.

Denote by w(t) = {wij(t)} , the difference u(t)− ṽ(t). Then, w(t) satisfies the relation

wij(t) = e−aij(t−σ) (φij(0)− ηij(0))−
∫ t

σ

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij

[
f(ṽkls +

wkls, ṽklγ(s) + wklγ(s))(ṽij(s) + wij(s))− f(ṽkls, ṽklγ(s))ṽij(s)
]
ds. (4.10)
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We will consider equation (4.10) for σ = 0. Let Ψδ be the set of all continuous functions w(t) =

{wij(t)} which are defined on [−τ,∞) such that:

(i) w(t) = φ(t) − η(t), t ∈ [−τ, 0];

(ii) w(t) is uniformly continuous on [0,+∞);

(iii) ||w(t)|| ≤ K(δ)e−γ0t/2 for t ≥ 0.

Define on Ψδ an operator Π̃ such that

(Π̃w(t))ij =






φij(t)− ηij(t), t ∈ [−τ, 0],

e−aijt(φij(0)− ηij(0))−
∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij

[
f(ṽkls+

wkls, ṽklγ(s) + wklγ(s))(ṽij(s) + wij(s))− f(ṽkls, ṽklγ(s))ṽij(s)
]
ds, t > 0.

We shall show that Π̃ : Ψδ → Ψδ. Indeed, it is true for t ≥ 0 that

|(Π̃w(t))ij | ≤ e−aijtδ +

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij

×
∣∣f(ṽkls + wkls, ṽklγ(s) + wklγ(s))− f(ṽkls, ṽklγ(s))

∣∣ |ṽij(s)| ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
∣∣f(ṽkls + wkls, ṽklγ(s) + wklγ(s))

∣∣ |wij(s)| ds

≤ e−aijtδ +

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijHL
(
‖wkls‖0 +

∥∥wklγ(s)
∥∥
0

)
ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijMK(δ)e−γ0s/2ds

≤ e−aijtδ +

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijHLK(δ)
(
eγ0τ/2 + eγ0(θ̄+τ)/2

)
e−γ0s/2ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijMK(δ)e−γ0s/2ds

= e−aijtδ +

(
2
∑
Ckl∈Nr(i,j)

Cklij

2aij − γ0

)
K(δ)[M + LHeγ0τ/2(1 + eγ0θ̄/2)]e−γ0t/2.

Thus, the inequality

∥∥∥Π̃w(t)
∥∥∥ ≤ e−γ0tδ + 2d̄K(δ)[M + LHeγ0τ/2(1 + eγ0θ̄/2)]e−γ0t/2 ≤ K(δ)e−γ0t/2

is valid for t ≥ 0.

Now, let w1(t) =
{
w1
ij(t)

}
, w2(t) =

{
w2
ij(t)

}
be elements of Ψδ. One can confirm for t ≥ 0 that

∥∥∥(Π̃w1(t))ij − (Π̃w2(t))ij

∥∥∥ ≤
∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
(
|ṽij(s)|+

∣∣w2
ij(s)

∣∣)
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×
∣∣∣f(ṽkls + w1

kls, ṽklγ(s) + w1
klγ(s))− f(ṽkls + w2

kls, ṽklγ(s) + w2
klγ(s))

∣∣∣ ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij

∣∣∣f(ṽkls + w1
kls, ṽklγ(s) + w1

klγ(s))
∣∣∣
∣∣w1
ij(s)− w2

ij(s)
∣∣ ds

≤
∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij L
(
H +K(δ)e−γ0s/2

)(∥∥w1
kls − w2

kls

∥∥
0
+
∥∥∥w1

klγ(s) − w2
klγ(s)

∥∥∥
0

)
ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijM
∣∣w1
ij(s)− w2

ij(s)
∣∣ ds

≤ (M + 2LH) sup
t≥0

∥∥w1(t)− w2(t)
∥∥
∑

Ckl∈Nr(i,j)
Cklij

aij

(
1− e−aijt

)

+4LK(δ) sup
t≥0

∥∥w1(t)− w2(t)
∥∥
∑
Ckl∈Nr(i,j)

Cklij

2aij − γ0

(
e−γ0t/2 − e−aijt

)
.

Therefore, we have that sup
t≥0

||Π̃w1(t)−Π̃w2(t)|| ≤ α2 sup
t≥0

||w1(t)−w2(t)||. Since α2 < 1, one can conclude

by using a contraction mapping argument that there exists a unique fixed point w̃(t) = {w̃ij(t)} of the

operator Π̃ : Ψδ → Ψδ, which is a solution of (4.10).

To complete the proof, we need to show that there does not exist a solution of (4.10) with σ = 0

different from w̃(t). Suppose that θp ≤ 0 < θp+1 for some p ∈ Z. Assume that there exists a solution

w(t) = {wij(t)} of (4.10) different from w̃(t). Denote by z(t) = {zij(t)} the difference w(t) − w̃(t), and

let max
t∈[0,θp+1]

||z(t)|| = m̄. It can be verified for t ∈ [0, θp+1] that

|zij(t)| ≤
∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij |ṽij(s) + w̃ij(s)|

×
∣∣f(ṽkls + wkls, ṽklγ(s) + wklγ(s))− f(ṽkls + w̃kls, ṽklγ(s) + w̃klγ(s))

∣∣ ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij
∣∣f(ṽkls + wkls, ṽklγ(s) + wklγ(s))

∣∣ |zij(s)| ds

≤
∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij L (H +K(δ))
(
‖zkls‖0 +

∥∥zklγ(s)
∥∥
0

)
ds

+

∫ t

0

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijM |zij(s)| ds

≤ θ̄m̄ [M + 2L (H +K(δ))]
∑

Ckl∈Nr(i,j)

Cklij .

The last inequality yields ‖z(t)‖ ≤ α3m̄. Because α3 < 1 we obtain a contradiction. Therefore, w(t) =

w̃(t) for t ∈ [0, θp+1]. Utilizing induction one can easily prove the uniqueness for all t ≥ 0. �

Remark 4.1 In the proof of Theorem 4.1, we make use of the contraction mapping principle to prove the

exponential stability. In the literature, Lyapunov-Krasovskii functionals, LMI technique, free weighting

matrix method and differential inequality technique were used to investigate the exponential stability in

neural networks [12, 54, 57]. They may also be considered in the future to prove the exponential stability

in networks of the form (2.3).

12



The next section is devoted to the existence as well as the exponential stability of almost periodic

solutions of (2.3).

5 Almost periodic solutions

Let us denote by B0(R) the set of all bounded and continuous functions defined on R. For g ∈ B0(R)

and α ∈ R, a translation of g by α is a function Qαg(t) = g(t + α), t ∈ R. A number α ∈ R is called

an ǫ−translation number of a function g ∈ B0(R) if ||Qαg(t)− g(t)|| < ǫ for every t ∈ R. Besides, a set

S ⊂ R is said to be relatively dense if there exists a number h > 0 such that [ϑ, ϑ + h] ∩ S 6= ∅ for all

ϑ ∈ R. A function g ∈ B0(R) is said to be almost periodic, if for every positive number ǫ, there exists a

relatively dense set of ǫ−translation numbers of g [76].

On the other hand, an integer k0 is called an ǫ−almost period of a sequence {ap} , p ∈ Z, of real

numbers if |ap+k0 − ap| < ǫ for any p ∈ Z [77]. Let ζqp = ζp+q − ζp and θqp = θp+q − θp for all p and q. We

call the family of sequences
{
ζqp
}
, q ∈ Z, equipotentially almost periodic [22, 77, 78] if for an arbitrary

positive number ǫ there exists a relatively dense set of ǫ−almost periods, common for all sequences
{
ζqp
}
,

q ∈ Z.

The following conditions are required.

(C8) The sequences
{
ζqp
}
, q ∈ Z, as well as the sequences

{
θqp
}
, q ∈ Z, are equipotentially almost

periodic;

(C9) There exist positive numbers θ and ζ such that θp+1 − θp ≥ θ and ζp+1 − ζp ≥ ζ for all p ∈ Z.

It follows from condition (C8) that there exists a positive number θ̄ such that condition (C3) is valid,

and |θp|, |ζp| → ∞ as |p| → ∞ [22, 77, 78].

The next assertion can be proved by the method of common almost periods developed in [79] (see

also [77, 78]).

Lemma 5.1 [78] Assume that L(t) = {Lij(t)} , i = 1, 2, . . . ,m, j = 1, 2, . . . , n is almost periodic and

the conditions (C8), (C9) are valid. Then, for arbitrary η > 0, 0 < ν < η, there exist relatively dense

sets of real numbers Ω and integers Q such that

(i) ‖L(t+ α)− L(t)‖ < η, t ∈ R;

(ii) |ζqp − α| < ν, p ∈ Z;

(iii) |θqp − α| < ν, p ∈ Z, α ∈ Ω, q ∈ Q.

The existence and exponential stability of the almost periodic solution of the network (2.3) is men-

tioned in the following theorem.
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Theorem 5.1 Assume that the conditions (C1), (C2), (C4)− (C6), (C8) and (C9) are fulfilled. Then,

the SICNN (2.3) admits a unique almost periodic solution. If, additionally, the condition (C7) is valid,

then the solution is exponentially stable with exponential convergence rate γ0/2.

Proof. It follows from Theorem 4.1 that (2.3) admits a unique bounded on R solution u(t) = {uij(t)} ,

i = 1, 2, . . . ,m, j = 1, 2, . . . ,m, which is exponentially stable provided that the condition (C7) is valid.

We will show that it is an almost periodic function.

Consider the operator Π defined by equation (4.9) again. It is sufficient to verify that Πu(t) is almost

periodic, if u(t) is.

Let us denote β = max
(i,j)

[
1

aij
+ (M + 3LH)

∑
Ckl∈Nr(i,j)

Cklij

aij
+

4LH2
∑

Ckl∈Nr(i,j)
Cklij

1− e−aijθ

]
. Fix an arbi-

trary positive number ǫ. Because Πu is uniformly continuous, there exists a positive number η satisfying

η <
θ

5
and η ≤ ǫ

3β
such that if |t′ − t′′| < 4η, then

‖Πu(t′)−Πu(t′′)‖ < ǫ

3
. (5.11)

Next, we take into account a number ν with 0 < ν < η such that ‖u(t′)− u(t′′)‖ < η whenever

|t′ − t′′| < ν, and let α and q be numbers as mentioned in Lemma 5.1 such that α is an η−translation

number for u(t).

Assume that t ∈ (θp + η, θp+1 − η) for some p ∈ Z. Making use of the equation

(Πu(t+ α))ij − (Πu(t))ij = −
∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij

×
[
f(ukl(s+α), uklγ(s+α))uij(s+ α)− f(ukls, uklγ(s))uij(s)

]
ds

+

∫ t

−∞

e−aij(t−s) [Lij(s+ α)− Lij(s)] ds,

we obtain that

|(Πu(t+ α))ij − (Πu(t))ij | ≤
∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijM |uij(s+ α)− uij(s)| ds

+

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥ukl(s+α) − ukls

∥∥
0
ds

+

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥uklγ(s+α) − uklγ(s)

∥∥
0
ds

+

∫ t

−∞

e−aij(t−s) |Lij(s+ α)− Lij(s)| ds.

(5.12)

According to Lemma 5.1, (i), the inequality

∫ t

−∞

e−aij(t−s) |Lij(s+ α)− Lij(s)| ds <
η

aij
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is valid. Moreover, since α is an η−translation number for u(t), one can confirm that

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

CklijM |uij(s+ α)− uij(s)| ds <
Mη

aij

∑

Ckl∈Nr(i,j)

Cklij

and

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥ukl(s+α) − ukls

∥∥
0
ds <

LHη

aij

∑

Ckl∈Nr(i,j)

Cklij .

On the other hand, we have

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥uklγ(s+α) − uklγ(s)

∥∥
0
ds

≤
∫ t

θp+η

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥uklγ(s+α) − ukl(γ(s)+α)

∥∥
0
ds

+

∞∑

λ=0

∫ θp−λ−η

θp−λ−1+η

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥uklγ(s+α) − ukl(γ(s)+α)

∥∥
0
ds

+

∞∑

λ=0

∫ θp−λ+η

θp−λ−η

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥uklγ(s+α) − ukl(γ(s)+α)

∥∥
0
ds

+

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥ukl(γ(s)+α) − uklγ(s)

∥∥
0
ds.

(5.13)

For any p ∈ Z, if s ∈ (θp + η, θp+1 − η), then one can show by using Lemma 5.1, (iii) that the number

s+ α belongs to the interval (θp+q, θp+q+1) so that

∥∥uγ(s+α) − uγ(s)+α
∥∥
0
= max

κ∈[−τ,0]
|u(κ+ ζp+q)− u(κ+ ζp + α)| < η,

since |(κ+ ζp+q)− (κ+ ζp + α)| =
∣∣ζqp − α

∣∣ < ν by Lemma 5.1, (ii). Besides, the inequality

∞∑

λ=0

∫ θp−λ+η

θp−λ−η

e−aij(t−s)ds ≤ 2η
∞∑

λ=0

e−aijθλ =
2η

1− e−aijθ

is valid. Therefore, (5.13) yields

∫ t

−∞

e−aij(t−s)
∑

Ckl∈Nr(i,j)

Cklij LH
∥∥uklγ(s+α) − uklγ(s)

∥∥
0
ds

< LHη

(
2
∑
Ckl∈Nr(i,j)

Cklij

aij
+

4H
∑
Ckl∈Nr(i,j)

Cklij

1− e−aijθ

)
.

It can be verified by means of (5.12) that

|(Πu(t+ α))ij − (Πu(t))ij | < η

[
1

aij
+ (M + 3LH)

∑
Ckl∈Nr(i,j)

Cklij

aij
+

4LH2
∑
Ckl∈Nr(i,j)

Cklij

1− e−aijθ

]
.
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Hence,

‖Πu(t+ α) −Πu(t)‖ < βη ≤ ǫ/3 (5.14)

for each t that belongs to the intervals (θp + η, θp+1 − η), p ∈ Z.

The inequality η < θ/5 ensures that t+ 3η ∈ (θp + η, θp+1 − η) if |t− θp| ≤ η. Now, by means of the

inequalities (5.11) and (5.14) we attain for |t− θp| ≤ η, p ∈ Z, that

‖Πu(t+ α)−Πu(t)‖ ≤ ‖Πu(t+ α)−Πu(t+ α+ 3η)‖

+ ‖Πu(t+ α+ 3η)−Πu(t+ 3η)‖+ ‖Πu(t+ 3η)−Πu(t)‖

< ǫ.

The last inequality implies that α is an ǫ−translation number of Πu(t). Consequently, the SICNN (2.3)

admits a unique almost periodic solution. �

Remark 5.1 The Bohr definition of almost periodicity is also suitable for the application of Lyapunov

functional method and the technique of Young inequality [59] to show the existence, uniqueness and

exponential stability of almost periodic solutions in CNNs.

6 An example

Consider the sequence θ = {θp} defined as θp = p+
1

4
| sin(p)− cos(p

√
2)|, p ∈ Z. Utilizing the technique

provided in [77, 80], one can verify that the sequences
{
θqp
}
, q ∈ Z, are equipotentially almost periodic.

We take the function γ(t) with ζp = θp. One can confirm that the conditions (C3) and (C9) hold with

θ̄ = 3/2 and θ = 1/2, respectively.

Let us take into account the SICNN

dxij
dt

= −aijxij −
∑

Ckl∈N1(i,j)

Cklij f(xkl(γ(t)− τ))xij + Lij(t), (6.15)

in which i, j = 1, 2, 3, f(s) =
s2

2
if |s| ≤ 0.1, f(s) = 0.005 if |s| > 0.1, τ = 0.3,




a11 a12 a13

a21 a22 a23

a31 a32 a33




=




9 3 5

6 5 4

3 12 9



,
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


C11 C12 C13

C21 C22 C23

C31 C32 C33




=




0.08 0.01 0.02

0.05 0.03 0.06

0.04 0.07 0.02



,




L11(t) L12(t) L13(t)

L21(t) L22(t) L23(t)

L31(t) L32(t) L33(t)




=




0.1 cos(t) + 0.2 sin(
√
2t) 0.2 cos(πt) + 0.1 sin(

√
2t) 0.15 cos(2t)− 0.12 cos(πt)

0.15 cos(3t)− 0.1 sin(πt) 0.2 cos(t)− 0.15 sin(
√
2t) 0.1 sin(t) + 0.2 cos(

√
3t)

0.2 cos(
√
2t) + 0.14 sin(πt) 0.2 cos(

√
2t) + 0.1 sin(t) 0.15 cos(

√
2t)− 0.13 cos(4t)



.

One can calculate that
∑
Ckl∈N1(1,1)

Ckl11 = 0.17,
∑

Ckl∈N1(1,2)
Ckl12 = 0.25,

∑
Ckl∈N1(1,3)

Ckl13 = 0.12,

∑
Ckl∈N1(2,1)

Ckl21 = 0.28,
∑

Ckl∈N1(2,2)
Ckl22 = 0.38,

∑
Ckl∈N1(2,3)

Ckl23 = 0.21,
∑

Ckl∈N1(3,1)
Ckl31 = 0.19,

∑
Ckl∈N1(3,2)

Ckl32 = 0.27,
∑

Ckl∈N1(3,3)
Ckl33 = 0.18. The conditions (C5) − (C7) are valid for (6.15) with

γ0 = 3, µ = 0.38, c̄ = d̄ = 0.25/3, M = 0.005, L = 0.1, L̄ = 0.35, l̄ = 0.34/3. According to Theorem 5.1,

the network (6.15) has a unique almost periodic solution, which is exponentially stable with the rate of

convergence 3/2.

Consider the constant function φ(t) = {φij(t)} such that φ11(t) = −0.025, φ12(t) = 0.036, φ13(t) =

−0.014, φ21(t) = 0.012, φ22(t) = −0.021, φ23(t) = 0.042, φ31(t) = 0.023, φ32(t) = −0.015, φ33(t) = 0.012.

We depict in Figure 1 the solution x(t) = {xij(t)} of (6.15) with x(t) = φ(t), t ≤ σ = θ0 =
1

4
. Figure

1 supports the result of Theorem 5.1 such that the represented solution converges to the unique almost

periodic solution of SICNN (6.15).
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Figure 1: The unique almost periodic solution of SICNN (6.15).
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7 Conclusion

In this paper, we investigate the existence as well as the exponential stability of almost periodic solutions

in a new model of SICNNs. The usage of the functional response on alternate (advanced-delayed) type

of piecewise constant arguments is the main novelty of our study, and it is useful for the investigation

of a large class of neural networks. An illustrative example is provided to show the effectiveness of the

theoretical results.

Our approach concerning exponential stability may be used in the future to investigate synchroniza-

tion of chaos in coupled neural networks and control of chaos in large communities of neural networks

with piecewise constant argument.

Differential equations with functional response on piecewise constant argument can be applied for the

development of other kinds of recurrent networks such as Hopfield and Cohen-Grossberg neural networks

[81, 82] and others. This will provide new opportunities for the analysis and applications of neural

networks.

Acknowledgments

The authors wish to express their sincere gratitude to the referees for the helpful criticism and valuable

suggestions, which helped to improve the paper significantly.

The second author is supported by the 2219 scholarship programme of TÜBİTAK, the Scientific and

Technological Research Council of Turkey.

References

[1] Chua LO (1998) CNN: A Paradigm for complexity. World Scientific, Singapore.

[2] Chua LO, Yang L (1988) Cellular neural networks: theory. IEEE Trans Circuits Syst 35:1257–1272.

[3] Chua LO, Yang L (1988) Cellular neural networks: applications. IEEE Trans Circuits Syst 35:1273–

1290.

[4] Chua LO, Roska T (1990) Cellular neural networks with nonlinear and delay-type template ele-

ments. In: Proceedings of IEEE International Workshop on Cellular Neural Networks and Their

Applications, pp 12–25.

[5] Chua LO, Roska T (1992) Cellular neural networks with nonlinear and delay type template elements

and non-uniform grids. Int J Circuit Theory Appl 20:449–451.

[6] Hsu C-H, Lin S-S, Shen W (1999) Traveling waves in cellular neural networks. International Journal

of Bifurcation and Chaos 9:1307–1319.

18



[7] Weng P, Wu J (2003) Deformation of traveling waves in delayed cellular neural networks. Interna-

tional Journal of Bifurcation and Chaos 13:797–813.

[8] Zou F, Schwartz S, Nossek J (1990) Cellular neural network design using a learning algorithm. In:

Proceedings of IEEE International Workshop on Cellular Neural Networks and Their Applications,

pp 73–81.

[9] Li L, Fang Z, Yang Y (2012) A shunting inhibitory cellular neural network with continuously dis-

tributed delays of neutral type. Nonlinear Analysis: Real World Applications 13:1186–1196.

[10] Rosko T, Boros T, Thiran P, Chua LO (1990) Detecting simple motion using cellular neural net-

works. In: Proceedings of IEEE International Workshop on Cellular Neural Networks and Their

Applications, pp 127–138.

[11] Bouzerdoum A, Pinter RB (1993) Shunting inhibitory cellular neural networks: derivation and

stability analysis. IEEE Trans Circuits Systems I Fund Theory and Appl 40:215–221.

[12] Chen L, Zhao H (2008) Global stability of almost periodic solution of shunting inhibitory cellular

neural networks with variable coefficients. Chaos, Solitons and Fractals 35:351–357.

[13] Ding HS, Liang J, Xiao TJ (2008) Existence of almost periodic solutions for SICNNs with time-

varying delays. Physics Letters A, 372:5411–5416.

[14] Chen A, Cao J (2002) Almost periodic solution of shunting inhibitory CNNs with delays. Physics

Letters A 298:161–170.

[15] Ou C (2009) Almost periodic solutions for shunting inhibitory cellular neural networks. Nonlinear

Analysis: Real World Applications 10:2652–2658.

[16] Cherif F (2012) Existence and global exponential stability of pseudo almost periodic solution for

SICNNs with mixed delays, Journal of Applied Mathematics and Computing 39:235–251.

[17] Hu M, Wang L (2011) Existence and exponential stability of almost periodic solution for Cohen-

Grossberg SICNNs with impulses. World Academy of Science, Engineering and Technology, 52:941–

950.

[18] Xia Y, Cao J, Huang Z (2007) Existence and exponential stability of almost periodic solution for

shunting inhibitory cellular neural networks with impulses. Chaos, Solitons and Fractals 34:1599–

1607.

[19] Huang X, Cao J (2003) Almost periodic solution of shunting inhibitory cellular neural networks

with time-varying delay. Physics Letters A 314:222–231.

19



[20] Zhou Q, Xiao B, Yu Y (2006) Existence and stability of almost periodic solutions for shunting

inhibitory cellular neural networks with continuously distributed delays. Electronic Journal of Dif-

ferential Equations 2006:1–10.

[21] Akhmet M (2006) On the integral manifolds of the differential equations with piecewise constant

argument of generalized type. In: Agarwal RP, Perera K (ed) Proceedings of the Conference on

Differential and Difference Equations at the Florida Institute of Technology, August 1-5, 2005,

Melbourne, Florida, Hindawi Publishing Corporation, pp 11–20.

[22] Akhmet M (2011) Nonlinear hybrid continuous/discrete time models. Atlantis Press, Amsterdam,

Paris.

[23] Aftabizadeh AR, Wiener J (1988) Oscillatory and periodic solutions for systems of two first order

linear differential equations with piecewise constant argument. Appl Anal 26:327–333.

[24] Busenberg S, Cooke KL (1982) Models of vertically transmitted diseases with sequential-continuous

dynamics. In: Lakshmikantham V (ed) Nonlinear Phenomena in Mathematical Sciences, Academic

Press, New York, pp 179–187.

[25] Cooke KL, Wiener J (1987) Neutral differential equations with piecewise constant argument. Boll

Un Mat Ital 7:321–346.

[26] Cooke KL, Wiener J (1984) Retarded differential equations with piecewise constant delays. Journal

of Mathematical Analysis and Applications 99:265–297.

[27] Dai L (2008) Nonlinear dynamics of piecewise constant systems and implementation of piecewise

constant arguments. World Scientific, Singapore.

[28] Dai L, Singh MC (1994) On oscillatory motion of spring-mass systems subjected to piecewise con-

stant forces, J Sound Vibration 173:217–232.

[29] Seifert G (2000) Almost periodic solutions of certain differential equations with piecewise constant

delays and almost periodic time dependence. Journal of Differential Equations 164:451–458.

[30] Wiener J (1993) Generalized solutions of functional differential equations. World Scientific, Singa-

pore.

[31] Zhu H, Huang L (2004) Dynamics of a class of nonlinear discrete-time neural networks. Computers

& Mathematics with Applications 48:85–94.

[32] Yang X (2006) Existence and exponential stability of almost periodic solutions for cellular neural

networks with piecewise constant argument. Acta Math Appl Sin 29:789–800.

20



[33] Jun YX, Jian WZ (2008) Asymptotic behavior of a neural network model with three piecewise

constant arguments. Hunan Daxue Xuebao 35:59–62 (Chinese).

[34] Murray JD (2002) Mathematical Biology: I. An Introduction. Springer, New York, Heidelberg,

Berlin.

[35] Hoppensteadt FC, Peskin CS (1992) Mathematics in medicine and the life sciences. Springer-Verlag,

New York, Heidelberg, Berlin.

[36] Buck J (1988) Synchronous rhythmic flashing of fireflies. II. The Quarterly Review of Biology 63:265–

290.

[37] Driver RD (1979) Can the future influence the present? Physical Review D 19:1098–1107.

[38] Akhmet MU, Yılmaz E (2010) Impulsive Hopfield-type neural network system with piecewise con-

stant argument. Nonlinear Analysis: Real World Applications 11:2584–2593.

[39] Akhmet MU, Aruğaslan D, Yılmaz E (2010) Stability in cellular neural networks with piecewise

constant argument. Journal of Computational and Applied Mathematics 233:2365–2373.

[40] Akhmet MU, Aruğaslan D, Yılmaz E (2010) Stability analysis of recurrent neural networks with

piecewise constant argument of generalized type. Neural Networks 23:805–811.

[41] Shepherd GM (2004) The synaptic organization of the brain. Oxford University Press, New York.

[42] Vida I, Bartos M, Jonas P (2006) Shunting inhibition improves robustness of gamma oscillations in

hippocampal interneuron networks by homogenizing firing rates. Neuron 49:107-117.

[43] Mitchell SJ, Silver RA (2003) Shunting inhibition modulates neuronal gain during synaptic excita-

tion. Neuron 38:433-445.

[44] Borg-Graham LJ, Monier C, Frégnac Y (1998) Visual input evokes transient and strong shunting

inhibition in visual cortical neurons. Nature 393:369-373.

[45] Bouzerdoum A, Nabet B, Pinter RB (1991) Analysis and analog implementation of directionally

sensitive shunting inhibitory cellular neural networks. In: Visual Information Processing: From

Neurons to Chips, Vol. SPIE-1473, pp 29–38.

[46] Bouzerdoum A, Pinter RB (1992) Nonlinear lateral inhibition applied to motion detection in the

fly visual system. In: Pinter RB, Nabet B (ed), Nonlinear Vision, CRC Press, Boca Raton, FL, pp

423–450.

[47] Bouzerdoum A, Pinter RB (1990) A shunting inhibitory motion detector that can account for the

functional characteristics of fly motion-sensitive interneurons. In: Proceedings of International Joint

Conference Neural Networks, Vol 1, pp 149–153.

21



[48] Pinter RB, Olberg RM, Warrant E (1989) Luminance adaptation of preferred object size in identified

dragonfly movement detectors. In: Proceedings of IEEE International Conference SMC, pp 682–686.

[49] Bouzerdoum A (1993) The elementary movement detection mechanism in insect vision. Philosophical

Transactions of the Royal Society of London B 339:375-384.

[50] Pinter RB (1983) Product term nonlinear lateral inhibition enhances visual selectivity for small

objects and edges. Journal of Theoretical Biology 110:525-531.

[51] Jernigan ME, Belshaw RJ, McLean GF (1991) Nonlinear lateral inhibition and image processing. In:

Nabet B, Pinter RB (ed), Sensory Neural Networks: Lateral Inhibition, CRC Press, Boca Raton,

FL, pp 27–45.

[52] Fukushima K, Miyake S, Ito T (1983) Neocognitron: A neural network model for a mechanism of

visual pattern recognition. IEEE Trans. Syst., Man, Cybern. 13:826-834.

[53] Arulampalam G, Bouzerdoum A (2001) Application of shunting inhibitory artificial neural networks

to medical diagnosis. In: Proceedings of Seventh Australian and New Zealand Intelligent Information

Systems Conference, Perth, Western Australia, pp 89-94.

[54] Liao X, Chen G, Sanchez EN (2002) Delay-dependent exponential stability analysis of delayed neural

networks: an LMI approach. Neural Networks 15:855-866.

[55] Yi Z, Heng PA, Fu AWC (1999) Estimate of exponential convergence rate and exponential stability

for neural networks. IEEE Transactions on Neural Networks 10:1487-1493.

[56] Wen S, Huang T, Zeng Z, Chen Y, Li P (2015) Circuit design and exponential stabilization of

memristive neural networks. Neural Networks 63:48-56.

[57] He Y, Wu M, She J-H (2006) Delay-dependent exponential stability of delayed neural networks with

time-varying delay. IEEE Transactions on Circuits and Systems-II: Express Briefs 53:553-557.

[58] Dan S, Yang SX, Feng W (2013) Lag synchronization of coupled delayed chaotic neural networks

by periodically intermittent control. Abstract and Applied Analysis 2013:501461.

[59] Jiang H, Zhang L, Teng Z (2005) Existence and global exponential stability of almost periodic

solution for cellular neural networks with variable coefficients and time-varying delays. IEEE Trans-

actions on Neural Networks 16:1340-1351.

[60] Wang L (2010) Existence and global attractivity of almost periodic solutions for delayed high-ordered

neural networks. Neurocomputing 73:802–808.

22



[61] Wen SP, Zeng ZG, Huang TW, Li CJ (2015) Passivity and passification of stochastic impulsive

memristor-based piecewise linear system with mixed delays. Int. J. Robust Nonlinear Control 25:610-

624.

[62] Wen S, Zeng Z, Huang T, Y. Zhang Y (2014) Exponential adaptive lag synchronization of memristive

neural networks via fuzzy method and applications in pseudorandom number generators. IEEE

Transactions on Fuzzy Systems 22:1704-1713.

[63] Wen S, Zeng Z, Huang T, Meng Q, Yao W (2015) Lag synchronization of switched neural networks

via neural activation function and applications in image encryption. IEEE Transactions on Neural

Networks and Learning Systems 26:1493-1502.

[64] Pasemann F, Hild M, Zahedi K (2003), SO(2)-networks as neural oscillators. In: Mira J, Álvarez

JR (ed) Computational Methods in Neural Modeling, Lecture Notes in Computer Science, vol 2686,

pp 144–151.

[65] Izhikevich EM (2007) Dynamical systems in neuroscience: The geometry of excitability and bursting.

The MIT Press, Cambridge.

[66] Kimura H, Akiyama S, Sakurama K (1999), Realization of dynamic walking and running of the

quadruped using neural oscillator. Autonomous Robots 7:247–258.

[67] Wang X (1992) Discrete-time dynamics of coupled quasi-periodic and chaotic neural network oscil-

lators. In: Proceedings of International Joint Conference on Neural Networks, Baltimore, Maryland,

USA, pp 517-522.

[68] Burton TA (1985) Stability and periodic solutions of ordinary and functional differential equations.

Academic Press, Orlando, Florida.

[69] Hale J (1971) Functional differential equations. Springer, New York.

[70] Kuang Y (1993) Delay differential equations: With applications in population dynamics, Academic

Press, Boston, New York.

[71] Seifert G (2003) Second-order neutral delay-differential equations with piecewise constant time de-

pendence. Journal of Mathematical Analysis and Applications 281:1–9.

[72] Seifert G (2003) Almost periodic solutions of certain neutral functional differential equations. Com-

munications in Applied Analysis 7:437–442.

[73] Wang G (2007) Periodic solutions of a neutral differential equation with piecewise constant argu-

ments. J Math Anal Appl 326:736–747.

23



[74] Wang L, Yuan R, Zhang CY (2011) A spectrum relation of almost periodic solution of second order

scalar functional differential equations with piecewise constant argument. Acta Mathematica Sinica,

English Series 27:2275–2284.

[75] Akhmet MU (2014) Quasilinear retarded differential with functional dependence on piecewise con-

stant argument. Commun on Pure and Appl Analysis 13:929-947.

[76] Corduneanu C (2009) Almost periodic oscillations and waves. Springer, New York.

[77] Samoilenko AM, Perestyuk NA (1995) Impulsive differential equations. World Scientific, Singapore.

[78] Halanay A, Wexler D (1971) Qualitative theory of impulsive systems. Mir, Moscow, (Russian).

[79] Wexler D (1966) Solutions périodiques et presque-périodiques des systémes d’équations différetielles

linéaires en distributions. J Differential Equations 2:12-32.

[80] Akhmetov MU, Perestyuk NA, Samoilenko AM (1983) Almost-periodic solutions of differential equa-

tions with impulse action. Akad. Nauk Ukrain. SSR Inst., Mat. Preprint, no. 26, p 49 (Russian).

[81] Hopfield JJ (1984) Neurons with graded response have collective computational properties like those

of two-state neurons. Proc. Natl. Acad. Sci. USA 81:3088-3092.

[82] Cohen MA, Grossberg S (1993) Absolute stability of global pattern formation and parallel memory

storage by competitive neural networks. IEEE Transactions on Systems, Man, and Cybernetics,

SMC-13:815-826.

24


	1 Introduction
	2 Preliminaries
	3 Existence and uniqueness
	4 Bounded solutions
	5 Almost periodic solutions
	6 An example
	7 Conclusion

