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Abstract The need to protect the environment and biodi-

versity and to safeguard public health require the devel-

opment of timely and reliable methods for the identification

of particularly dangerous invasive species, before they

become regulators of ecosystems. These species appear to

be morphologically similar, despite their strong biological

differences, something that complicates their identification

process. Additionally, the localization of the broader space

of dispersion and the development of invasive species are

considered to be of critical importance in the effort to take

proper management measures. The aim of this research is

to create an advanced computational intelligence system

for the automatic recognition, of invasive or another

unknown species. The identification is performed based on

the analysis of environmental DNA by employing machine

learning methods. More specifically, this research effort

proposes a hybrid bio-inspired computational intelligence

detection approach. It employs extreme learning machines

combined with an evolving Izhikevich spiking neuron

model for the automated identification of the invasive fish

species ‘‘Lagocephalus sceleratus’’ extremely dangerous

for human health.

Keywords eDNA � Semi-supervised learning �
Semi-supervised ELM � Izhikevich neuron model �
Invasive species � Lagocephalus sceleratus

1 Introduction

1.1 Invasive species early detection

Invasive species, as a potential impact of climate

change, pose a serious and rapidly worsening threat to

natural biodiversity and ecological balance of the planet,

particularly regarding marine species [1]. Although not

all alien and invasive species are harmful, the precau-

tionary principle dictates that all incomers need to be

detected and that the competent bodies are obliged to be

ready to respond quickly and deal with any problems

that may arise. Therefore, early detection of these spe-

cies is a critical process, which can slow the uncon-

trolled expansion of the problem, increase the likelihood

of eliminating the phenomenon before it is widely

established and ultimately avoid the need for costly and

long-term control efforts.

The identification and classification of invasive spe-

cies using exclusively phenotypic markers is an extre-

mely difficult and uncertain process, as neither the big

differences in morphology nor the significant similarities

reflect the level of affinity between the organizations

(species problem) [2]. The effort of species identification

using genetic methods, such as DNA barcoding or by

performing comparisons of biochemical or molecular

markers, are the best choice for studies of intraspecific

populations and subspecies. This is because high levels

of polymorphism can be used to describe the genetic

diversity, assessing the degree of genetic differentiation

between populations [3].

The Lagocephalus sceleratus is common in the tropical

waters of the Indian and Pacific oceans. It is a characteristic

case of invasive species whose presence in the Mediter-

ranean Sea causes serious problems. Its uncontrolled
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invasion and its reproduction threatens the marine envi-

ronment with an irreparable imbalance. Its presence causes

an intense competition with the native fish regarding the

available food. Moreover, it is extremely poisonous if eaten

because it contains tetrodotoxin in its ovaries and to a

lesser extent in its skin muscles and liver, which protects it

from voracious predators. It becomes toxic as it eats bac-

teria that contain the toxin. This deadly substance causes

paralysis of voluntary muscles, which may cause its vic-

tims to stop breathing or induce heart failure [4].

1.2 Environmental DNA (eDNA)

The environmental DNA (eDNA) is recovered from an

environmental sample such as soil or water, rather than a

single body. This technique relies on the fact that all the

animals leave, in the area driven, DNA residues via

feces, urine and skin. Taking samples (e.g., water) and

analysis of finding eDNA, it is possible to demonstrate

the presence of species without actually having this

species to be caught or seen. Such samples can be

analyzed by high-performance methods of DNA

sequencing determination, for the rapid measurement

and monitoring of biodiversity. The process of analyzing

these samples called metagenomics requires specialized

equipment and personnel in specialist laboratories and is

quite expensive [5, 6].

1.3 Species detection by eDNA

The methodology used involves a fairly complex process

in which specific primers are used in the first stage

(species specific primers—SSP) [7]. Primer is a short,

synthesized oligonucleotide which is used in molecular

search. It is designed to recognize the precise sequence

of DNA nucleotides, which is afterward used as a model

for PCR and amplifies the specific part of the strand.

One of the most important factors for successful DNA

amplification is the proper design of primers that are

species specific. The starters they interact only with the

DNA of the target species sought. Then, the typically

quite small amount of DNA of the target species that is

detected in the eDNA (if any) is amplified by the process

of polymerase chain reaction (polymerase chain reac-

tion—PCR).

This fact formalizes the existence and identification of

the target species. For this method, there is a compromise

between the numbers of species that can be detected on the

basis of the available primers that may be used. Also when

primers are targeted at too many species (Multi specific

Approach), rare species may be ignored, which imposes

focused search to a particular group or species family

[5, 6].

1.4 DNA-based identification

The procedure described in the paper starts by taking a

random sample from the environment (eDNA), which

contains material from different species, maybe thousands.

The target is the identification of the genetic material of

fish to then identify the genetic material of L. sceleratus.

To accomplish this, we use the respective sequence-

specific primers (SSP) with genetic material from the

groups (Algae, Cnidaria, Fishes, Mammals) which are

marine species and have a similar genetic form. The aim is

to use them in the training of the semi-supervised ELM

model, to isolate the desired groups. The reason for using

four SSP is to create a realistic and highly complex dataset.

The SSP serves as reagents which are activated as soon as

the corresponding DNA has been found. In this way, we

isolate the genetic material of the fish of interest.

Since we complete the first stage and the DNA is

grouped into four classes (algae, Cnidaria, fishes, mam-

mals), the second phase of the proposed algorithmic

approach follows. In this stage, the class ‘‘fishes’’ obtained

from the previous process is considered as the initial

dataset and thus pattern recognition is performed based on

the Izhikevich spiking neuron model. This process man-

ages to achieve the final goal which is the detection of the

L. sceleratus DNA.

1.5 Literature review

Valentini et al. [8] tested if an eDNA metabarcoding

approach, using water samples, can be used for addressing

significant questions in ecology and conservation. Two key

aquatic vertebrate groups were targeted: amphibians and

bony fish. The reliability of this method was cautiously

validated in silico, in vitro, and in situ. When compared

with traditional surveys or historical data, eDNA

metabarcoding showed a much better detection probability

overall. For amphibians, the detection probability with

eDNA metabarcoding was 0.97 (CI 0.90–0.99) versus 0.58

(CI 0.50–0.63) for traditional surveys. For fish, in 89 % of

the studied sites, the number of taxa detected using the

eDNA metabarcoding approach was higher or identical to

the number detected using traditional methods.

Research by Herder et al. [9] has shown that in this

method it is possible to detect species without actually

seeing or catching them. The method uses DNA-based

identification, to detect species from extracellular DNA, or

cell debris, that species leave behind in the environment.

Dejean et al. [10] compare the sensitivity of traditional

field methods, based on auditory and visual encounter

surveys, with an eDNA survey for the detection of the

American bullfrog Rana catesbeiana = Lithobates cates-

beianus, which is invasive in south-western France. They
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demonstrate that the eDNA method is valuable for species

detection and surpasses traditional amphibian survey

methods in terms of sensitivity and sampling effort. The

bullfrog was detected in 38 sites using the molecular

method, compared with seven sites using the diurnal and

nocturnal surveys, suggesting that traditional field surveys

have strongly underestimated the distribution of the

American bullfrog. Dejean et al. [11] estimated the time of

DNA detection taking into account aquatic environment

conditions and DNA concentrations. Experimentation was

performed on two different species: the American bullfrog

(Rana catesbeiana = Lithobates catesbeianus) and the

Siberian sturgeon (Acipenser baerii).

On the other hand, in [12], Pan Yi discusses the use of

machine learning methods with various advanced encoding

schemes and classifiers to improve the accuracy of protein

structure prediction. Also, in [13] a machine learning

method is proposed for classifying DNA-binding proteins

from non-binding proteins based on sequence information.

Finally, paper [14] introduces three ensemble machine

learning methods for analysis of biological DNA binding

by transcription factors (TFs). The goal is to identify both

TF target genes and their binding motifs. Subspace-valued

weak learners (formed from an ensemble of different motif

finding algorithms) combine candidate motifs as probabil-

ity weight matrices (PWM), which are then translated into

subspaces of a DNA k-mer (string) feature space. Assess-

ing and then integrating highly informative subspaces by

machine methods gives more reliable target classification

and motif prediction.

2 Innovation of this research

The most important innovation proposed by this research is

the use of machine learning methods to analyze and detect

an invasive species through eDNA analysis. Although there

are several related analytical studies that make use of the

eDNA [6, 8–11] (to the best of our knowledge), it is the

first attempt in the literature that employs a spiking neural

networks machine learning approach.

Also, an important innovation is the proposal of incor-

poration of artificial intelligence, in digital machines that

can identify invasive or rare species based on their genetic

material, easily quickly and at minimal cost [3]. This will

greatly enhance the planning and development of innova-

tive biosecurity programs for the European Union [15] and

other countries [16]. Also, by adding machine learning

algorithms in DNA identification systems, the process is

simplified, and the time required to export the results of

identification is reduced and minimized for the reason that

a usual system can manage one sample at a time and

generate the profile within 90 min [17]. Another innovative

aspect of this research is related to the collection and

selection of the data, which emerged after extensive com-

parisons between the primers based on the FASTA algo-

rithm [18]. These data vectors were the training samples in

the learning process. Finally, the innovation is enhanced

further by the development and use of a hybrid machine

learning model (HMLM). The method proposed herein

combines the semi-supervised classification (SSC) ELM

algorithm with a sophisticated classification approach that

employs the Izhikevich neuron model, whose performance

is optimized with the differential evolution algorithm

(DEA). The HMLM combines for the first time two very

fast and highly accurate algorithms of biologically inspired

machine learning, to solve a multidimensional and com-

plex genetic identification problem.

3 Methodologies

3.1 Semi-supervised learning

The main drawback of classical learning methods with full

supervision is that they need a large number of labeled

training examples to construct a model with accept-

able accuracy. The training is usually done manually by the

instructor, which is a tedious and time-consuming process.

A key feature of learning with partial supervision (PSL) is

the use of pre-classified and at the same time unsorted

cases (in the training process) to produce the final model.

PSL uses first time seen examples, selected from the

allocation followed in the real world, to enhance the effi-

ciency of the learning process, using as few manually pre-

classified data vectors as possible. Self-training, mixture

models, graph-based methods, co-training and multiview

learning are characteristic examples of PSL [19]. It should

be emphasized that the success of learning with partial

supervision depends on some basic assumptions imposed

by each model or algorithm.

3.2 Semi-supervised ELM classification

The ELMs are characterized by the possibility to establish

the parameters of hidden nodes randomly before they see the

training data vectors; they are extremely fast and efficient

and can handle a multitude of trigger functions without

problems such as stopping criterion, learning rate and

learning epochs [20]. The semi-supervised classification

ELM approach works provided that the input patterns with

and without data tags come from the same marginal distri-

bution or follow a common classes structure. The unclassi-

fied data vectors provide useful information to explore the

data structure of the overall dataset, whereas the sorted data

contribute to the success of the learning process.
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Consider a supervised learning problem where we have

a training set with N samples, X; Yf g ¼ xi; yif gNi¼1. Here,
xi[ Rni ; yi is an no-dimensional binary vector with only one

entry (corresponding to the class that xi belongs to) equal to

one for multi-classification tasks, where ni and no are the

dimensions of the input and output, respectively. Semi-

supervised ELMs aim to learn a decision rule or an

approximation function based on the training data. The

semi-supervised ELM architecture follows two stages [21]:

(1) random feature mapping; (2) output weights solving.

The first stage is to construct the hidden layer using a fixed

number of randomly generated mapping neurons, which

can be any nonlinear piecewise continuous function, such

as the Gaussian function given below:

g x; hð Þ ¼ expð�b k x � a kÞ; ð1Þ

where h = {a, b} are the parameters of the mapping

function and || || denotes the Euclidian norm. Generating

feature mapping randomly enables semi-supervised ELMs

for fast nonlinear feature learning and alleviates the prob-

lem of overfitting. Also, in this stage, a number of hidden

neurons which map the data from the input space into an

nh-dimensional feature space (nh is the number of hidden

neurons) are randomly generated. We denote by h xið Þ 2
Rnh�n0 the output vector of the hidden layer with respect to

xi and b [ R1�nh no the output weights that connect the

hidden layer with the output layer. Then, the outputs of the

network are given by [21]

f xið Þ ¼ h xið Þb; i ¼ 1; . . .;N: ð2Þ

The second stage semi-supervised ELMs aim to solve

the output weights by minimizing the sum of the squared

losses of the prediction errors, which leads to the following

formulation that is widely known as the ridge regression or

regularized least squares problem [21]:

LELM ¼ bþ CHT Y � Hbð Þ; ð3Þ

where H ¼ h xið ÞT ; . . .; xNð ÞT
� �T2 Rnh�nh and h xið Þb ¼ yTi

�eTi ; i ¼ 1; . . .;N:

3.3 Izhikevich spiking neuron model

A typical spiking neuron model consists of dendrites,

which simulate the input level of the network that collects

signals from other neurons and transmits them to the next

level, called soma. The soma is the process level at which

when the input signal passes a specific threshold, an output

signal is generated. The output signal is taken from the

output level called the axon, which delivers the signal

(short electrical pulses called action potentials or spike

train) to be transferred to other neurons. A spike train is a

sequence of stereo-typed events generated at regular or

irregular intervals. Typically, the spikes have an amplitude

of about 100 mV and a duration of 1–2 ms. Although the

same elements exist in a linear perceptron, the main dif-

ference between a linear perceptron and a spiking model is

the action potential generated during the stimulation time.

Furthermore, the activation function used in spiking mod-

els is a differential equation that tries to model the dynamic

properties of a biological neuron in terms of spikes. The

form of the spike does not carry any information, and the

number and the timing of spikes are important. The

shortest distance between two spikes defines the absolute

refractory period of the neuron that is followed by a phase

of relative refractoriness where it is difficult to generate a

spike.

Several spiking models have been proposed in the last

years aiming to model different neurodynamic properties

of neurons. Among these models, we could mention the

well-known integrate-and-fire model, resonate-and-fire and

Hodgkin-Huxley model. One of the simplest and versatile

models is the one proposed by Izhikevich. This model has

only nine dimensionless parameters, and it is described by

the following equations [22]:

C _t ¼ k t� trð Þ t� ttð Þ � uþ I; ð4Þ

if t� tpeak then
t c

u uþ d

� �
; ð5Þ

_u ¼ a b t� trð Þ � uf g: ð6Þ

Depending on the values of a and b, it can be inte-

grator (b\ 0) or resonator (b[ 0). The parameters

c and d do not affect the sub-threshold behavior (in a

steady-state), whereas they affect the general model in

the after-spike behavior. The parameter u is the mem-

brane potential (membrane potential is the difference in

electric potential between the interior and the exterior

of a biological cell. With respect to the exterior of the

cell, typical values of membrane potential range from

-40 to -80 mV), u is the recovery current that repre-

sents a membrane recovery variable, which accounts for

the activation of K? ionic currents and inactivation of

Na? ionic currents, and it provides negative feedback

to u. After the spike reaches its apex (?30 mV), the

membrane voltage and the recovery variable are reset

according to Eq. (5). C is the membrane capacitance of

a neuron that influences synaptic efficacy and determi-

nes the speed with which electrical signals propagate

along dendrites and axons, tr is the resting membrane

potential in the model that is between 70 and 60 mV

depending on the value of b, and tt is the instantaneous

threshold potential which is the critical level to which

the membrane potential must be depolarized to initiate

an action potential. The parameter k occurs when the

neuron’s rheobase (rheobase is the minimal current
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amplitude of infinite duration) and input resistance. The

recovery time constant is a. The spike cutoff value is

tpeak and the voltage reset value is c. The parameter

d describes the total amount of outward minus inward

currents activated during the spike and affects the after-

spike behavior [22]. Various selections of these

parameters can lead to various native operating stan-

dards, depending on the objective and the problem it is

required to solve.

4 Description of the proposed hybrid approach

The algorithmic process of the hybrid scheme proposed

includes at first stage the use of the semi-supervised ELM

classification approach to create classes, which contain the

genetic material of a species family as Class 1—fish, Class

2—mammals, Class 3—algae and so on. To carry out this

process, special samples with genetic material of each

group (algae, Cnidaria, fish, mammals) are used in the

training process of the semi-supervised ELM classification

[21] as with the respective primers. These samples (pri-

mers) which are the fewest in the training set are the

labeled data, which will be used for the training and they

are denoted as:

Xl; Ylf g ¼ xi; yif gli¼1: ð7Þ

The unlabeled data which are the biggest part of the

training set are denoted as

Xuf g ¼ xif gui¼1: ð8Þ

The l and u are the number of the labeled and unlabeled

data, respectively. Then the following steps are used to

calculate the mapping function of the SS-ELM: Rni ! Rno :

Step 1: construct the graph Laplacian L from both Xl and

Xu.

Step 2: initiate an ELM network of nh hidden neurons

with random input weights and biases and calculate the

output matrix of the hidden neuron H 2 R lþuð Þxni .
Step 3: choose the trade-off parameter C0 and k.
Step 4: if nh B N, compute the output weights b using

function (9)

b ¼ Inh þ HTCHþ kHTLH
� ��1

HTC ~Y; ð9Þ

else compute the output weights b using function (10)

b ¼ HT Ilþu þ CHHT þ kLHHT
� ��1

C ~Y: ð10Þ

Return themapping function f xð Þ ¼ h xð Þb ð11Þ

It should be noted that a change in the input current

signal changes also the response of the Izhikevich neuron

model, creating different firing rates. The firing rates are

calculated as the number of spikes generated in an interval

T. The neuron is excited for a time T ms when receiving an

input signal and it fires when this spike or a train of spikes

exceeds a particular threshold of membrane potential and

then we have an action potential.

Having completed the first stage and the DNA grouped

in classes, the second phase of the proposed algorithmic

approach follows, in which the class fishes (obtained by

the previous procedure) is taken as the initial dataset.

Based on this class, the Izhikevich spiking model [22]

tries to discover the DNA of the species L. sceleratus

with the process of pattern recognition. This procedure is

described as follows.

Following the hypothesis ‘‘patterns from the same class

produce similar firing rates in the output of the spiking

neuron and patterns from other classes produce firing rates

different enough to discriminate among the classes,’’ the

Izhikevich model can be applied to solve the specified

pattern recognition problem. Let D ¼ xi; kf gpi¼ 1 be a set

of associations composed of input patterns, where = 1,…,

is the class to which xi [ Rn belongs. The learning process

adjusts the synaptic values of the model in such a way that

the output generates a different firing rate for each class,

reproducing the behavior described in the hypothesis. To

use the Izhikevich neuron model to solve the L. sceleratus

pattern classification problem, it is necessary to compute

the input current that stimulates the model. In other words,

the spiking neuron model is not directly stimulated with the

input pattern xi [ Rn but with the input current . If we

assume that each feature of the input pattern xi corresponds

to the presynaptic potential of different receptive fields,

then we can calculate the input current that stimulates the

spiking neuron as

I ¼ x � w; ð12Þ

where wi[ Rn is the set of synaptic weights of the neuron

model. This input current is used in the methodology to

stimulate the spiking model during ms.

Instead of using the spike train generated by the spiking

model to perform the pattern classification tasks, we

compute the firing rate of the neuron defined as

fr ¼ Nsp

T
; ð13Þ

where sp is the number of spikes that occur within the time

window of length.

It is necessary to calculate the average firing rate AFR [
RK of each class, using the firing rates produced by each

input pattern. In this sense, the learning process consists of

finding the synaptic values of the spiking model in such a
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way that it generates a different average firing rate for each

class.

Suppose that the spiking neuron is already trained using

a learning strategy. To determine the class to which an

unknown input pattern x belongs, it is necessary to compute

the firing rate generated by the trained spiking neuron.

After that, the firing rate is compared against the average

firing rate of each class. The minimum difference between

the firing rate and the average firing rates determines the

class of an unknown pattern. This is expressed with the

following equation:

cl ¼ argminKk¼1 AFRk � frj jð Þ; ð14Þ

where fr is the firing rate generated by the neuron model

stimulated with the input pattern ~x [22].

To achieve the desired behavior at the output of the

spiking neuron, it is necessary to adjust its synaptic

weights. During the training phase, the synapses of the

neuron model w are calculated using a powerful and effi-

cient technique for optimizing non-linear and non-differ-

entiable continuous space functions, which are called DEA

[23]. This heuristic algorithm optimizes a problem by

maintaining a population of candidate solutions and cre-

ating new candidate solutions by combining existing ones

according to its simple formulae, and then keeping

whichever candidate solution has the minimum score or

error function on the optimization problem at hand. This

approach has a lower tendency to converge to the local

maxima; it evolves populations with a smaller number of

individuals and has lower computation cost. To maximize

the accuracy of the spiking neuron model during a pattern

recognition task, the best set of synaptic weights must be

found using this algorithm. The function that uses the

classification error to find the set of synaptic weights is

defined as follows:

f w; Dð Þ ¼ 1� Performance w; Dð Þ; ð15Þ

where w are the synapses of the model, D is the set of input

patterns and performance (w, D) is a function which

computes the classification accuracy in terms of (14), given

by

Performance w; Dð Þ ¼ Pcc

Pt

; ð16Þ

where cc denotes the number of patterns correctly classified

and t denotes the number of tested patterns.

The general training methodology used to train the

Izhikevich spiking model with DEA begins with the cre-

ation of a plurality of random populations of candidate

solutions in the form of numerical vectors. The first of

them are chosen as targets. Then the DEA creates a trial

vector to perform the following four steps [22, 23]:

Step 1. Randomly select two vectors from the current

generation.

Step 2. Use the selected to compute the difference

vector.

Step 3. Multiply the difference vector by the weighting

factor.

Step 4. Form the new trial vector by adding the weighted

difference vector to a third one, randomly selected from

the current population.

The trial vector replaces the target one in the next

generation, if and only if the first produces a better solution

than the current, after comparing the cost value obtained by

the fitness function. She overall algorithmic approach that

was proposed herein is described clearly and in detail in

Fig. 1.

5 Training and testing datasets

Two datasets were created for the training of the hybrid

system and the implementation of testing. These datasets

resulted from the conversion of the initial genetic infor-

mation recorded with the code of four letters A, T, C and G

(abbreviations of the bases adenine, thymine, cytosine and

guanine) in the DNA of the tested species, in numerical

form.

The first eDNA sample dataset used in the training

process of the semi-supervised ELM classification algo-

rithm consists of three smaller subsets as below:

The Train Set includes 856 instances distributed to 580

independent variables and four classes (algae, Cnidaria,

fishes and mammals). Each class came from the DNA of

the respective species, namely: class algae from the DNA

of 66 respective species, the class Cnidaria from the DNA

of 58, the class fishes from the DNA of 81 and the class

mammals from the DNA of 43 respective species [24].

This dataset is used as the primers (SSP), that is, specific

samples with genetic material of each class (Algae, Cni-

daria, Fishes and Mammals) which are used to train the

SSC ELM. It is in fact the labeled data.

The Unlabeled Set is spread over 580 independent

variables and includes 4382 instances which have no class

(unlabeled). They came from the DNA of respective spe-

cies like the Train Set. These are unlabeled data that pro-

vide useful information on the algorithm for the

exploration of the data structure of the general test set.

The Test Set includes 184 instances distributed to 580

independent variables and 4 classes, which came from the

DNA of similar species, like the Train Set. These are

labeled data that are used by the algorithm to test its

accuracy (after training).
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The second dataset in which the Izhikevich neuron

model performs pattern recognition is the Fish_Dataset,

which in essence is the class of fishes resulting from the

process of the semi-supervised ELM classification. This is

a highly sophisticated set of data, which resulted from the

DNA of 81 fish species exhibiting high genetic similarities

[24, 25]. Extensive comparisons were performed on the

protein and DNA sequences (protein similarity search—

PSS method) between the DNA of the fish species L.

sceleratus and similar species. The PSS method provides

sequence similarity searching against protein databases

using the FASTA algorithm [25]. FASTA takes a given

Fig. 1 Architecture of the

proposed model
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nucleotide or amino acid sequence and searches a corre-

sponding sequence database using local sequence align-

ment to find matches of similar database sequences. This

algorithm follows a largely heuristic method which con-

tributes to the high speed of its execution. It initially

observes the pattern of word hits, word-to-word matches of

a given length and marks potential matches before per-

forming a more time-consuming optimized search. The

FASTA is not a machine learning algorithm, but the most

reliable method to select species with high genetic simi-

larity and to create a particularly complex dataset.

The Fish_Dataset includes 1823 instances, distributed in

580 independent variables and 19 classes that represent fish

of very high genetic similarity with the L. sceleratus.

6 Results and comparative analysis

Given that the datasets created a high genetic similarity

among the species tested and the specificities resulting

from the semi-supervised learning process, it is extremely

impressive that the proposed hybrid system managed to

solve a particularly complex, realistic genetic problem with

high accuracy. It is characteristic that in the process of

semi-supervised ELM classification, genetic characteristics

of the species tested were placed correctly on the classes

that symbolize the overall family of these species,

accounting for about 91.3 %. To appreciate the actual

importance of the above percentage, we have to consider

that the said algorithm was trained with about 19 % of the

total data (labeled data). The analytical values of the pre-

dictive power of semi-supervised ELM classification

algorithm are presented in detail in Table 1, and the con-

fusion matrix that shows the number of correct and

incorrect predictions made by the classification model

compared to the actual outcomes (target value) in the data

is shown in Table 2.

The Izhikevich neuron model was tested on a very high

complexity dataset, containing data derived from fish of the

highest similarity index, which was determined after the

comparisons made on protein and DNA sequences using

the PSS method and the FASTA algorithm. The Fish_-

Dataset has a much higher degree of complexity and dif-

ficulty from the corresponding lago_fasta_dataset that

includes the DNA barcode of 772 fish, corresponding to

fish of high genetic similarity with L. sceleratus, which was

proposed in our previous research effort [3]. The Izhike-

vich neuron model had a performance equal to 96.2 % with

tenfold cross-validation. This percentage is higher than the

result obtained by the ELM after resampling with boot-

strap, applying the replacement method.

Due to the fact that the number of the used features was

too high in the lago_fasta_dataset (558), several feature

selection attempts were done for the reduction of the

training time and for the enhancement of the generalization

to avoid overfitting. The particle swarm optimization

(PSO) was used in [3] to search for the optimal feature

subset. The assessment of each subset was done by con-

sidering the value of each subset, which is based on the

contribution and the degree of redundancy of each char-

acteristic. The parameters considered for the final decision

are related to the classification accuracy and to the corre-

lation of the classification errors in comparison to the

accuracy of the initial parameters set. After the feature

selection, finally lago_fasta_dataset has 235 features (re-

duction by 57 %) and the accuracy of the ELM was 96.3 %

[3] that is almost the same as the Izhikevich neuron model

with a complete dataset with 558 features.

The corresponding comparative results are presented in

Table 3.

This comparison generates very encouraging expecta-

tions for the wider use and exploitation of the hybrid

developed model as a robust classification model for such a

complex real-time problem. The proportion of the total

number of predictions that were correct and the very high

sensitivity rates, which represent the true identification

cases of invasive species (true positive rate) are typical and

indicative of the quality of the process. This is also shown

by the size of the ROC curves that is a factor that played an

important role toward the generalization capacity of the

proposed system. Finally, lower values of RMSE indicate

better prediction and how accurately the model predicts the

response.

Table 1 Performance matrices of semi-supervised ELM classifica-

tion method

Accuracy 91.3 %

Correctly classified instances 168

Incorrectly classified instances 16

Root mean-squared error (RMSE) 0.169

Mean absolute error (MAE) 0.0509

Avg. precision 0.909

Avg. recall 0.910

Avg. F-measure 0.907

Avg. ROC area 0.988

Table 2 Confusion matrix of semi-supervised ELM classification

method

Algae Cnidaria Fishes Mammals

29 1 0 0 Algae

0 58 0 0 Cnidaria

2 09 32 0 Fishes

0 4 0 49 Mammals
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7 Conclusions and further work

The advanced hybrid application of computational intelli-

gence, described in conjunction with the extremely

promising results obtained, offers a reliable innovative

proposal in the formulation and design of biosecurity

methods and protection of biodiversity. The simplification

of the detection and identification of invasive species by

the method of eDNA, allows the collection of data and

therefore the recording of non-indigenous species that exist

in some areas. It also creates the conditions for studying the

behavior of different species and the seasonal fluctuation of

their populations. Finally, it helps in accurate mapping of

general intrusion and can contribute significantly to slow-

ing the uncontrolled expansion of the problem of invasive

species, avoiding the need for costly and long-term moni-

toring efforts. Clearly, the broad application of the pro-

posed method which simplifies and reduces to a minimum

the cost and the time of the genetic identification and the

wide collection of these data is a prerequisite for the

development of a risk management and prevention system,

designed to protect the environment and public health.

The hybrid biologically inspired method proposed

herein was tested successfully in controlling and automatic

recognition of the invasive fish species L. sceleratus by

digital machines.

It is important to note that the proposed method using

eDNA is probably one of the best options for studies in

intraspecific population levels and subspecies, especially

for the characterization of hybrids which exhibit high levels

of polymorphism through their environment, without nec-

essarily being identified. Also, with this method, species can

be identified by studying only their residues in any stage of

their life cycle. Furthermore, the method may be used to

describe the genetic diversity in populations, while con-

sidering the degree of genetic differentiation between them.

Another very important advantage presented by this

classification method is that it can distinguish species

which are very similar to each other using the SSP primers.

In this way, it can reduce the uncertainty and the doubt

among the classifications and it can also identify rare or

even ‘‘extinct’’ species.

One of the future research directions that could be

conducive to the proposed system is related to the choice of

appropriate characteristics (feature selection) using an

optimization method such as PSO, for calculating the value

of the independent variables with the highest individual

predictive ability. Also, another step forward would be the

implementation of the proposed hybrid system combining

this time three different learning methods (semi-super-

vised, unsupervised and reinforcement learning), to iden-

tify and exploit hidden knowledge among heterogeneous

data combined by the analysis of eDNA. Also, an impor-

tant innovation could be the use of corresponding advanced

artificial intelligence technology such as Deep Learning, to

solve the same problem. Finally, the application of the

eDNA analysis under a different scale (big data) with

bioinformatics approaches might be a challenge (metage-

nomic analysis).
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