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Abstract Signature verification has been one of the major researched areas in the
field of computer vision. Many financial and legal organizations use signature verifi-
cation as an access control and authentication. Signature images are not rich in tex-
ture; however, they have much vital geometrical information. Through this work, we
have proposed a signature verification methodology that is simple yet effective. The
technique presented in this paper harnesses the geometrical features of a signature
image like center, isolated points, connected components, etc., and with the power of
Artificial Neural Network (ANN) classifier, classifies the signature image based on
their geometrical features. Publicly available dataset MCYT, BHSig260 (contains the
image of two regional languages Bengali and Hindi) has been used in this paper to
test the effectiveness of the proposed method. We have received a lower Equal Error
Rate (EER) on MCYT 100 dataset and higher accuracy on the BHSig260 dataset.

1 INTRODUCTION

Biometric plays a vital role in the authentication of an individual in many financial
institutions, and signatures are the most widely used modality for this purpose.
Biometrics is used to identify or verify an individual digitally. The security ap-
plications that have been used in many financial and educational institutions using
biometrics technology for decades [17]. Biometrics are classified into two categories:
physiological and behavioral [[13[]. Physiological biometrics includes Face, Iris, Fin-
gerprint, etc. and behavioral biometrics has signature, gait, etc.. Authentication of the
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signatures are carried out manually and highly dependent on the mood of the verifier.
Owing to its importance and unavailability of efficient offline verification methods,
we have utilized signatures in this experiment [24]] [21]]. Depending upon the acqui-
sition process, signature biometric is categorized into two modes, online and offline.
In online mode, signatures are collected using tablets, electronic pads and have auxil-
iary informations like angle, pressure, pen up/down, etc. On the other hand, in offline
mode the signatures are acquired on the sheet of paper with writing instruments. Later
these sheets are digitized using the scanner and cropped to the signature content [22].
These types of signature do not have any supportive information, and this makes the
offline mode of the signature a challenging problem. Signatures are easy to spoof
with some practice, and this makes them vulnerable to forgery. There are two signifi-
cant types of forgery reported in the literature, i.e., skilled and random forgery. In the
skilled forgery, a person practices the genuine signature and tries to replicate it and
in random forgery genuine signature of one user considered as the forged sample to
the other signer.

IMWMV‘ U~ T~ U~

a) Original Image b) Random Forged Image b) Skilled Forged Image

Fig. 1 Sample Images

Offline signature verification can be performed using two methods static and
dynamic [13]]. Static approaches include geometric measurement, and dynamic ap-
proaches aim to estimate the information of the static image dynamically. Skillfully
forged signatures have the same structure as the genuine signature, but the geometri-
cal features of both the images are quite different.

The rest of the paper is divided into five sections. Section II describes the state of
the art method presented in the literature along with motivation of the proposed work.
The proposed work and dataset used in this paper has described in section III. Section
IV and V contain the experiment and results, respectively. In Section VI, conclusion
and future work have been presented.

2 Related Work

Signature verification is the method of access control in many organizations like fi-
nancial organization for ages. This work presented here has focused on offline signa-
ture verification; hence, we discuss methods based on offline signatures only. There
has been lot of work present in the literature [2}6}8.|13L/16H19L23-26}28],32}/36}/39-
421/45-47]. The signature verification methods has been divided in three categories
based on the classifier used i.e. distance based [[19,39,42.143]], SVM based [8,40,47],
and Neural Network Based [2125]].

The authors have presented a clustering-based network for signature verification
in [43]. They utilized the regular and center moment-based features of the signature
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images. With the moment based features, authors have also calculated seven non-
linear features. The description of these seven features has presented in [43]. With
these features, clustering and combination of Kohonen Clustering Network (KCN)
and fuzzy c-mean have applied. EFKCN has been used to update the learning rate to
get the optimal learning rate. In [39] authors presented a method based on the pixel
intensity matching. Authors have used three different statistical classifiers, i.e., De-
cision tree [27]], Naive Bayes [29]], and euclidean distance. The classifier performed
well when the limited training data was selected. Authors have used Discrete wavelet
transform (DWT) to reduce the noise that can be introduced because of the acquisi-
tion process. The three classifiers have been trained using a ten-fold cross-validation
manner. The writer independent process has the drawback of massive computation
complexity. To overcome this limitation, the authors have proposed a method where
they converted the multiclass problem into a bi-class (Genuine and Forgery) classifi-
cation problem [[19]. They captured the non-similarity of the two samples depending
on some threshold. They also made their method dataset independent. In this, if the
model is trained on one dataset that can be utilized for other datasets also. They have
used the power of contourlet transform(CT) [7] to extract the discriminated features
of the signature images. At the verification time system finds the dissimilarity mea-
sure between questioned and a reference image, and based on the decision threshold,
the measure was selected, and the decision was taken. Authors have used a deep mul-
timetric learning method in [42]. A distance metric has calculated for each class and
trained with writer dependent and independent scenarios along with the SVM clas-
sifier. They have utilized the concept of transfer learning for feature extraction. The
distances are used to identify the similarity and dissimilarity between the genuine and
forged samples. Through this process, authors have generated more than one distance
metric for each query sample. With the sum rule, these distances are fused to form
one distance metric.

Despite many signature verification algorithms present in the literature, intraclass
variation is still an issue for the researcher. To overcome this problem, authors [40]
proposed a method that is based on the selection of the best features that form a dis-
criminate feature set. They have investigated global and local features in the signature
image. In the local features, they have considered Centroid, slope, distance, and an-
gle, and in a global feature, they utilized aspect ratio, area of signature in the image,
height, width, and normalized length of the signature. Among all the features, the best
features have been selected using the Genetic algorithm [[35]]. The resultant feature set
has been given to the SVM for verification purpose. In [8]], authors have proposed a
method that was based on hybrid HOG features. Global statistics and key points have
been extracted using the HOG features from the input signature image. A code-book
was used to store these features and for the neighbors of the features. A coding was
generated and stored back in the code-book. BRISK features were extracted from the
signature image. These features detect the corner point in the signature image, and
for each location, the Delaunay triangulation(DT) [5] was applied. SVM was used to
train on the features extracted using this method. In [47]], authors have proposed an
algorithm that was helpful in forensic cases. They showed the relation between the
projection of feature space and training samples. They stated that the feature space
is highly dependent on the number of training samples. The authors have used the
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unsupervised Archetypal analysis method for data analysis. This method works on a
small number of samples, and the resulted archetypal was used to generate the fea-
ture space. The signature image and archetypes were used for the verification of the
signature. Despite giving the excellent performance, this method has been dependent
on the patch size. A smaller patch size offers a higher error rate.

In [25] authors has used artificial Neural Network for classification of the sig-
nature. They have extracted and used five global features, i.e., area, skewness, ec-
centricity, centroid, kurtosis. These features have been passed through the ANN for
training. Based on the target results, the mean square error (MSE) will be adjusted.
Their objective is to minimize the MSE as much as possible. Based on only the five
features, authors have identified whether the query image is genuine or forged image.
In [10], authors have presented a hybrid method that takes benefit from both types
of settings, i.e., writer independent (WI) and writer dependent (WD). Since to train
the writer dependent process large amount of data is required. At the starting phase of
the training, when there is less number of samples, the writer independent process has
been utilized. After the process starts and when there was a sufficient number of sam-
ples, the writer dependent process took over the independent process. The features
that were extracted using the writer independent process worked as population rep-
resentation. Directional probability density function and extended shadow code have
been obtained using W1 learning. While W1 learning taking place, features using both
genuine and forged samples have extracted, and these features were projected to the
dissimilarity space using dichotomy transformation(DT) [3]]. With the boosting fea-
tures selection process [44], the feature was selected, and Ada-boost algorithm [38]
was applied to learn the optimal decision boundary.

With the intuition that the signature images have distinguished geometrical fea-
tures, we propose the signature verification method that uses geometrical properties
from the signature image.

From the literature, we have observed that Neural network based and SVM meth-
ods gives better performance as compared to the distance based methods. But SVM
depending upon the size of the dataset can take more time in training the classifier,
on the other hand neural network take less time in training.

The proposed method is simple and effective that can be used for the purpose of
the signature verification in real time applications.

3 Proposed Methodology
Figure[2]shows the brief block diagram of the proposed method. The proposed method

has been divided into four parts i) Pre-processing, ii) Feature Extraction, iii) Training
of the classifier, iv) Verification.

3.1 Pre-processing

Signature images have significant intra-class variations. To reduce the intra-class dif-
ference to some extent pre-processing is required before the extraction of the features
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Fig. 2 Brief Block diagram of the Proposed method

for better feature extraction. These intra-class variations can be dependent on many
intrinsic (mood, behavior, etc.) and extrinsic (ink type, ink color, acquisition process)
parameters. In this experiment, we have used different datasets that are described in
section These datasets have different types of images. MCYT-100 is an online
signature database, but for this experiment, we have utilized only signature images,
not the auxiliary information. These images are not clear in terms of trajectory. To
extract useful features, we have performed dilation operation with a structuring ele-
ment of shape disk with radius 1. Dilation operation enhances the trajectories of the
signature images in the MCYT-100 dataset. Dilation operation is defined as:

S®E ={z|(E). NS # ¢} (1)

Where S is the signature image and E is the structuring element, & is the dilation
operation and E is the reflected structuring element.

Median filtering, binarization, and thickening has been applied on all the remain-
ing datasets. Since MCYT-100 is a online dataset, it is not having any salt and paper
noise because of the acquisition process, and it has already been binarized in the pro-
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cess of the dilation, so Median filtering and binarization process will not be applied
on the MCYT-100 dataset.

Due to the acquisition process, sometimes noise can be captured along with the
signature images. To remove the noise, signature images have been passed through
the median filter of the filter mask 3.X 3, to eliminate the salt and pepper type of noise.
The process of the filtering has been explained in the algorithm I

Algorithm 1: Algorithm for median filtering

Output: Filtered Image Sy,
Input: Signature Image (S), filter mask (M)

[5]11 [SJ in

(5] mxn =

[s]ml H
111
[M], 5= [1 1 1}
111

Si—1,7—1 Si—1,5 Si—1,5+1
S; 1 S; S 1
axs 6= 7 . i,j+
Si+1,5—1 Si+1,5 Si+1,5+1
for i=1:m do
for j=1:n do

Jib}3x3 = [SZ’j [M]
Jo

|
= ﬂatten~[ fi

Lxg b]3X3

[

L/
[fb}lxgzson[fb] ~
[fo] | 5, = median|[f,]
[Smh,j = [fo]

Where S,,, is the median filtered image, M is the 3X 3 filter mask. (m, n) is the
size of the signature image.

The filtered image is segmented using Otsu’s method. Otsu’s method segment the
foreground from the background using the thresholding method. The global threshold
has been selected, such that the intra-class variance of the black and white pixels is
minimized. The histogram has been calculated for the purpose of segmentation and
selection of the threshold.

p(h) = histogram(S,,)

2

Th = SelectThreshold(p(h)) @
_ 0; Sm(x»y) <Th

[55] = {1; Smlw,y) > Th )

Where p(h) is the histogram of the median filtered image and Th is the threshold.
Based on the probability densities of the foreground and background, the optimal



Signature Verification using Geometrical Features and Artificial Neural Network Classifier 7

threshold has been selected. According to the threshold, the image is converted into
the binary image.

Figure 3] and Figure [] shows the results of the processed MCYT dataset signa-
tures.

a) Original Image a) Processed Image

Fig. 3 Results of Pre-processing on MCYT-100 dataset

S S

a) Original Image a) Processed Image

Fig. 4 Results of Pre-processing on MCYT-75 dataset

Binarized images form each dataset are cropped to the content based on the active
pixel present in x and y-direction, as shown in figure 3]

IM\NMV\

a) Original Image b) Cropped Image

Fig. 5 Results of pre-processing
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All the datasets are having different sizes of images. To make the similarity
among the datasets, we have resized the images to a common dimension of size
192X 256 by bi-cubic interpolation while maintaining the aspect ratio to 3:4.

[Smr] = Bi [Sp] @)

Smr is the pre-processed resized image and Bi is the bi-cubic interpolation. After re-
sizing, we have performed a morphological operation thickening to the infinite level.
Thicken operation thickens the foreground by inserting pixels to the objects to form
8-connectivity. Thickening can be defined as

SmRQE:SmRU(SmR@)E) (5)

Smr®E = (SnrSE1) — (Smr® (E'g)) where (¥) is the hit or miss transform
and B is the structuring element and E = (E1, Es) where E; belongs to the object
and FEs belongs to the background and S is the signature image. & and & are the
erosion and dilation operations respectively.

These processed images are forwarded to the feature extraction process.

3.2 Feature Extraction

In this phase, two global and eight local features have been extracted from each sig-
nature image. The global feature set has been obtained on the whole signature image
and includes the number of connected components and the number of active pixels in
the signature image.

Local features extracted from the blocks that have been obtained through the al-
gorithm 2] Signature image has been divided into the sixteen number of blocks, and
the size of each block is (48x64), the resulted image has been shown in @ Local fea-
tures include co-ordinates of effective mass, the distance between the center of mass
and effective mass, number of active pixels, number of connected components, iso-
lated points, average height, and width of the signature in the signature image. The
detailed description of these features has been presented in section[3.2.2]

4

Block 1 Blm:kZA f[__,l—-"[ ”

Block 5

Block 9

1 4 >
( Block 15 Block 16

Fig. 6 Division of Signature image in blocks
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Algorithm 2: Algorithm to find Blocks from image

Output: Blocks from image(Bg)
Input: Signature Image(SigIlmage)

X=0, Y=0;
Q=1, s=48;
t=64;
BlockDiv(Siglmage,Q,s,t,X,Y);
{
1=1:k=1;
for (i = X : BlockSize, + X ) do
for (j =Y : BlockSizey +Y)do
‘ Blockq(l, k) = SigImage; jy;
end
end
Y=Y+j;
if @ mod 4==0 then
X=X+s;
Y=0;
end

} BlockDiv(SigImage,Q+1,s,t,X,Y);

After the processing of all the blocks, the local features are concatenated to form
a local feature set. For each signature image, local as well as global features(refer sec-
tion [3.2.1)) have been calculated. The local and global feature sets are concatenated
to create a final feature vector. These features are fed to the artificial neural network
for classification. The detailed flowchart and algorithm of the proposed method are
shown in figure [7] and algorithm [3] respectively. Matrix decomposition of the pro-
posed method is described in equation [§]

Global
Features

Connected
component in each
signature image Concatenated

35— Local and Global

features
A

Number of black
pixels in signature
image

Division in Grids

) }I 0 ,Avr\vmgﬂﬁf( VV}

H Median '

: Fillering ! Feature Extraction for
! ! : each block

| inarization 1 |Locai Biock v
+ | Features
' I B e T N ey Classification
H Cropping and v i '
; | Connectea Distance of center of
Length and height of | |  Isolated points in Number of active | ©
\ resizin N !
: 2 1| 3| component ineach | |”qignature in block each block mass and effective | | ojyeigin each block || @ Concatenation of
H t | 1| signature biock center in each block ' PPl
T o\ fad + """""""""" N y """""" i """ @ Concatenation of
b NG Q. <&
________________ local features
> O PO <
Goncatenation of
\ 4 local and Global features

Fig. 7 Flow Chart of proposed method
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Algorithm 3: Algorithm of the proposed method

Output: Feature set

Input: Signature Image

Find X, in, Ymin and Xmaz, Ymaz to identify the region of interest;
Initialize rows of the blocks;

Initialize columns of the blocks;

while for each block do

Each the block is thickened to the infinite level;

find number of black pixels in the block(count?tok )

pizels
s block
if coumfm.mlS > 20 then

1.Find center of mass(CF®*%, C7%*%) and effective center(Cj(ffeC, C;ffec);

2. Find the distance between effective center of (C)e(f fee Cf,f fe¢) and center of
mass(C'g %%, C7*%%) of the block;

3. Find number of connected components;

4. Find number of isolated points;

5. Find length of the Signature in the block;

6. Find Average height of the signature in block;

7. Find number of pixels in the block;

else
‘ Put zero at the place of that block;

end

FeatureSet),.q; = combine features of all the blocks;

Thickened the original image to the infinite level;

countyqck = Calculate number of black pixel in the original image; Feature of the whole
image;

connected Components=Total number of connected components in the original
signature image; features of the whole image;

Feature set = concatenate[ F'eatureSet;ocql » countyqck, connected Components |;
end

(o], 91,0

[f11]1X8 [f1"]1X8 (©)

[fnl:] 1X8 [f”"j 1X8
= [B] = [R] [fo] = [F]

In equation@ S is the signature images and .S;; are the elements of the signature
image. [s] is one block of the image, and the size of the block is 48x64, f is the feature
set of [s], where each block has the features of size 1x8. F} is the concatenated feature
of all the blocks. f, is the global features extracted from the signature image, and F
is the concatenated features of all the blocks and global features. Here N is the total
size of the feature set after concatenation of the features from each grid.

The local and global features used in the proposed method are discussed below.
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3.2.1 Global Features

1. Number of Active pixel: Each person has its style of signing. Some person does
their signature in an elaborated manner, and some do in a short way. Based on
this intuition, we have calculated the number of active signature pixels from each
signature images. Active pixels in the signature images is given by equation 7]

AP =" "f(i,j)==0 (7)

i=1 j=1

Where AP is the active pixels, f(,7) is the signature block or image. (m,n) are
the size of the signature block or image.

2. Number of Connected Components: A connected component is an algorithm
that is present in graph theory, where the different connected components in the
image are labeled with a unique label. The number of components can also be
considered as the distinguishing feature of the signature image. Some person has
the habit of doing their signature in pieces. To calculate connected components,
we have utilized 8-connectivity among the pixels in the signature image. The
algorithm to extract connected components is shown in algorithm 4]

3.2.2 local Features

For each block, along with the number of active pixels and connected components
some other features (effective mass, distance between effective mass and center of
mass, isolated points, length and height of the block of the signature has been ex-
tracted.

1. Distance between the effective center and center of mass: Center of mass and
effective center distinguished in the signature images. Based on the content and
density of the signature, the effective center of the image is shifted. The effective
mass dependent on the user and can be considered as the discriminative features
of the signature image. We have calculated the center of mass of each block by

equation 8]
X
Yy (Omass — pEf(z,y)*p
Tl x 9 )
P yp
Yy Omass — pEf(z,y)
yly 9

®)

Where p is the pixel value, f(x,y) is the image block and x,, y,, is the pixel in x
and y direction respectively. Based on the content present in the block we have
calculated the effective center. Effective center has been calculated with equation

o

ef fec maz(z Ly == 0)
CX - 2 )
Ceffec _ ma’x(z Y; == O)

oo 2

©))
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Where i=1,2,..m and j=1,2,...n.
Distance (d) between these center of mass and effective center is calculated by
equation 10|

d — \/(Cf;{ff@c _ C}zass)Q + (C;ffec _ O{;Lass)2 (10)

Algorithm 4: Algorithm to find Connected Components

Output: Number of Connected Component
Input: Signature Image
1. Select one pixel in the image, and assign a label say 1.;
2. if The selected pixel is a foreground, and it is not labeled then
| Assign it the current label and put the pixel in the queue of the first component.
else
The pixel belongs to the background, or it is already labeled, then repeat step 2 until the next
unlabeled pixel

end

3. Take out one element from the queue and check its label based on §-connectivity.;

if The neighbor belongs to the foreground and not labeled then
| assign the pixel to the current label and insert it in the queue

end

Repeat step 3 until the end of the queue.;

4. Repeat step 2 for the different pixels in the image, and the label will increase by one each time
for a different component.

2. Isolated point: Sometimes the signer draws some points in the signature, and
these points can also contribute to calculating a robust feature set of the signature
image. We have considered a 3.X 3 neighborhood to find the isolated point at each
pixel location.

3. Length and Height of the signature: The length and height of the signature vary
from person to person. Some people sign with their initials, and some signs with
their names. These pieces of information can also be considered as the feature of
the signature. Based on the pixel in the x and y directions, the height and length
of the signature have calculated.

Height = maa:(z z;==0); i=12,..m
(11)
Length = maa:(z yj==0); j=1,2,..n

Where 3" z; and Y y; is the sum of the active pixels in i*" row and j*" column

respectively.
4 Experiment
We have proposed this method to know more about the trajectory of the signature im-

ages. From each signature image, the feature described in section and has
been extracted. To classify these features in the correct classes, we have utilized the
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power of Artificial Neural Network. With the extensive experiment, we have fixed
the number of hidden neurons to 200 in one hidden layer, and at the output layer,
we have used Softmax as the transfer function. Softmax gives the probability of the
sample belonging to each class. Among all the classes, the class has the highest prob-
ability; the sample belongs to that class. In this experiment, Neural Network uses a
supervised Scaled Conjugate Gradient (SCG) [30] as a training function with hold
one out-validation. SCG provides a benefit while working in low memory situations
as it takes less memory for training of the network. With the advantage of the low
memory requirement the proposed algorithm can be used for the real time applica-
tions. In hold one out validation, a part of the feature set has been kept separately for
the purpose of validation of the training process.

This experiment has been carried out on MATLAB 2019a on a personal computer
with 16GB RAM and i7 processor.

4.1 Dataset

In this work we have used different datasets. Those are described in the following
section.

1. MCYT-100: This dataset contains signature of 100 individuals and each signer
has 25 genuine and 25 forged images. Since this is an online dataset, it has ad-
ditional information like coordinate (x, y), pressure, azimuthal angle etc. For this
experiment we have considered only the image of the signature not the additional
information [33].

2. MCYT-75: This is the offline version of the MCYT-100 dataset [14}33]]. This
has 75 signer and each signer has 15 genuine and 15 forged images. This dataset
do not have any auxiliary information as MCYT-100 has because it has been
collected in the offline mode.

3. GPDS: This is the largest available dataset till date [[11}12]]. It has 4000 individuals
and each has 24 genuine and 30 forged images. For this experiment we have
considered only 300 signers.

4. BHSig260: This dataset has the collection of the signatures in two different re-
gional languages one is Bengali and other is Hindi [34]. In Bengali there were
100 signer were involved and in Hindi dataset 160 was involved. Each signer has
24 genuine and 30 forged images in both the regional language dataset.

5. CVBLSig: This dataset is collected through Computer Vision Biometric Lab in
two sessions. The first session has 137 individuals, in the second session, 467
persons were involved. In the first session, each signer has 20 images, and in
the second session, each person has 15 images. There were no forged signatures
collected in this dataset.

This experiment has been carried out on skilled forgery along with random forgery.
The proposed method can distinguish between genuine and skilled forged samples
without being trained with skilled forged samples.
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5 Results

This work is focused on designing a signature verification method that uses geomet-
rical features of the signature images.

Figure [§] shows the visualization of the features on Bengali dataset on different
number of signers. The plots are shown after applying the PCA. From the dimension
of the 202, three principal components are selected, and the variation between the
features has been shown in the figure 8] It is visible from the figure [§]that the features
are not linearly separable, so the distance based or linear kernel will not work for this
problem, that is the reason that we have used ANN in this experiment.

Features discussed in section and has been extracted from both gen-
uine and skilled forged images. With the genuine image features, the neural network
has been trained and validated, and for testing, we have used features of skilled forged
images. It is clear from Table[T|on the Hindi dataset the proposed method gives better
performance for random as well as skilled forged images.

Dataset Accuracyrp in (%) | Accuracysp in (%)
MCYT-100 97.36 79.32
MCYT-75 97.33 -
GPDS300 92.32 83.2

BHSig Bengali 97.79 76.03

BHSig Hindi 95.29 83.5
CVBLSig-V1 97.55 -
CVBLSig-V2 83.38 -

Table 1 Accuracy with the Proposed method

Table[T] shows the performance of the proposed method on different datasets. We
have received 97.36% and 97.33% accuracy on MCYT-100 and MCYT-75 dataset,
respectively. This experiment has also been carried out on two regional language
signatures Bengali and Hindi. The proposed method gives 97.79% and 95.29% ac-
curacy on the Bengali and Hindi dataset, respectively. Artificial Neural Network has
been trained three times with the feature set extracted through the feature extrac-
tion phase, and Table[T|shows the average accuracies. This experiment has also been
carried out on skilled forged signatures, and performance of the same is described
in Table |1} It is clear from the Table |1 that BHSig Hindi dataset outperformed the
proposed method when skilled forgery has been included because the genuine and
forged images has the more distinguished features. We have also experimented on
the locally collected dataset CVBLSig-V1 and CVBLSig-V2 and received accuracy
of 97.55% and 83.38%, respectively. The performance of the proposed method on
CVBLSig-V2 is lower, because there is the inter-class similarity between the features
in the dataset. Since this dataset does not contain any forged samples, so it is not
possible for checking against the skilled forgery.

In literature Equal Error Rate (EER) has been considered as the comparative mea-
sure for MCYT-100 and MCYT-75, and accuracy for the BHSig260 dataset. To show
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Fig. 8 Visualization of the features of Bengali dataset

the fair comparison, we have calculated accuracy and EER for BHSig260 and MCYT

dataset, respectively.

5.1 Comparison and Discussion
This section describes the comparison between the proposed method and state of
the art methods that were introduced in the literature. Some methods follow the
function-based approach, which includes Dynamic Time Warping (DTW), Gaussian
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Mixture Model (GMM), etc., and some used the descriptor-based method. The pro-
posed method is quite simple and effective. In this paper, geometrical features have
been utilized to provide authentication to the signer.

Table 2| shows the comparative analysis on the dataset MCYT-100 and MCYT-
75. It is clear from the Table [2] that our method outperformed as compared to [20,
26,[28]]. Manjunath et al. has reported EER 0.80% on MCYT-100 dataset [28]. They
have used a writer dependent method; for each writer, they have trained a different
classifier. By doing this, they have increased the complexity of the method. In this
experiment, we have utilized the geometrical information present in the signature
images for verification and received good performance as compared to most of the
state of the art methods.

Database Model EER
W-Dependent feature [28] 7.75
W-Dependent feature (NN+PCA) 28] 0.80

MCYT-100 DTW and GMM [26] 2.12
CF+TF [20] 1.20
Proposed 0.30
GLCM [13] 2.30
GLCM+WT [13] 2.44
FV with fused KAZE features [31] 5.47
Fixed size representation [|15] 3.64

MCEYT75 Deep Multimetric learning [42] 1.73
VLAD and KAZE [31] 6.4
WI using asymmetric pixel relation [46] | 3.5
Proposed 0.31

Table 2 EER Comparison on MCYT Dataset

Table[2]also shows the comparative analysis of the MCYT-75 dataset. Our method
outperformed many state of art methods reported in [|13}|15}[31,42146]. Table@]shows
that MCYT-100 has the lower EER than the MCYT-75 dataset on proposed method,
the possible reason for that is the accuracy received using MCYT-100 dataset is more
than the MCYT-75 dataset. We have achieved the higher accuracy on MCYT-100
dataset because there is no noise introduced in the acquisition process of the MCYT-
100 dataset. Table[3|shows the comparison on the dataset BHSig260. It is visible from
the table [3] that our method gives better performance as compared to the state of the
art methods [9,/34]. The possible reason for such performance is because of the less
intra-class variation and large inter-class variation in the feature set.

Figure 9] shows the ROC (Receiver operator characteristics) curve on different
datasets (MCYT-100, MCYT-75, Bengali, and Hindi). ROC shows the power of dis-
crimination among the samples in the dataset. It has been noticed from the figure 0]
that the area under the curve (AUC) is maximum for the dataset MCYT-100. Because
of the higher AUC the MCYT-100 dataset is achieving lower EER presented in the
Table
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Database Method Accuracy%
LBP and ULBP 66.18
. . Compact Corelated Features 84.90
BHSig Bengali SigNI;t(Siamese) 6l [EI] 86.11
Proposed 97.79
Proposed(Skilled Forged) 76.03
LBP and ULBP [@] 75.53
BHSig Hindi Compact Corelated Features [EI] 85.90
SigNet(Siamese) [|§|] 84.64
Proposed 95.29
Proposed(Skilled Forged) 83.5

Table 3 Accuracy Comparison on the BHSig260 Dataset
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Fig. 9 ROC Curve for the different datasets

6 Conclusion and Future work

In the field of computer vision, signature verification considered a very challenging
problem because of its intra-class variation and inter-class similarity. Through this
paper our objective is to provide a signature verification methods that can be used
in real time and perform better. In this paper we have proposed a signature verifica-
tion method that is based on the geometrical features. with the geometrical features
from the signature images, we have drawn a robust feature set based on some simple
characteristics from the signature images. With the proposed method we are success-
ful in reducing the EER on MCYT-100 to 0.30% and on MCYT-75 to 0.31%. The
accuracy recorded on the dataset BHSig Bengali and Hindi is 97.79% and 95.29%,
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respectively. On locally collected dataset CVBLSig-V1 and CVBLSig-V2, we have
achieved 97.55% and 83.38%, respectively.

This method works on a pixel level; it requires a long time to extract the features
from the signature image. On the other hand, for training the Neural Network, the
required time is less.
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