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Abstract
Coronavirus (COVID-19) is a very contagious infection that has drawn the world’s attention. Modeling such diseases can

be extremely valuable in predicting their effects. Although classic statistical modeling may provide adequate models, it

may also fail to understand the data’s intricacy. An automatic COVID-19 detection system based on computed tomography

(CT) scan or X-ray images is effective, but a robust system design is challenging. In this study, we propose an intelligent

healthcare system that integrates IoT-cloud technologies. This architecture uses smart connectivity sensors and deep

learning (DL) for intelligent decision-making from the perspective of the smart city. The intelligent system tracks the status

of patients in real time and delivers reliable, timely, and high-quality healthcare facilities at a low cost. COVID-19

detection experiments are performed using DL to test the viability of the proposed system. We use a sensor for recording,

transferring, and tracking healthcare data. CT scan images from patients are sent to the cloud by IoT sensors, where the

cognitive module is stored. The system decides the patient status by examining the images of the CT scan. The DL

cognitive module makes the real-time decision on the possible course of action. When information is conveyed to a

cognitive module, we use a state-of-the-art classification algorithm based on DL, i.e., ResNet50, to detect and classify

whether the patients are normal or infected by COVID-19. We validate the proposed system’s robustness and effectiveness

using two benchmark publicly available datasets (Covid-Chestxray dataset and Chex-Pert dataset). At first, a dataset of

6000 images is prepared from the above two datasets. The proposed system was trained on the collection of images from

80% of the datasets and tested with 20% of the data. Cross-validation is performed using a tenfold cross-validation

technique for performance evaluation. The results indicate that the proposed system gives an accuracy of 98.6%, a

sensitivity of 97.3%, a specificity of 98.2%, and an F1-score of 97.87%. Results clearly show that the accuracy, specificity,

sensitivity, and F1-score of our proposed method are high. The comparison shows that the proposed system performs better

than the existing state-of-the-art systems. The proposed system will be helpful in medical diagnosis research and healthcare

systems. It will also support the medical experts for COVID-19 screening and lead to a precious second opinion.
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1 Introduction

A novel coronavirus (COVID-19) has spread from Wuhan

to China and several other countries since December 2019.

Over 73.6 million confirmed cases were registered by April

18, and there were more than 1.64 million worldwide

deaths [1]. Since preventive vaccines or treatment for

COVID-19 disease is not available, early diagnosis is of

great value in providing the patient with the potential for

effective isolation. It decreases the risk of infection to a

healthy population. As the main COVID-19 screening

methods, reverse-transcription polymerase chain reaction

(RT-PCR) or gene sequencing for respiratory or blood

specimens was implemented [2]. However, the overall RT-

PCR positive rate for samples of throat swabs is estimated

to be between 30 and 60%, resulting in undiagnosed

patients that infect large populations of healthy individuals

[3]. Chest X-ray imaging is a simple method for quick

diagnosis of disease as it is also used for pneumonia

diagnosis. Also, chest computed tomography (CT)
Extended author information available on the last page of the article

123

Neural Computing and Applications (2023) 35:13775–13789
https://doi.org/10.1007/s00521-021-06396-7(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0002-6946-2591
http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-021-06396-7&amp;domain=pdf
https://doi.org/10.1007/s00521-021-06396-7


scanning has higher COVID-19 diagnostic sensitivity [4],

whereas chest X-ray images provide visual indexes related

to COVID-19 [5]. Multilobar involvement and peripheral

airspace opacity were seen in reporting chest imaging. The

most widely recorded opacity is ground glass (57%) and

mixed attenuation (29%) [6]. During the early phase of

COVID-19, ground glass patterns are found in areas on the

edge of the pulmonary vessels that are difficult to recognize

visually [7]. The diffuse airspace opacities or asymmetric

patchy is also noted for COVID-19 [8]. Only specialist

radiologists may perceive such subtle anomalies. With the

enormous rate of suspicious persons and fewer qualified

radiologists, efficient, and robust automated systems for

detecting such diseases will help the diagnosis process and

improve early detection rates with high precision. To solve

such problems, machine learning (ML)-based automated

systems are effective tools.

The Internet of things (IoT) has developed from the

interconnection of embedded computer systems to the

interconnection of intelligent sensor devices. However, it

tends to open up problems such as restricted processing

capacities and low storage capacity in the environment of a

smart city. In the meantime, cloud computing provides

storage and fast processing. Therefore, IoT-cloud integra-

tion is required to deal with highly challenging intelligent

health care [9]. The core concept of intelligent healthcare

systems was always patient surveillance and real-time

contact. However, the need for a cognitive system with

IoT-cloud technology offers patient-centered and high-

quality intelligent health care at low cost increases. The use

of human-like intelligence into intelligent health frame-

works is timely with artificial intelligence (AI) and deep

learning (DL) techniques.

Recently, IoT and cloud technology have made signifi-

cant improvements and have helped deliver intelligent

healthcare services in real time. With IoT-cloud integra-

tion, a huge demand for a smart and intelligent healthcare

system provides a seamless and rapid response. DL and AI

can enhance cognitive behavior and decision-making.

Advanced electronic applications and innovations are

available to smart city stakeholders in addition to smart

sensor devices. Nevertheless, it is challenging to find or

access medical professionals and hospitals in an environ-

ment of a smart city. Often critical patients need a fast

response and urgent attention to save their life. Hence, data

recorded from patients must be transferred and interpreted

with minimal delay, and the results must be precise enough

to be used by medical professionals for initial examination.

Therefore, an intelligent healthcare system is needed that

can solve the above challenges using the technology and

services available in an environment of a smart city.

The healthcare industry is also one of the fastest

expanding markets with great demands. It offers essential

services to patients, but it also contributes significant

profits to the health sector. Based on technical advance-

ments, we need a healthcare system with an intelligent

decision-making capacity. Many researchers have also

attempted to incorporate cognitive behavior in the devel-

opment of intelligent IoT frameworks [10, 11]. Given that

healthcare frameworks are multimodal and involve intel-

ligent decision-making, cognitive behavior is becoming

increasingly important [11]. In a smart city model, the

smart healthcare system uses IoT sensors attached to or

around a patient to collect data such as images, gestures,

speech, EEG, ECG, and body temperature and decides the

patient’s condition. The system also evaluates all health

factors and decides when an emergency response or

advanced medical treatment is needed. The system also

keeps all interested smart city stakeholders updated about

patient state results and tracking outcomes. However, the

idea of smart health care remains unclear without cognitive

functions, and smart city services will never be completely

exploited without such knowledge. Researchers are,

therefore, now making substantial efforts in this direction

[10]. In [9], the authors outlined the complexities of using

smart cloud computing sensors for smart health care in an

environment of a smart city. Environmental conditions,

such as humidity and temperature, must be controlled to

ensure the quality of smart health care. Several researchers

used IoT and the cloud to view medical information and

track patient status [11].

Patient diagnostics based on CT scans are also com-

monly studied for smart healthcare applications. They need

urgent action in the event of an emergency. Any delay in

delivering care or the unavailability of qualified doctors

can be harmful to those patients. A smart healthcare system

that tracks the status of patients is therefore critical for

those individuals. However, every such device should be

intelligent and mature to be accurate. Specialized physi-

cians may have access to reports and patient records and

may give guidance and recommendations daily. In emer-

gency cases, travel systems, such as smart ambulances or

mobile support, such as smart clinics, may be provided to

patients.

To resolve the above concerns, we propose a smart

healthcare IoT architecture for the detection of COVID-19.

The proposed method classifies patients with COVID-19

and non-COVID normal subjects. It uses CT scan images

sent by IoT sensors. The system uses sensors to forward the

images to the cloud for further processing. These images

are sent to the deep learning cognitive module, which

analyzes data in real time and determines future tasks and

courses of action based on the status of the patient by

conducting COVID-19 detection. The cognitive structure

then collects the total processed outcome and agrees on an

emergency response before eventually submitting the
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findings to the stakeholders involved for further review.

The CT scan image is analyzed and labeled as normal or as

COVID-19 on the cloud. In the end, medical professionals

will review the findings produced and track patients. If the

patient needs emergency treatment, potential care can be

determined.

Various research studies have been carried out to pro-

pose automated detection or recognition of COVID-19

cases using chest CT scans or X-ray images but the results

achieved are not up to the mark due to the lack of public

image databases of COVID-19 patients. There has recently

been a small dataset containing a COVID-19 X-ray image

that enables automated COVID-19 X-ray diagnostics

training by researchers [12]. These images were taken from

research publications that showed the results of the

COVID-19 using CT and X-ray images. A board of radi-

ologists analyzed the complete database of images. After

analyzing, only a set of those images were retained, which

were labeled by the radiologists as a COVID-19 patient.

Figure 1 illustrates the three images with the marked

regions. Figure 1a, c, e shows the images related to

COVID-19, and Fig. 1b, d, f shows the regions in the

images infected from COVID-19. We then used a subset of

ChexPert dataset images as negative COVID-19 samples

[13]. We prepared a dataset Covid-Xray of 6000 images

from the two available datasets, i.e., Covid-Chestxray

dataset and Chex-Pert dataset. Out of 6000 images, 1200

images are used for testing, and 4800 images are used for

training.

In this study, an ML-based system is proposed to detect

COVID-19 from Chest X-ray images. Contrary to the

hand-engineered feature extraction and classification

approach for the medical images, we utilize a deep learn-

ing-based end-to-end prediction system that identifies the

COVID-19 cases from the input images without any

manual extraction of features. A convolutional neural

network (CNN) has achieved much better performance in

many applications among the different deep learning

models. It is a type of artificial neural network with two

main advantages: local connectivity and weight sharing.

These advantages make it appropriate for high-dimensional

signals such as images. They have been employed in dif-

ferent image enhancement problems, segmentation, feature

extraction, and classification [14–23]. We developed a

pattern recognition system for COVID-19 detection based

on a deep learning approach. An overview of such a system

is shown in Fig. 2.

This study uses a state-of-the-art ResNet50 CNN model

for this problem and evaluates its performance for COVID-

19 detection. As the number of X-ray images for COVID-

19 is limited, so we adopted two strategies in this study:

• Data augmentation technique is used to increase the

dataset size by factor 5. For this purpose, we use small

Fig. 1 a, c, e Three images related to COVID-19 and b, d, f regions in the images infected from COVID-19
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rotation, flipping, and adding a small amount of

distortion.

• We have optimized the last layer of the ResNet50 CNN

model on ImageNet, rather than learning these models

from scratch. So, fewer samples of each class can be

used to train the model.

The above two strategies led to creating a network with

available images and obtain high performance on 1200

images. Due to the limited number of images for COVID-

19, we also compute the confidence interval (C.I) of the

performance metrics. To calculate the performance of the

ResNet50 model, the receiver-operating characteristic

(ROC) curve is also computed.

Hence, the proposed system uses deep learning for

feature extraction and classification from CT scan images

in a smart healthcare environment. The main contributions

of this study are as follows:

(1) Proposed a smart healthcare framework for the

integration of IoT-cloud technologies.

(2) Prepared a dataset of 6000 images. The COVID-19

images are labeled by an expert radiologist and are

only used for research purposes with a clear mark.

(3) Used the state-of-the-art ResNet50 CNN model in

this problem to classify COVID-19 patients versus

non-COVID normal subjects. We trained the

ResNet50 model on 4800 images and tested its

performance on 1200 images. An accuracy of 98.6%,

a sensitivity of 97.3%, a specificity of 98.2%, and an

F1-score of 97.87% have been achieved using the

proposed method.

(4) Performed an experimental analysis in detail. For

this purpose, we use the histogram of predicted

scores, ROC curve, accuracy, sensitivity, specificity,

and F1-score.

(5) Used the tSNE plot to visualize the features that

discriminate between the two classes.

The rest of the paper is arranged as follows. The

description of the dataset is given in Sect. 2. The proposed

system is explained in Sect. 3. In Sect. 4, we present

experimental results and discussion. In Sect. 5, we con-

clude the paper.

2 Related study

In this section, we review the research studies related to

smart health care and COVID-19 detection.

Cognitive smart health care has recently revolutionized

healthcare systems, especially for smart city applications.

IoT and integrated smart healthcare sensors, together with

cloud technologies, have changed the idea of smart health

care. These healthcare applications include online patient

monitoring and observation, smart illness diagnosis,

emergency management, mobile health care, smart health

records, smart alarms, smart medication distribution, and

remote service and control of medical devices. Such

devices will assist in medical emergencies by providing a

prompt response. It is connected to several smart healthcare

sensors inside and outside the human body, receiving and

tracking multimodal data in real time. Some researchers

have used 5G technologies to improve connectivity in these

cognitive health frameworks further [24]. They also com-

bined cognitive health programs with AI technology, such

as Kinect, which have been commonly used for behavior

recognition.

Several cognitive IoT systems for various domains have

been reviewed in the literature. In [25], a cognitive system

was suggested to make smart city modeling more sustain-

able. A multilayer cognitive system has been introduced in

[26], which indicates a high degree of intelligence for

human behavioral cognition. Another cognitive simulation

system for human intelligence that can process relative

knowledge has been suggested in [27]. The cognitive

paradigm based on NLP, which has the potential to address

questions, was proposed in [25]. Researchers used cogni-

tive actions to evaluate massive data in [28]. Cognitive

intelligence has now been incorporated into healthcare

applications, such as psychological [24] and physiological

[29] applications. An emotionally conscious computational

framework that uses cloud computing has been presented

in [30]. An emotional cognitive structure that senses facial

expressions has been suggested in [26], and another such

framework [29] detects emotions using facial expressions.

In consideration of their tremendous economic and

social benefits, smart healthcare systems have recently

gained substantial interest. Many academic studies [25],

frameworks [31, 32], and services [26, 33] based on IoT-

Fig. 2 The architecture of proposed system
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cloud convergence have been suggested for smart health

care. In [10], a smart healthcare system was proposed to

support patients and hospitals using smart technology.

Several studies [26] suggested systems for the collection

and preservation of electronic health records. A smart

cognitive system for glucose control has been proposed in

[28] to track the behaviors of diabetic patients. Cognitive

ambulance, which is operated by robotics and used to

handle cardiac patients in need of emergency assistance,

was also suggested in [33]. Some mechanisms have already

been found for medical forgery in the area of smart health

care [34].

In [35], the researchers examine climate variables

(pressure, humidity, and temperature, and wind speed)

about COVID-19 risk at an urban or rural place. The

research seeks to supplement the possibilities of a high risk

for COVID virus in the locations where it is anticipated

that it will occur in the district with knowledge of climatic

and socioeconomic parameters. In [36], the authors pro-

posed a lightweight and secure method for key and secret

authentication between the nodes to increase protection in

the IoT framework. Formal and informal security reviews

assessed the efficacy of the MASK protocol. The MASK

protocol research has shown the security from both hard

and non-deductive attacks for the sensor node. In [37], the

authors introduced an effective method for integrating two

existing testing algorithms for WSN packet routing and

surveillance into IoT networks by reclaiming new media

compression standards, video high-efficiency high coding

(HEVC). The performance evaluation reveals that the

potential of the proposed system as a measure of three

competing concerns: consumer safety, media protection,

and sensor node specifications. In [38], the authors devel-

oped a novel method for security watermarking images in

smart cities using CNN. They used a novel neural network

algorithm that incorporated synergetic learning. The opti-

mal PSNR ratio is obtained by the proposed model, which

is better than the existing model’s results. In [39], the

authors describe a promising new stable network archi-

tecture that relies on the sixth-generation wireless tech-

nology (SBs). This project aims to develop a novel and

stable caching device in a wireless network that works in

the IoT with large-scale data.

In [40], the authors proposed a new optimist concur-

rency control design variant. They investigated the con-

currency of three implementation techniques with partial

validation, namely AOCCRBSC, AOCCRB, and STUB.

They completed an extensive series of trials to see the

protocols performed best and without using the new con-

figuration. Overall, the analysis observed decreased ‘‘mis-

match percentage, reset, and message delivery errors’’ in

all tests. This finding demonstrated the proposed substan-

tial reduction in the contact delay. The low-sensitive fog

computing applications which require short response times

will be supported. In [41], the authors proposed a deep

learning algorithm used to identify COVID-19 disease.

They used one of the best deep learning techniques based

on ConvLSTM and CNN. The results for the suggested

modalities are based on two separate datasets. As a result,

the study findings show that the proposed COVID-based

modalities can be implemented. In [42], the authors pro-

posed a method for exploring bi-level semantic represen-

tations to more efficiently harness semantic representations

of MED videos learned from various sources. The feature

interaction is used to describe the semantic interaction

within semantic representation, which is then used in the

weight learning context. Then, sparse learning is used

appropriately to mitigate the negative effect of noisy/ir-

relevant things on event recognition. As a result, they

received classification templates for event identification on

training videos along with appropriate weights. They

conducted the experiments using the TRECVID MED13

EK10 and MED14 EK10 datasets. In [43], the authors

proposed a method for ranking video shots based on a

novel concept of semantic saliency. They developed the

nearly isotonic support vector machine (NI-SVM) classi-

fier, which can use the carefully constructed ordering

information and exhibit increased discriminative ability in

event analysis tasks. They carried out detailed experiments

on three real-world video datasets and obtained positive

results.

The smart healthcare architecture introduced in this

study seeks to resolve problems and concerns relating to

this area and provides a COVID-19 detection mechanism.

Deep learning has been extensively used in medical image

recognition and signal processing. A CNN with a drop-out

technique was suggested in [44] to track seizures. A study

[45] used multichannel EEG and CNN to detect seizures. In

another study [46], CNN was used in combination with the

auto-encoders to classify EEG signals. As CNN has been

successfully used in numerous medical applications, we

use the ResNet50 architecture in this study to detect

COVID-19 in a smart healthcare environment.

3 Smart healthcare framework

This section discusses the proposed IoT-cloud-based smart

healthcare framework and COVID-19 detection method.

3.1 Smart healthcare scenario

Smart healthcare frameworks are developed for the envi-

ronment of a smart city. It allows physicians, stakeholders,

and residents to monitor their health through smart sensor

devices. They can view electronic health information from
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anywhere using cloud and IoT technology at any time.

Cognitive capability makes decisions accurate and intelli-

gent. The cognitive system analyzes, tracks, and integrates

information in real time and allows patients to choose the

best possible care treatment. Health reports are transferred

to the cloud and are remotely open to medical providers

who may counsel patients appropriately.

The main priorities of the smart healthcare system are

effective diagnosis, low cost, minimized patient costs,

quick access, and increased overall quality of life. To meet

these goals, we are proposing a healthcare system focused

on IoT-cloud technology. Infrastructure for a smart city has

to be registered by its residents for its utilities. The regis-

tration process creates a safe channel between residents and

healthcare providers. It allows all approved stakeholders to

use the cognitive module to retrieve patient information

and health records securely. The location of the patient is

constantly monitored to provide support in the event of an

emergency. The cognitive system accesses the status of the

patient and transmits the CT scan image to the cloud to be

analyzed by the deep learning cognitive module. The deep

learning module detects the COVID-19 and returns the

effects of the binary classification. Based on these findings,

the cognitive system is anticipating future tasks. In the

form of health reports, these results are exchanged with

health professionals for a thorough review. The cognitive

device produces alarms and notifications in the event of an

emergency, and a smart ambulance or mobile clinic can

identify and meet the patient in a minimum amount of time.

The smart traffic system also allows emergency facilities to

hit the location on the shortest path in a minimum of time.

In this way, the cognitive smart healthcare system digitally

delivers essential healthcare facilities to all its residents.

3.2 System architecture

The design of the proposed intelligent health system is

demonstrated in Fig. 3. The CT scan images are transmit-

ted using smart IoT sensors. The LAN consists of low-

range networking equipment. This layer transmits the

acquired signals to another layer called the hosting layer

from the intelligent IoT sensor and the device. The hosting

layer includes various intelligent devices, including hand-

held multimedia or laptops that can store and transmit

signals. The intelligent devices are connected to the large-

scale network (WAN), which transfers data from intelligent

devices to the cloud.

The WAN layer uses specialized networking networks,

such as Cellular LAN, 4G, or 5G, to transfer data to the

cloud in real time. The cloud manager in the cloud

authenticates patient information and sends it to the deep

learning cognitive module.

Intelligent IoT sensors are used for data transmission.

Any of these sensors are incorporated into the atmosphere

of the patient. This device can also connect with other IoT

devices. The LAN is composed of networking protocols for

short distances, including Zigbee, LoWPAN, and

Bluetooth.

Smart devices, including multimedia smartphones,

notebooks, tablets, and human digital helpers, are available

in the hosting layer. These devices store data locally and

have specialized programs to calculate the signals received.

Users may collect general and tentative health reviews

from these small processing systems. Data is transmitted

via the WAN layer to the cloud processing unit.

The cloud layer is made up of a cloud manager and a

deep learning cognitive module. The cloud manager is in

charge of data flow and applies all authentication measures

to validate the identities of all intelligent city actors. The

DL cognitive module analyzes the data after patient veri-

fication, evaluating the patient’s condition. It makes wise

decisions to identify COVID-19 based on CT scan images.

Deep learning models submit identification outcomes to the

cognitive module, which in turn determines the patient’s

situation eventually and tells the stakeholders concerned

about the results. Then, hospital providers review the

clinical data and outcomes and monitor patients.

3.3 COVID-19 detection and classification system

In DL cognitive module, our objective is to develop a

method for COVID-19 detection using deep learning. Deep

learning has shown outstanding performance, and it out-

performs traditional techniques based on hand-engineered

features [47, 48]. As such, we will use deep learning to

design the proposed method. In this section, we present the

details of the proposed method.

3.3.1 Dataset

In this study, the dataset of 6000 images is prepared using

the two datasets. The dataset is divided into two parts, i.e.,

training and testing. The training and testing sets consist of

4800 and 1200 images, respectively.

One of the datasets used in this study is the Covid-

Chestxray dataset, which has been released recently and

includes a selection of images taken by Joseph Paul Cohen

in publications on COVID-19 subjects [12, 49]. A chest

X-ray and CT scan image combination constitute this

dataset. From May 3, 2020, there were 250 radiographs of

COVID-19 patients in this dataset. Out of 250 images, 184

images are selected for this study that show the perfect

identification of COVID-19 patients. This dataset is con-

tinuously being updated. This dataset also includes some

metadata, such as the age and gender of each patient. From
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this dataset, all COVID-19 images are selected for our

study. One hundred images are used for testing in this

study, and 84 images are used for training purposes. All

these total 184 images are associated with COVID-19

patients. The data augmentation scheme is also used to

increase the training sample size (COVID-19 images) from

84 to 420. We ensure that images of each patient are not

overlapped in training and testing sets; either the images of

patients are included in the testing set or training sets.

To handle fewer images of the non-COVID class in the

dataset [49], we have taken more images from the Chex-

Pert dataset [13]. The Chex-Pert dataset is a large publicly

available dataset consist of 224,316 chest radiographs of

65,240 patients. These images are labeled for 14 different

sub-categories (pneumonia, edema, etc.). For the training

of our proposed model, we used 4380 images from the

Chex-Pert dataset, 480 sample images from the no-found

class, and 300 sample images from each of the other 13

classes. For the testing of our proposed model, we used

1100 images from the Chex-Pert dataset, 450 sample

images from the no-found class, and 50 sample images

from each of the other 13 classes. Table 1 shows the

number of images used for training and testing.

Figure 4 presents 16 sample images from the dataset.

The first row shows COVID-19 images, the second row

shows normal images from the Chex-Pert dataset, and the

third and fourth rows show the images affected by one of

the 13 diseases in the Chex-Pert dataset.

3.3.2 Preprocessing

The resolution of the images in this dataset varies contin-

uously. In the COVID-19 class, we have some high-reso-

lution images, i.e., more than 1900 9 1400, and some low-

resolution images, i.e., 400 9 400. This variation is more

appropriate for the proposed model because the proposed

model can achieve better results after the training regard-

less of variation in resolution of sample image and image

capturing techniques. The data collection in an extremely

controlled environment is not viable such as capturing

high-resolution images and cleaning the data after prepro-

cessing. As the machine learning field advances in tech-

nology, a more focus on sophisticated frameworks and

models is developed that can perform work better in the

uncontrolled environment, such as variation in sample

image resolution, quality, and small-scale labeled datasets.

The original dataset collector provides the images of the

COVID-19 class from different sources. Therefore, to

tackle the resolution problem in the images, we normalized

the training images before the model’s training.

Fig. 3 Smart healthcare framework for COVID-19 detection

Table 1 Number of images used

in dataset preparation
Classes # of images in training data # of images in testing data

COVID-19 420 (after data augmentation operations on 84 images) 100

Non-COVID 4380 1100
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So the model becomes less sensitive to different reso-

lutions as all the images are in the same distribution.

3.3.3 Transfer learning

This study used the state-of-the-art ResNet50 convolutional

neural network (CNN) model to classify COVID-19

patients versus non-COVID normal subjects. For this pur-

pose, we used the transfer learning approach to fine-tune

the ResNet50 CNN model on the training dataset. In this

approach, a trained model for one particular task can be

adapted to another similar task. To apply the task-specific

learning on a smaller dataset, we can use the ImageNet

model to train the model to classify images. The ImageNet

is a well-known model that consists of millions of labeled

images. Transfer learning is beneficial for tasks in which

appropriate samples in large numbers for training a model

are not available, such as medical images associated with

various diseases. This approach can be used for those

models with high complexity and require a large number of

parameters for training the model. By using transfer

learning, models begin with good initial values, requiring

minor adjustments to tackle the new problem better.

The pre-trained model is used for a particular role in two

main ways. In the first method, the pre-trained model is

used to extract features, and the classifier is trained on it to

classify the data. In the second approach, based on the new

task, the part of the model network or the entire network is

fine-tuned. The pre-trained model weights will be used as

the initial values, and they will be updated during the

training procedure.

Fig. 4. 16 sample images from the dataset. First row shows COVID-19 images, second row shows normal images from Chex-Pert dataset, and

third and fourth rows show the images effected from one of the 13 diseases in Chex-Pert dataset
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In this study, we performed the fine-tuning on the final

layer of CNN since the number of images in the COVID-19

class is very small and uses the pre-trained model to extract

the discriminative features. Then, the output of the

ResNet50 model [50] is evaluated. We also discuss the

architecture of the ResNet50 model in the next section and

also explains its utilization in this problem. Figure 5 dis-

plays the ResNet50 CNN mode model architecture.

3.3.4 ResNet50 CNN model for COVID-19 detection

In this study, we used the pre-trained ResNet50 CNN

model.

This model is trained on the well-known dataset called

ImageNet. ResNet50 model is one of the most popular

CNN architectures for more robust training, which was also

the winner of the ImageNet competition 2015. The concept

in ResNet50 architecture is to use the identity shortcut

connection that helps to skip the layers and allows the fast

learning process. This architecture enables the initial layers

to have a direct link in the network. Therefore, it will make

it simple for the initial layers to update the gradients.

3.3.5 Model training

In this study, the proposed ResNet50 model is used with a

cross-entropy loss function. This loss function is used to

minimize the difference between the target and actual

probability values. It is defined using the following

equation:

LCE ¼
XN

i¼1

Ppi log qi ð1Þ

where pi and qi represent the actual and predicted proba-

bility values for every sample image. Then, we use the

stochastic gradient descent algorithm to reduce the loss

function.

4 Experimental results and discussion

4.1 Model parameters

During the experiment, the ResNet50 model is fine-tuned

after 120 epochs. The batch size is set to 30. Adam opti-

mizer is used to optimize the cross-entropy loss function.

Fig. 5 REsNet50 CNN model architecture
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The parameters of the Adam optimizer were set to 0.0001

for learning rate, 0.9 for beta-1, and 0.999 for beta-2. The

image resolution was set to 224 9 224 for all the images

before giving the input to the network.

4.2 Evaluation metrics

The tenfold cross-validation was used to evaluate the

proposed method, where the dataset is divided into ten

folds. Each time, nine folds (80% of the data) are used for

training, and onefold is used for testing. For generalization,

this process is repeated for each fold. Therefore, all folds

are used for training and testing. The training set was

further divided into 10% for validation and 90% for

training the model. The performance of the proposed sys-

tem is evaluated using the following metrics:

Accuracy Accð Þ ¼ TP þ TN

Total Samples
ð2Þ

Specificity Specð Þ ¼ TN

TN þ FP
ð3Þ

Sensitivity Sensð Þ ¼ TP

FN þ TP
ð4Þ

F1-Score ¼ 2 � TP

2 � TP þ FP þ FNð Þ ð5Þ

where TP (true positives) is the number of COVID-19

images that are identified as COVID-19, FN (false nega-

tives) is the number of COVID-19 images that are pre-

dicted as non-COVID, TN (true negatives) is the number of

non-COVID images that are identified as non-COVID by

the system, and FP (false positives) is the number of non-

COVID images that are predicted as COVID-19. We used

Matlab (2020b) to implement the proposed system. We

used the server system with Intel (R) Xeon (R) CPU-F8-

2920 @ 3.5 GHz (30 CPUs) having 64 GB RAM, 11 GB

Nvidia Graphics Card.

4.3 Model predicted scores

In this study, we used ResNet50 CNN model for the

detection of COVID-19 disease. The proposed model pre-

dicts a probability score for every input image, indicating

the probability value of an image associated with the

COVID-19 class. A binary label can be derived by com-

paring this value to a threshold, indicating whether the

input image is associated with COVID-19 or not non-

COVID. An ideal model should estimate the likelihood of

all samples of non-COVID class close to 0 and COVID-19

class close to 1.

Figure 6 displays the distribution w.r.t ResNet50 model

of expected likelihood scores for the test images. In this

study, the non-COVID class consists of normal subjects

and other diseased subjects infected from COVID-19.

Therefore, the distribution of predicted scores is presented

for 03 classes, i.e., normal (non-COVID), other diseases

(non-COVID), and COVID-19. From Fig. 6, it is noted that

the probability score of the normal class (non-COVID) is

lower than the probability score of other disease classes

(non-COVID). Therefore, the images of other diseases

class are easily differentiated from normal class, but their

differentiation is difficult from the COVID-19 class, as

both of these ‘‘classes’’ have high higher probability scores.

Overall, the probability scores of non-COVID images from

normal and other disease classes are lower than the prob-

ability score of COVID-19 images. This depicts that the

model has learned to differentiate between images of non-

COVID and COVID-19 classes.

4.4 Results and discussion

The probability score generated by the ResNet50 model

decides that the test image belongs to the COVID-19 class

or non-COVID class. These scores can then be compared to

a threshold value to determine whether the input image is

associated with COVID-19 or not. The projected labels are

used to determine each model’s sensitivity and specificity.

Fig. 6 Predicted probability values with ResNet50 CNN model

Table 2 Performance of ResNet50 CNN model

COVID-19 versus non-COVID

Performance measures ResNet50 CNN Model

Acc 0.986 ± 0.0038

Sens 0.9736 ± 0.0053

Spec 0.982 ± 0.0041

F1-score 0.97.87 ± 0.0029
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In this study, we used four different threshold values, i.e.,

0.15, 0.20, 0.25, and 3.0. Out of these four threshold val-

ues, we observe that the ResNet50 model achieved better

results with a 0.15 threshold value. The average perfor-

mance results are given in Table 2.

It is also noted that there are only one hundred images

for testing in the COVID-19 class; therefore, the specificity

and sensitivity of the proposed system are not highly reli-

able as the total of sample images in the COVID-19 class

are not too much. To achieve a more accurate estimate of

sensitivity and specificity rates, there is a need for more test

images labeled with COVID-19. However, on the other

side, we can also compute 95% C.I (confidence interval) of

the obtained specificity and sensitivity values. The purpose

of estimating C.I is to check the range of specificity and

sensitivity values for the test instances of each class. The

C.I can be defined as:

r ¼ z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
accuracy 1 � accuracyð Þ

N

r
ð6Þ

where z represents the significance level of C.I and N rep-

resents the total number of instances for the particular

class. In our study, we used the C.I of 95%, so the corre-

sponding z value is equal to 1.96%. It is imperative to have

a good performance model for the detection of COVID-19.

For this purpose, the cutoff threshold value is selected w.r.t

97.3% sensitivity of ResNet50 model.

As for the diagnosis of COVID-19, it is vital to have a

sensitive model, we choose the threshold value for the

ResNet50 CNN model as 97.3% sensitivity, and we com-

pare the specificity rates of the model. From Table 3, we

can observe that C.I is 2.4% for sensitivity and 1.3% for

specificity. As we have 1100 sample test images in the non-

COVID class; therefore, the C.I for sensitivity is higher

than the specificity.

Figure 7 shows the ROC curve of testing data. It can be

noticed from the curve that AUC reaches a high value

(0.98) for the method. In this case, this means that the

model can distinguish between the COVID-19 and non-

COVID classes.

Table 4 shows the confusion matrix on the testing data

that has three mistakes by classifying three COVID-19

images as non-COVID and has nine errors by classifying

thirteen non-COVID images as a COVID-19. The

confusion matrix results in Table 4 show that the proposed

system is classifying the test data with a high accuracy rate.

Figure 8 visualizes the tSNE plot of the features. In

Fig. 8, we observe two separate clusters representing the

COVID-19 and non-COVID classes. This plot shows the

clear discrimination of features belonging to the two clas-

ses. Only a few of the images of both classes are mis-

classified. The tSNE plot authenticates the dominance of

the proposed system.

4.5 Comparison

The comparison results are shown in Table 5. We have

taken the results, which are reported in the research papers,

to avoid any bias due to parameter tuning. It is noted that

the proposed method outperforms the other state-of-the-art

methods. From this comparison, we conclude that the

proposed end-to-end model based on a ResNet50 CNN

outperforms the recent works on COVID-19 versus non-

COVID classification by achieving an accuracy of 98.6%,

the sensitivity of 97.3%, a specificity of 98.2%, and F1-

score of 97.87%.

This study developed a state-of-the-art framework based

on deep learning for COVID-19 detection using chest

X-ray images. For this purpose, we fine-tuned the pre-

trained ResNet50 CNN model on our training set. A dataset

of 6000 images is prepared in this study. The detailed

Table 3 Specificity and sensitivity values of ResNet50 CNN model

Model Specificity Sensitivity

ResNet50 98.2 ± 1.3 97.3 ± 2.4

Fig. 7 ROC curve of proposed system

Table 4 Confusion matrix with ResNet50 model

Actual class Predicted class

COVID-19 Non-COVID

COVID-19 97 (97.0%) 3 (4.0%)

Non-COVID 13 (1.18%) 1087 (98.82%)
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experimental analysis is performed to evaluate the perfor-

mance of the ResNet50 CNN model using performance

measures of accuracy, specificity, sensitivity, and F1-score.

For a sensitivity rate of 97%, the proposed model achieved

a specificity rate of 98% on average. This is really

encouraging, as it shows promising results using X-ray

images for COVID-19 detection. This study is carried on

publicly available datasets that consist of 520 and 5480

COVID-19 and COVID images, respectively. The results

indicate that the proposed system gives an accuracy of

98.6%, sensitivity of 97.3%, specificity of 98.2%, and F1-

score of 97.87%. The comparison shows that the proposed

system performs better than the existing systems.

4.6 Future work

COVID-19 detection from chest X-ray images is a chal-

lenging problem and still many problems need to be

overcome. There are many future directions related to the

proposed work. Probably, the most important challenge for

our future work is to further improve the accuracy rate. In

the future, we would be interested to design a more gen-

eralized and powerful model by increasing the depth of the

model to see how it affects the accuracy. For this purpose,

we will use state-of-the-art and sophisticated deep learning

techniques to develop such models. For our current study,

two public available datasets are used. One of the future

directions is to use more images for the COVID-19

detection problem.

Fig. 8 tSNE plot for two-class

problem (COVID-19 vs non-

COVID) for features

visualization

Table 5 Comparison of ResNet50 model with other research studies

Research studies Method Class Accuracy (%)

Ozturk et al. [51] DarkNet 2 98.08

Maghdid et al. [52] AlexNet, modified CNN 2 94

Hemdan et al. [53] VGG19, DenseNet201, ResNetV2, InceptionV3,

InceptionResNetV2, Xception, MobileNetV2

2 90

Panwar et al. [54] nCOVnet 2 88.10

Stephanie et al. [55] Deep learning 2 90.8

Proposed method ResNet50 CNN model 2 98.6
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In the future, it would also be of interest to investigate

the identification of different categories/multi-classes for

COVID-19 detection. Though the proposed system gives

good performance on a publicly available dataset, its

deployment in a real-time environment for the healthcare

sector is also future work. It would also be interesting to

observe if more subjects in the experiments would posi-

tively or negatively impact the results as the amount of data

for the classifier increases.

The proposed technique based on DL will be helpful in

medical diagnosis research and healthcare systems. It will

also support the medical experts for COVID-19 screening

and lead to a precious second opinion.

5 Conclusion

In this study, a smart healthcare system is proposed that

incorporates IoT-cloud technologies to detect and classify

COVID-19. The system uses smart sensors to collect data

from medical images. These images are stored in the cloud

and used to assess the status of patients. The system then

advises on the facilities and medical assistance requested

by patients. The image is sent to the deep learning cogni-

tive module, which detects COVID-19 and tells all stake-

holders of the patient’s situation in order to execute follow-

up procedures. In the DL cognitive module, we have pro-

posed an intelligent and robust system for detecting coro-

navirus disease (COVID-19) using a state-of-the-art deep

learning approach. We used Chest X-ray images as a

dataset and fine-tuned the ResNet50 CNN model on our

training dataset. We validate the proposed system’s

robustness and effectiveness using two benchmark publicly

available datasets (Covid-Chestxray dataset and Chex-Pert

dataset). At first, a dataset of 6000 images is prepared from

Covid-Chestxray and Chex-Pert datasets. The proposed

system is trained to collect images from 80% of the data-

sets and tested with 20% of the data. Results clearly show

that the performance metrics of our proposed method are

high. Cross-validation is done using a tenfold cross-vali-

dation technique. In this study, a detailed experimental

analysis is performed to evaluate the performance of the

proposed system. The results indicate that the proposed

system gives an accuracy of 98.6%, sensitivity of 97.3%,

specificity of 98.2%, and F1-score of 97.87%. The com-

parison shows that the proposed system performs better

than the existing systems. The proposed technique based on

DL will be helpful in medical diagnosis research and

healthcare systems. It will also support the medical experts

for COVID-19 screening and lead to a precious second

opinion.

Author contributions NN and MI conceived the idea. QE, AA, and

AA-H collected and processed the data and performed experiments.

IR reviewed the draft and provided his comments.

Funding The authors would like to thank Alfaisal University for

funding and supporting this work through the Internal Research Grant

C20220. This work is partially supported by the Deanship of Scien-

tific Research at King Saud University through research group Project

Number RG-1435-051.

Declarations

Conflict of interest The authors declare that there is no conflict of

interest exists between authors in publication of this article.

References

1. https://www.worldometers.info/coronavirus/

2. Wenling W, Xu Y, Gao R, Lu R, Han K, Wu G, Tan W (2020)

Detection of SARS-CoV-2 in different types of clinical speci-

mens. JAMA 323:1843-1844

3. Yang Y, Yang M, Shen C, Wang F, Yuan J, Li J, Zhang M (2020)

Laboratory diagnosis and monitoring the viral shedding of

2019-nCoV infections. MedRxiv 1:100061

4. Ai T, Yang Z, Hou H, Zhan C, Chen C, Lv W, Tao Q, Sun Z, Xia

L (2020) Correlation of chest CT and RT-PCR testing in coron-

avirus disease 2019 (COVID-19) in China: a report of 1014 cases.

Radiology 296:200642

5. Kanne JP, Little BP, Chung JH, Elicker BM, Ketai LH (2020)

Essentials for radiologists on COVID-19: an update—radiology

scientific expert panel. Radiology 296:200527

6. Kong W, Agarwal PP (2020) Chest imaging appearance of

COVID-19 infection: Radiol Cardiothorac Imaging 2(1):e200028

7. Hansell DM, Bankier AA, MacMahon H, McLoud TC, Muller

NL, Remy J (2008) Fleischner Society: glossary of terms for

thoracic imaging. Radiology 246(3):697–722

8. Rodrigues JCL, Hare SS, Edey A, Devaraj A, Jacob J, Johnstone

A, McStay R, Nair A, Robinson G (2020) An update on COVID-

19 for the radiologist—a British society of thoracic imaging

statement. Clin Radiol 75(5):323–325. https://doi.org/10.1016/j.

crad.2020.03.003

9. Yin Y, Zeng Y, Chen X, Fan Y (2016) The internet of things in

healthcare: an overview. J Ind Inf Integr 1:3–13

10. Muhammad G, Rahman SKMM, Alelaiwi A, Alamri A (2017)

Smart health solution integrating IoT and cloud: a case study of

voice pathology monitoring. IEEE Commun Mag 55(1):69–73

11. Alhussein M, Muhammad G, Hossain MS, Amin SU (2018)

Cognitive IoT-cloud integration for smart healthcare: case study

for epileptic seizure detection and monitoring. Mob Netw Appl

23(6):1624–1635

12. Cohen JP, Morrison P, Dao L (2020) COVID-19 image data

collection. arXiv preprint http://arxiv.org/abs/2003.11597

13. Irvin J, Rajpurkar P, Ko M, Yu Y, Ciurea-Ilcus S, Chute C,

Marklund H et al (2019) Chexpert: a large chest radiograph

dataset with uncertainty labels and expert comparison. In: Pro-

ceedings of the AAAI conference on artificial intelligence, vol

33, pp 590–597

14. LeCun Y et al (1998) Gradient-based learning applied to docu-

ment recognition. In: Proceedings of the IEEE: 2278–2324

15. Badrinarayanan V, Kendall A, Cipolla R (2017) Segnet: a deep

convolutional encoder-decoder architecture for image segmenta-

tion. IEEE Trans Pattern Anal Mach Intell 39(12):2481–2495

Neural Computing and Applications (2023) 35:13775–13789 13787

123

https://www.worldometers.info/coronavirus/
https://doi.org/10.1016/j.crad.2020.03.003
https://doi.org/10.1016/j.crad.2020.03.003
http://arxiv.org/abs/2003.11597


16. Ren S, He K, Girshick R, Sun J (2015) Faster r-cnn: towards real-

time object detection with region proposal networks. IEEE Trans

Pattern Anal Mach Intell 39:1137–1149. https://doi.org/10.1109/

TPAMI.2016.2577031

17. Dong C et al (2014) Learning a deep convolutional network for

image super-resolution. In: European conference on computer

vision. Springer, Cham

18. Minaee S, Abdolrashidi A, Su H, Bennamoun M, Zhang D (2019)

Biometric recognition using deep learning: a survey. arXiv pre-

print http://arxiv.org/abs/1912.00271

19. Rafique W, Qi L, Yaqoob I, Imran M, Rasool RU, Dou W (2020)

Complementing IoT services through software defined network-

ing and edge computing: a comprehensive survey. IEEE Com-

mun Surv Tutor 22(3):1761–1804

20. Ali F, El-Sappagh S, Riazul Islam SM, Ali A, Attique M, Imran

M, Kwak KS (2021) An intelligent healthcare monitoring

framework using wearable sensors and social networking data.

Future Gener Comput Syst 114:23–43

21. Ali F, El-Sappagh S, Islam SMR, Kwak D, Ali A, Imran M,

Kwak K (2020) A smart healthcare monitoring system for heart

disease prediction based on ensemble deep learning and feature

fusion. Inf Fus 63:208–222

22. Razzak MI, Imran M, Xu G (2020) Big data analytics for pre-

ventive medicine. Neural Comput Appl 32(9):4417–4451

23. Naseer A, Rani M, Naz S, Razzak I, Imran M, Xu G (2020)

Refining Parkinson’s neurological disorder identification through

deep transfer learning. Neural Comput Appl 32(3):839–854

24. Chen M, Yang J, Hao Y, Mao S, Hwang K (2017) A 5G cognitive

system for healthcare. Big Data Cogn Comput 1(1):2

25. Hao Y, Yang J, Chen M, Hossain MS, Alhamid MF Emotion-

aware video QoE assessment via transfer learning. IEEE Multi-

media, to be published. https://doi.org/10.1109/MMUL.2018.

2879590

26. Hossain MS, Muhammad G (2018) Emotion-aware connected

health care big data towards 5G. IEEE Internet Things J

5(4):2399–2406. https://doi.org/10.1109/JIOT.2017.2772959

27. Hossain MS, Muhammad G, Alamri A (2017) Smart healthcare

monitoring: a voice pathology detection paradigm for smart

cities. Multimedia Sys 25:565–575. https://doi.org/10.1007/

s00530-017-0561-x

28. Samani H, Zhu R (2016) Robotic automated external defibrillator

ambulance for emergency medical service in smart cities. IEEE

Access 4:268–283

29. Muhammad G, Alsulaiman M, Amin SU, Ghoneim A, Alhamid

MF (2017) A facial-expression monitoring system for improved

healthcare in smart cities. IEEE Access 5:10871–10881

30. Hossain MS, Muhammad G (2016) Cloud-assisted industrial

Internet of Things (IIoT)_Enabled framework for health moni-

toring. Comput Netw 101:192–202

31. Hu Y, Duan K, Zhang Y, Hossain MS, Rahman SMM, Alelaiwi

A (2018) Simultaneously aided diagnosis model for outpatient

departments via healthcare big data analytics. Multimed Tools

Appl 77(3):3729–3743

32. Muhammad G (2017) Voice pathology detection using interlaced

derivative pattern on glottal source excitation. Biomed Signal

Process Control 31:156–164

33. Ghoneim A, Muhammad G, Amin SU, Gupta B (2018) Medical

image forgery detection for smart healthcare. IEEE Commun

Mag 56(4):33–37

34. Pramod S, Page A, Mohsenin T, Oates T (2014) Detecting

epileptic seizures from EEG data using neural networks. [Online].

https://arxiv.org/abs/1412.6502

35. Jha S, Goyal MK, Gupta B, Gupta AK (2021) A novel analysis of

COVID 19 risk in India incorporating climatic and socioeco-

nomic. Factors Technol Forecast Soc Change 167:120679

36. Masud M, Gaba GS, Alqahtani S, Muhammad G, Gupta BB,

Kumar P, Ghoneim A (2020) A lightweight and robust secure key

establishment protocol for internet of medical things in COVID-

19 patients care. IEEE Internet Things J. https://doi.org/10.1109/

JIOT.2020.3047662

37. Memos VA, Psannis KE, Ishibashi Y, Kim B-G, Gupta BB

(2018) An efficient algorithm for media-based surveillance sys-

tem (EAMSuS) in IoT smart city framework. Future Gener

Comput Syst 83:619–628

38. Li D, Deng L, Gupta BB, Wang H, Choi C (2019) A novel CNN

based security guaranteed image watermarking generation sce-

nario for smart city applications. Inf Sci 479:432–447

39. Stergiou CL, Psannis KE, Gupta BB (2021) IoT-based big data

secure management in the fog over a 6G wireless network. IEEE

Internet Things J 8(7):5164–5171

40. Al-Qerem A, Alauthman M, Almomani A, Gupta BB (2020) IoT

transaction processing through cooperative concurrency control

on fog–cloud computing environment. Soft Comput

24:5695–5711

41. Sedik A, Hammad M, Abd El-Samie FE, Gupta BB, Abd El-Latif

AA (2021) Efficient deep learning approach for augmented

detection of Coronavirus disease. Neural Comput Appl. https://

doi.org/10.1007/s00521-020-05410-8

42. Chang X, Ma Z, Yang Y, Zeng Z, Hauptmann AG (2017) Bi-

level semantic representation analysis for multimedia event

detection. IEEE Trans Cybern 47(5):1180–1197

43. Chang X, Yu Y-L, Yang Y, Xing EP (2018) Semantic pooling for

complex event analysis in untrimmed videos. IEEE Trans Pattern

Anal Mach Intell 39(8):1617–1632

44. Turner JT, Page A, Mohsenin T, Oates T (2014) Deep belief

networks used on high resolution multichannel electroen-

cephalography data for seizure detection. In: Proceedings of

AAAI spring symposium series

45. Acharya UR, Oh SL, Hagiwara Y, Tan JH, Adeli H (2018) Deep

convolutional neural network for the automated detection and

diagnosis of seizure using EEG signals. Comput Biol Med

100:270–278

46. Kingma DP, Ba J (2015) Adam: a method for stochastic opti-

mization. [Online]. https://arxiv.org/abs/1412.6980

47. Phang C, Ting C, Noman F, Ombao H (2019) Classification of

EEG-based brain connectivity networks in schizophrenia using a

multi-domain connectome convolutional neural network. https://

arxiv.org/abs/1903.08858 [cs]

48. Chu L, Qiu R, Liu H, Ling Z, Zhang T, Wang J (2018) Individual

recognition in schizophrenia using deep learning methods with

random forest and voting classifiers: insights from resting state

EEG streams. https://arxiv.org/abs/1707.03467 [cs]

49. https://github.com/ieee8023/covid-chestxray-dataset

50. He K et al (2016) Deep residual learning for image recognition.

In: Proceedings of the IEEE conference on computer vision and

pattern recognition

51. Ozturk T, Talo M, Yildirim EA, Baloglu UB, Yildirim O,

Rajendra Acharya U (2020) Automated detection of COVID-19

cases using deep neural networks with X-ray images. Comput

Biol Med 121:103792. https://doi.org/10.1016/j.compbiomed.

2020.103792

52. Maghdid HS, Asaad AT, Ghafoor KZ, Sadiq AS, Khan MK

(2020) Diagnosing COVID-19 pneumonia from X-ray and CT

images using deep learning and transfer learning algorithms.

Arxiv.Org. https://arxiv.org/abs/2004.00038

53. Hemdan EE-D, Shouman MA, Karar ME (2020) COVIDX-net: a

framework of deep learning classifiers to diagnose COVID-19 in

X-ray images. http://arxiv.org/abs/2003.11055

13788 Neural Computing and Applications (2023) 35:13775–13789

123

https://doi.org/10.1109/TPAMI.2016.2577031
https://doi.org/10.1109/TPAMI.2016.2577031
http://arxiv.org/abs/1912.00271
https://doi.org/10.1109/MMUL.2018.2879590
https://doi.org/10.1109/MMUL.2018.2879590
https://doi.org/10.1109/JIOT.2017.2772959
https://doi.org/10.1007/s00530-017-0561-x
https://doi.org/10.1007/s00530-017-0561-x
https://arxiv.org/abs/1412.6502
https://doi.org/10.1109/JIOT.2020.3047662
https://doi.org/10.1109/JIOT.2020.3047662
https://doi.org/10.1007/s00521-020-05410-8
https://doi.org/10.1007/s00521-020-05410-8
https://arxiv.org/abs/1412.6980
https://arxiv.org/abs/1903.08858
https://arxiv.org/abs/1903.08858
https://arxiv.org/abs/1707.03467
https://github.com/ieee8023/covid-chestxray-dataset
https://doi.org/10.1016/j.compbiomed.2020.103792
https://doi.org/10.1016/j.compbiomed.2020.103792
https://arxiv.org/abs/2004.00038
http://arxiv.org/abs/2003.11055


54. Panwar H, Gupta PK, Siddiqui MK, Morales-Menendez R, Singh

V (2020) Application of deep learning for fast detection of

COVID-19 in X-Rays using nCOVnet. Chaos Solitons Fractals

138:109944. https://doi.org/10.1016/j.chaos.2020.109944

55. Harmon SA, Sanford TH, Xu S, Turkbey EB, Roth H (2020)

Artificial intelligence for the detection of COVID-19 pneumonia

on chest CT using multinational datasets. Nat Commun 11:4080.

https://doi.org/10.1038/s41467-020-17971-2

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

Authors and Affiliations

Nidal Nasser1 • Qazi Emad-ul-Haq2 • Muhammad Imran2,3 • Asmaa Ali4 • Imran Razzak5 • Abdulaziz Al-Helali1

& Muhammad Imran

dr.m.imran@ieee.org; m.imran@federation.edu.au

Nidal Nasser

nnasser@alfaisal.edu

Qazi Emad-ul-Haq

qulhaq@ksu.edu.sa

Asmaa Ali

ali@cs.queensu.ca

Imran Razzak

imran.razzak@deakin.edu.au

Abdulaziz Al-Helali

aalhelai@alfaisal.edu

1 College of Engineering, Alfaisal University, Riyadh,

Kingdom of Saudi Arabia

2 College of Computer and Information Sciences, King Saud

University, Riyadh, Kingdom of Saudi Arabia

3 School of Engineering, Information Technology and Physical

Sciences, Federation University, Brisbane, Australia

4 School of Computing, Queen’s University, Kingston, Canada

5 School of Information Technology, Deakin University,

Geelong, Australia

Neural Computing and Applications (2023) 35:13775–13789 13789

123

https://doi.org/10.1016/j.chaos.2020.109944
https://doi.org/10.1038/s41467-020-17971-2
http://orcid.org/0000-0002-6946-2591

	A smart healthcare framework for detection and monitoring of COVID-19 using IoT and cloud computing
	Abstract
	Introduction
	Related study
	Smart healthcare framework
	Smart healthcare scenario
	System architecture
	COVID-19 detection and classification system
	Dataset
	Preprocessing
	Transfer learning
	ResNet50 CNN model for COVID-19 detection
	Model training


	Experimental results and discussion
	Model parameters
	Evaluation metrics
	Model predicted scores
	Results and discussion
	Comparison
	Future work

	Conclusion
	Author contributions
	Funding
	References




