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Abstract
Increasing demand in distance education, e-learning, web-based learning, and other digital sectors (e.g., entertainment) has

led to excessive amounts of e-content. Learning objects (LOs) are among the most important components of electronic

content (e-content) and are preserved in learning object repositories (LORs). LORs produce different types of electronic

content. In producing e-content, several visualization techniques are employed to attract users and ensure a better

understanding of the provided information. Many of these visualization systems match images with corresponding text

using methods such as semantic web, ontologies, natural language processing, statistical techniques, neural networks, and

deep neural networks. Unlike these methods, in this study, an automatic and intelligent content visualization system is

developed using deep learning and popular artificial intelligence techniques. The proposed system includes subsystems that

segment images to panoptic image instances and use these image instances to generate new images using a genetic

algorithm, an evolution-based technique that is one of the best-known artificial intelligence methods. This large-scale

proposed system was used to test different amounts of LOs for various science fields. The results show that the developed

system can be efficiently used to create visually enhanced content for digital use.
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1 Introduction

Distance education provides learners with the opportunity

to train themselves individually in a flexible environment

[1]. When there are obstacles to traditional education—

such as the Covid-19 pandemic—the use of distance edu-

cation increases, and educational data grow exponentially

[2, 3]. Moreover, several studies have demonstrated the

importance and popularity of distance education [4].

E-learning, web-based education, and web-based training

are some example applications of distance education [5].

These systems contain enormous amounts of unstructured

content [6]. Given the increasing demand for these types of

educational activities [7], the need for qualified e-content

has emerged as a problem [8]. These educational systems

involve huge amounts of e-content containing plaintext,

images, and video. More specifically, e-content is produced

with learning objects (LOs) [9]: content, educational, and

information objects and reusable learning resources [10].

LOs can contain images, text, video, sound, animations,

simulations, graphs, and tables that have educational sig-

nificance [11]. LO is supported by the IEEE LOM, IMS,

and DCMI standards, which require certain properties, such

as accessibility, interoperability, compatibility, and

reusability [12]. In order to meet these criteria, LOs are

combined with descriptive information called metadata

[13]. LOs and their identifier metadata are stored in

learning object repositories (LORs) [14]. Thanks to LORs,

LOs are reusable, shareable, and interoperable with other

systems and are also readable by computers [10]. Produc-

ing high-quality e-content generally requires a great deal of

time and financial resources, but such content can be pro-

duced easily and quickly using LOs from LORs. LOs can

be segmented into smaller objects, which can in turn be

combined to produce different large-scale LOs [15]. Text-

based content can be visualized during this process [16].
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Visualization of learning content is important because it

simplifies topics and increases learners’ comprehension of

the information [17]. Nowadays, visualization systems are

needed because they aid in clarifying meaning for users

with learning disabilities [18]. Images, video, animations,

and simulations are some visualization techniques used to

attract users, improve concentration, and make sense of the

given information within the content [19, 20]. Moreover,

visualization helps ensure that information is stored in the

learner’s long-term memory [21, 22]. Studies show that

people can have a higher rate of remembering when they

are exposed to a visualized text than when they are not

[23, 24]. Another important effect of visualization is that it

improves user retention with regard to color, size, shape,

orientation, position, organization, and relations in content

design [25]. Moreover, visualization is usable not only in

education but also in daily life, such as business, enter-

tainment, and other digital contexts [26, 27].

Nowadays, digital documents are extensively used for

educational purposes and also used excessively in every

aspect of our daily lives. Digitalization has thus created a

need for interactive and effective text visualization tech-

niques. Several studies have automatically converted nat-

ural language texts to images that represent the meaning of

the corresponding texts [28]. Van Wierst et al. [29]

developed BolVis to help researchers in philosophy, which

largely depends on a plethora of reading texts. Researchers

can filter, compare, and explore the meanings of the most

relevant part of the large-scale reading texts. Another study

developed the Text Variation Explorer software to effec-

tively visualize changes in sociolinguistics studies and

provide a generic structure for use in other linguistics

studies [30]. Singh et al. [31] combined discriminative

feature selection and latent topic analysis to visualize

representative data for a large-scale corpus obtained from

conference proceedings, movie summaries, and newsgroup

postings. They were inspired by the wheel of emotion to

visualize data in the form of a flower. In Sui’s study [32],

the timely topic scoring technique was used to show topic

trends in Twitter text over the studied time period. Another

usage of text visualization is clinical studies [33]. Patients’

documents are in unstructured text format, and given the

number of these documents, clinicians often cannot deal

with all of them in a short time. Thus, MedStory was

developed to handle long texts using text visualization.

Sprint is a system developed by Yamada et al. [34] to

generate 3D models from text descriptions of a scene.

Similarly, Joshi et al. [35] developed a story picture engine

to represent text with some pictures. Mihalcea et al. [36]

developed a similar system to generate pictures to auto-

matically represent simple sentences. In this system, a

WordNet structure is used as a lexical source. Utkus is

another system based on an ontology for the Russian

language that was used to create representative pictures for

object behavior [37]. Bui et al. [38] developed another

medical text-to-picture system to visualize patient

instructions. In a similar study, Ruan et al. [39] summa-

rized patients’ medical data. Jiang et al. [40] developed an

instant messaging software to obtain images of queried

keywords. Vishit is another software that was used for the

speakers of the Hindu language to ease communication

between different cultures using semantic-based text-to-

image visualization [41]. Another use of a text visualiza-

tion system is broadcasting news with enhanced represen-

tation of emotions [42]. Although there are many text-to-

image systems, Hassani and Lee [43] proposed that they

are not at the desired level. They wanted to create scenes,

rather than showing a representative image for a given text.

NALIG [44], WordsEye [45], VizStory [46], and mobile

Arabic story scene visualizer [47] are some examples of

text-to-scene systems. Manufacturing [48], mapping [49],

and education [50] are some of the other application areas

of text visualization systems. These studies can also be

used for educational e-content. Moreover, there are studies

more specific to educational purposes. For example,

Gunarathne et al. [51] developed a web-based LO visual-

ization system that works on the well-known MERLOT II

LOR. In this system, when users search a keyword, results

are visualized using data extraction, transformation, and

clustering methods. In another study, the DLNotes2 tool,

which is based on semantic networks, was developed to

visualize learning activity results in digital libraries [52]. In

these studies, semantic web, ontologies, natural language

processing, statistical methods, neural networks, and deep

neural networks have been used to represent text with

images.

The objective of this study is to provide an alternative,

hybrid method for an automatic and intelligent e-content

visualization system that differs from the aforementioned

studies. By employing both panoptic image segmentation

and genetic algorithms, the proposed study is intended to

contribute to the associated literature. In this system, stored

and newly added LOs that have plaintext content are

visualized with images in an intelligent and novel method

that combines deep learning and genetic algorithms. Using

panoptic image segmentation (PIS), natural language pro-

cessing (NLP), convolutional neural networks (CNNs),

long short-term memory (LSTM) networks, and genetic

algorithm (GAs), e-content can be efficiently visualized

and enhanced. E-content generation has high costs and can

lead to problems related to wasted time. Using panoptic-

segmented image instances to create new images with a

GA provides reusability. It is important to note that

developing hybrid systems that combine deep learning and

GAs provides an effective and interesting perspective on

the image visualization problem. Thus, the educational
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benefits of the e-content are increased. The proposed sys-

tem contains different modules that use different artificial

intelligence methods and differs from other studies in its

GA-based image-creating module. This proposed system

based on multi-subsystems (modules) is easy to design and

offers an alternative approach to the content visualization

problem.

Considering the general topic of the study, some note-

worthy studies from the literature should be explained

briefly as follows. Panoptic segmentation is the combina-

tion of instance segmentation and semantic segmentation.

Its aim is to detect countable foreground objects (‘‘things’’;

e.g., car, animal, person) and uncountable amorphous

background regions (‘‘stuff’’; e.g., sky, grass) [53]. Many

studies have explored the task of panoptic segmentation.

Kirillov et al. [54] combined Mask R-CNN (instance seg-

mentation method) with a feature pyramid network (FPN)

(semantic segmentation method). They started with an FPN

backbone used to extract rich multi-scale features. In Mask

R-CNN, they used a region-based branch on top of the

FPN, for instance segmentation. Then, a lightweight dense

prediction branch was added on top of the same FPN for

semantic segmentation. Thus, Mask R-CNN extended with

FPN provides a fast and accurate baseline for both instance

and semantic segmentation in a single network. In another

study, Cai et al. [55] developed a panoptic segmentation

system based on attention over the segmentation regions.

They used image features based on the shape of the seg-

mentation regions and generated captions based on the

attention-weighted features to independently process things

and stuff classes. A similar study that segmented both stuff

and things created a semi-supervised panoptic segmenta-

tion system that uses a mixture of weak and fully labeled

annotations [56]. Attention-guided unified network

(AUNET) is another approach to panoptic segmentation

that uses a region proposal network (RPN) and pixel-level

attention [57]. In order to achieve more correct segmen-

tation, object-level and pixel-level attention-based modules

were used in AUNET. A proposal attention module (PAM)

was used to detect foreground objects while a mask

attention module (MAM) was used for background objects.

Both thing and stuff segmentation accuracies were con-

siderably improved by using different attention modules.

AUNET was tested on the Mscoco and Cityscapes

benchmark datasets, and the results showed that it was

effective. In a study by De Geus et al. [58], a single-net-

work method was used with the ResNet-50 feature

extraction model for panoptic segmentation. They used

Mask R-CNN and a pyramid pooling module to generate

regions for potential objects to predict correct pixel classes.

Occlusion-aware network (OANET) was introduced by Liu

et al. [59] as a novel method that uses a heuristic approach

to combine instance and semantic segmentation models to

overcome the problem of overlapping between objects.

They also used a spatial ranking module for the occlusion

problem between the predicted instances. De Geus et al.

[60] developed the end-to-end fast panoptic segmentation

network (FPSNET). FPSNET assigns an instance ID to

each pixel, rather than mask predictions and rule-based

classification. The speed of this method was effectively

tested on the Cityscapes and Pascal Voc datasets. Ocfusion

is another system for solving overlapping object region

problems by modeling instance masks with binary relations

and testing them with the ground truth relations derived

from the existing benchmark datasets [61]. Mohan and

Valada [62] developed an efficient panoptic segmentation

(EfficientPS) system for autonomous robot operations.

EfficientPS used two-way FPN for panoptic fusion of a

task-specific instance and semantic segmentation modules

without any parameters.

NLP—one of the popular applications of artificial

intelligence—is the analysis, understanding, and recon-

struction of language according to certain rules [63]. NLP

operations mainly include text preprocessing, morpholog-

ical analysis, syntactic analysis, and semantic analysis [64].

Morphological analysis includes the processes of finding

roots by separating the suffixes of words. In this way, what

part of speech a word is can be determined [65]. In syn-

tactic analysis, the usage purposes of the words in a sen-

tence—such as subject, object, and adverb—are

determined. The use of these words in different places and

numbers in sentences may have different meanings.

Semantic analysis, on the other hand, examines the asso-

ciation of discrete words with appropriate objects [65].

After these operations, text normalization is performed. To

do so, NLP tools such as NLTK [66] can be used to convert

capital letters to lowercase, convert numbers to text,

remove punctuation and markup, remove spaces, open

abbreviations, and remove unnecessary words [67].

There are many artificial intelligence methods in com-

puter science for evolutionary optimization problems [68].

Evolution strategies, GAs, and programming are well-

known artificial intelligence methods based on evolution.

GAs seek to solve difficult and complex problems in many

subject areas using defined mathematical models and

functions. They use encoded parameters to search for and

optimize solutions for a related problem [69]. Using a GA

enables the possible solutions to a problem in a solution

space to be obtained without being restricted to a local

maximum or minimum. If a problem is difficult and

complex and the solution space is very big, a classic search

approach increases search time at the cost of performance.

Fitness function, selection, reproduction, and mutation are

the main processes of the GA. The GA searches for the best

solutions in a defined population for the problem area with

the following basic steps [70]: defining the initial
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population in the solution space, calculating each chro-

mosome as a solution candidate by fitness function,

selecting the best chromosomes according to the fitness

function, crossing over and mutating chromosomes, and (if

the best solution is found or the terminal condition is

provided) stopping the algorithm.

Deep learning algorithms are used frequently in many

areas, including image processing, classification, and NLP.

These methods—so-called deep learning networks—differ

from classical artificial neural networks in several ways,

including the application of layer numbers [71]. CNNs are

one of the most well-known deep learning algorithms.

Although a CNN is a feedforward neural network, it also

contains convolutional, pooling, and fully connected lay-

ers. CNN is mostly used for image processing to reduce

image size and extract and classify image attributes [72].

Another frequently used deep learning algorithm is recur-

rent neural networks (RNNs). RNNs relate the value cal-

culated in the previous output to the current input values

[73]. RNNs can process input sequences of arbitrary length

and time series problems. In the training phase of long-

sequence RNN problems, the gradient vector component

may grow or decay [74]. This can cause gradient vanishing

problems as well as learning problems with respect to

finding the correct relations in the sequences of the RNN

model. To overcome this issue, LSTM networks—a

specific version of a classical RNN—were developed.

The rest of the paper is structured as follows. Section 2

describes the methods used in the proposed system. Sec-

tion 3 details the application and evaluation of the pro-

posed approach for content visualization. The final section

presents the conclusion of the paper.

2 Material and methods

This study’s methods were selected based on the objective,

motivations, background, and research effort. In particular,

deep learning was used for PIS and a GA was used to

generate images from segmented images. Figure 1 repre-

sents the stages within the flow of the introduced approach.

When there are many plaintext LOs in LORs or other

content repositories, content visualization is required to

ensure the best comprehension of the given information.

The proposed method consists of many subsystems (mod-

ules). In our repository, there are many kinds of LOs, some

of which are based on plaintext and some of which contain

images. As described in the literature, LOs can be split into

smaller LOs or vice versa. Segmented image instances are

used to compose images that represent a corresponding

plaintext in the LO. Thus, the LO can be visualized by an

intelligent and automatic method.

2.1 Mscoco dataset

Mscoco is a large-scale dataset used for object detection,

image segmentation, and image-captioning tasks. This

dataset contains 330,000 images, 1.5 million object

instances, 80 object categories, 91 stuff categories, and five

captions per image [75]. Given the novelty of panoptic

segmentation, there are few datasets with detailed panoptic

annotations and public evaluation metrics. Mscoco [76]

proved the most suitable and challenging for the new

panoptic segmentation task, given its detailed annotations

and high data complexity. It consists of 115,000 training

images, 5,000 validation images, and 20,000 testing images

[75] for the panoptic segmentation task. Mscoco’s panoptic

annotations include 80 thing categories and 53 stuff cate-

gories. In this study, 100,000 training images, 5,000 vali-

dation images, and 10,000 testing images from the Mscoco

dataset were used. In addition, 10 extra data per thing

category (a total of 800 images and annotations) were

added to the dataset.

2.2 Evaluation metrics

The Panoptic Quality (PQ) metric is used to evaluate the

performance of the panoptic model [57]. PQ was calculated

for each class independently and average over classes to

match unique splits which the predicted and ground truth

segments into three sets: Matched pairs of segments were

true positives (TP), unmatched predicted segments were

false positives (FP), and unmatched ground truth segments

were false negatives (FN) [53]. By using these three sets,

PQ was defined as [53]:

PQ ¼
P

p;gð Þ2TP IoU p; gð Þ
TPj j þ 1

2
FPj j þ 1

2
FNj j

ð1Þ

PQ was intuitive after inspection:
1
TPj j

P
p;gð Þ2TP IoU p; gð Þ was simply the average IoU of

matched segments, while 1
2
FPj j þ 1

2
FNj j was added to the

denominator to penalize segments without matches. Note

that all segments receive equal importance regardless of

their area. IoU(p, g) represents the intersection over union

between predicted object p and ground truth g, true positive

(TP) the matched pairs of segments (IoU(p, g)[ 0.5), false

positive (FP) unmatched predicted segments, and false

negative (FN) unmatched ground truth segments [57].

Segmentation Quality (SQ) evaluates how closely matched

segments are with their ground truths. When this value

approaches 1, it means that the TP predicted segments are

more closely matched with their ground truths. However, it

does not take into account any of the bad predictions,

which is the point at which the Recognition Quality (RQ)

becomes relevant. This metric is a combination of
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precision and recall and attempts to identify how effec-

tively the model can make a correct prediction. PQ mea-

sures the performance of all classes with the same simple

formula.

Texts created or translated using NLP methods should

be evaluated. One frequently used method for doing so is

BLEU-n [77]. In this method, the similarity between the

desired reference text and the produced or translated text to

be tested is examined. If the similarity between the texts is

close, the value converges to 1, and if the similarity is

distant, it approaches 0. It is calculated according to the

frequency of the n-grams between the reference text and

the tested text. Another metric is METEOR [78], which is

defined as the harmonic mean of the precision and recall of

unigram matches between sentences. It is used for syn-

onyms and paraphrase matching. METEOR is better than

BLEU on recall evaluation and when confronted with a

lack of explicit word matching. n-gram-based measures

work reasonably well when there is a significant overlap

between the reference and candidate sentence [78]. CIDEr-

D is another special metric designed for image-captioning

evaluation to measure the similarity between a candidate

image description and the reference sentences [79]. This

method uses initial stemming to apply each sentence,

represented with a set of 1–4 n-grams. Then, the co-oc-

currences of n-grams in the reference sentences and can-

didate sentence are calculated.

2.3 Panoptic image segmentation module

The first module of our proposed approach is the PIS

module, which detects instances in all images in the LOs as

well as images that belong to newly added LOs. The simple

panoptic segmentation algorithm is as follows [53]. When a

set of L semantic classes encoded by L :¼ 0; . . .; L� 1f g is
given, the panoptic segmentation method attempts to map

each pixel i of an image to a pair li; zið Þ 2 LxN, where li
represents the semantic class of pixel i and zi represents its

instance ID [54]. The semantic label set consists of subsets

LSt for stuff and LTh for things, where L ¼ LSt [ LTh

andLSt \ LTh ¼ £. When a pixel is labeled withli 2 LSt,

its corresponding instance ID zi is irrelevant. Thus, all

pixels belong to the same instance, called stuff. On the

contrary, all pixels with the same assignment, where li 2
LTh belong to the same instance, are called things. In our

study, Li et al. [57] AUNET was modified and used to

perform the panoptic segmentation of the LO images.

AUNET uses an RPN and pixel-level attention. In order to

achieve more correct segmentation, object-level and pixel-

level attention-based modules were used in AUNET. PAM

was used to detect foreground objects while MAM was

used for background objects. Consequently, both thing and

stuff segmentation accuracies are considerably improved

by using different aiming modules. When an image is

given to the PIS module, thing and stuff instances are

detected and segmented. Moreover, the system generates

Mscoco data-formatted information (Fig. 2) [75].

For example, when images that include apples are given

to the panoptic segmentation module, detected and seg-

mented apple instances are masked with different colors

(Fig. 3). The generated descriptive texts (annotation) for

these apple instances by the panoptic segmentation module

are as follows: ‘‘a group of apples on a tree in an orchard’’

for Fig. 3a, ‘‘a green apple is surrounded by a group of

bananas’’ for Fig. 3b, and ‘‘a bowl of bread next to an

orange and apple and a glass of orange juice’’ for Fig. 3c.

Fig. 1 Schema of proposed automatic and intelligent content visualization system
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Detected and segmented panoptic thing and stuff image

instances and their Mscoco data-formatted information are

stored in LOR with their LO_ID, image_id, detected

instance pixels (segment_info), and detected instance

descriptive texts (annotation).

2.4 Genetic algorithm-based image generation
module

The second module, which is the core of the proposed

approach, is the GA-based image generation module. To

produce an image that best suits the text according to the

searched text (plaintext of LO), stored segmented image

instances containing the same named entity recognition

(NER) in their descriptive metadata are gathered. NLTK

was used to create NERs of the given LO text that needed

to be visualized with images. These image instances are

combined to produce an image with GA. For this purpose,

the segmented image pixels are cropped from the related

image in the LO. This cropped image instance object is

then exposed to the processes of resizing, rotating, relo-

cating, flipping (y-axes), and z-indexing. The value of these

processes on the image are encoded into the GA solution

chromosomes (Fig. 4). Each produced image is exposed to

a CNN-LSTM-based encoder–decoder module to produce

text description. The produced text is analyzed with NLP

techniques to produce NERs. Then, two texts consisting of

NERs (the first being the searched reference LO text and

the second the generated image-descriptive text) are com-

pared using text similarity methods (BLEU-n) during the

GA fitness evaluation.

In the GA module, SC1, SC2…SCn are candidate solu-

tion chromosomes in the search area of the image gener-

ation problem. Each gene corresponds to an image

property. SCiG1 to SCnG5 are encoded genes of the chro-

mosome by using direct encoding as integer values, where

i is the index of the chromosome and n is the chromosome

count in the population. SCiG1 represents resized cropped

segmented image instance values. The lower boundary of

resizing is 32 9 24, and the upper boundary is 320 9 240

(half of the corresponding system output, 640 9 480).

SCiG2 represents rotated cropped segmented image

instance values. Rotation values change from 0� to 360� in
20� increments. SCiG3 represents relocated cropped seg-

mented image instance values. Image instances are relo-

cated in 640 9 480 image boundaries. SCiG4 represents

flipped cropped segmented image instance values accord-

ing to y-axes. If the image instance is flipped, the value of

this gene is 1, otherwise 0. The last gene, SCiG5, represents

the z-indexing values of cropped segmented image

instances. If the image instance is at the back, the value of

this gene is -1. If the image instance is at the same level,

the value of this gene is 0. If the image instance is in the

front, the value of this gene is 1.

After these processes, the produced image is provided to

the CNN-LSTM (encoder–decoder)-based image-caption-

ing module to generate caption y, which is encoded as a

sequence of 1 to K encoded words:

Fig. 2 Mscoco data format for panoptic segmentation [75]

Fig. 3 Detected and segmented apple instances with colorful masks [75]
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Fig. 4 Encoded image processing property chromosomes

Fig. 5 CNN-based feature extraction structure used in the proposed study
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y ¼ y1; y2; . . .yCf g; yi 2 RK ð2Þ

where K is the size of the vocabulary and C is the length of

the caption. A CNN is used to create image feature vectors

(Fig. 5). Encoder CNN produces L vectors, each of which

is a D-dimensional representation of the input image.

Encoded vectors are decoded with an LSTM network to

generate word-by-word captions (Fig. 6). The LSTM net-

work’s success on long sequences is based on its memory

cell [80]. The memory cell (c) can preserve the state over

long periods of time and consists of an input gate (i) that

decides whether input data should be prevented or con-

veyed to the memory cell, an output gate (o) to produce or

prevent an output itself by recurrent connections in two

consecutive time steps (t), and finally a forget gate (f) that

decides whether to recall or omit the previous cell (Fig. 7).

Sigmoid gates are used to control the read and write

process of the memory cell. At a given time step t, the

LSTM network receives inputs from various sources: the

current input xt, the previous hidden state of all LSTM

units ht�1, and the previous memory cell state ct�1. These

gates are updated at time step t for given inputs xt, ht�1, and

ct�1 as follows [80]:

it ¼ r Wxixt þWhiht�1 þ bið Þ ð3Þ

ft ¼ r Wxf xt þWhf ht�1 þ bf
� �

ð4Þ

Fig. 6 LSTM-based text (caption) generation used in the proposed system

Fig. 7 LSTM memory cell [80]
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ot ¼ r Woixt þWhoht�1 þ boð Þ ð5Þ
gt ¼ / Wxcxt þWhcht�1 þ bcð Þ ð6Þ
ct ¼ ft � ct�1 þ it � gt ð7Þ
ht ¼ ot � /ðctÞ ð8Þ

where W are the weight matrices learned from the network

and b are the bias vectors. The sigmoid activation function

is represented by r. Thus, r xð Þ ¼ 1=ð1þ expð�xÞÞ and /
present a hyperbolic tangent / xð Þ ¼ exp xð Þ � exp �xð Þð Þ.
� points to the dot products of the vectors. At t = 0, the

input data are sigmoid-modulated to input gate i(t), where

values lie within [0, 1]. In this step, the values of the forget

gates f(t) of the different LSTM units are 0. Along with

increasing the time step, the forget gate begins to decide

which unimportant information should be forgotten and,

meanwhile, retaining information that is deemed useful.

The memory cell states c(t) and output gate o(t) then

gradually absorb the valuable context information over

time and make a rich representation h(t) of the output data

[80]. The hidden output with K possible outcomes

(ht ¼ htkf gKk¼0; ht 2 RK) is used to predict the next word

using the softmax function with parameters Ws and bs [80]:

F pti;Ws; bsð Þ ¼ exp Wshti þ bsð Þ
PK

j¼1 exp Wshtj þ bs
� � ð9Þ

where pti is the estimated word probability)[80]. In this

way, at the end of the time steps, the image caption is

generated as text. The generated image caption (text) is

then analyzed with NLTK to obtain the NERs, which are

compared for text similarity with the NERs of the plaintext

LO (that is to be visualized). For this purpose, the fitness

function F xð Þ of the chromosomes in the population is

calculated according to the selected similarity metrics:

BLEU-n, METEOR, and CIDEr-D (Eq. 10). In this study,

each similarity metric was tested on the same parameters.

For this purpose, mscocoapi [81], which can be down-

loaded from GitHub, was used. The best chromosomes

(i.e., that maximized similarity) are then selected for the

new population by using roulette wheel selection. Mean-

while, new chromosomes are regenerated and mutated for

the new population.

F xð Þ ¼ max Simsm GTið Þð Þ ð10Þ

where sm is the similarity metrics (BLEU-n, METEOR,

CIDEr-D) used to evaluate similarity and GTi is the gen-

erated text of the corresponding ith generated image in the

population.

When the GA is stopped, the images that pass a

threshold similarity value (0.5 for BLEU-1) are listed as

the best solutions and sorted by fitness values (similarity

values) from largest to smallest. The image with the

highest value is the first in the list and is used to visualize

the image from the plaintext. This image is then stored with

the corresponding text-based LO in the LOR.

3 Application and evaluation

This section provides information regarding the application

side of the proposed method. It is important to apply such a

method to a real use case and run the necessary evaluation

parameters to better understand its performance.

3.1 Application on panoptic segmentation
and image generation

On the application side of this study, Python was used for

all modules in the proposed system. A computer system

running an Intel Xeon e5-2620 6c/12t 2.00 GHz CPU with

24 GB RAM was employed for the test application.

In the PIS module, AUNET was used with pre-trained

ResNet-50, ResNet-101, and ResNet-152 models. Mask

R-CNN was used for foreground object detection. The

ResNet-50, ResNet-101, and ResNet-152-based networks

were optimized using stochastic gradient descent (SGD)

with a weight decay of 4e-5, a momentum of 0.9, and a

batch size of 100. The learning rate was initialized with

0.002 for extra data added Mscoco dataset with 100

epochs.

In the GA module, the population size was 1,000, the

crossover rate was 0.7, the mutation rate was 0.25, the

elitism rate (the ratio of elitist chromosomes that is kept

into the next generation) was 0.1, the maximum iteration

count was 300, and roulette wheel selection was used for

selecting potentially useful solutions for recombination.

Also, single-point crossover and random resetting gene

mutation were used in the GA. The elitism means the best

string seen up to the current generation which is preserved

in a location either inside or outside the population and it

can be introduced in various ways [82]. For example, the

best solution of initial population can be preserved in a

separate location and then compare it with the best result of

the new generation and replace it if it is better. In some

other studies, some of the top fitted chromosomes are

transferred directly into the next generations or the best of

the ith generation can be compared with the worst of the

(i ? 1)th generation and replace it if it is better [82]. The

elitist strategy compensates the defects of easy loss of good

genes and it can rapidly increase the performance of GA by

not losing the best-found solutions [83]. Similarly, in this

study, the elitism rate is equal to the fraction of best

individuals in the current population that are copied into

the new generation directly before the rest of the popula-

tion is generated. In the CNN-LSTM-based image-
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captioning module, image-captioning library was used

[84]. In this module, CNN was used to create an encoded

image feature vector (encoder), while an LSTM network

was used for word-by-word text generation for the encoded

input vector (decoder). The CNN consists of an image

input layer, a convolutional layer, a max pooling layer, and

a fully connected layer. In the proposed system, produced

input images are 640 9 480 9 3. These numbers indicate

width, height, and RGB, respectively. In the convolutional

layer, a 5 9 5 filter is used for feature mapping. The max

pooling layer has a 3 9 3 filter to decrease the number of

parameters and help avoid overfitting. The last layer is the

fully connected layer, which is used to gather all image

features for classification. The CNN is optimized using

SGD with an initial learning rate of 0.001 for 100 epochs.

Pre-trained ResNet-50, ResNet-101, and ResNet-152 were

used as the CNN model to extract image features. The

image feature vector was the mean output of the last con-

volutional layer of the CNN and thus had a dimension of

2048.

The decoder LSTM network uses 512 units in each

layer. The Adam [85] optimizer was used with a weight

decay of 4e-5, a momentum of 0.9, and a batch size of 100.

The learning rate is 0.001. After each LSTM layer, a

dropout layer with probability 0.2 was added. The proba-

bility of 0.2 means that one in five inputs will be randomly

excluded from each cycle of the updating process. Dropout

is a regularization technique used to prevent overfitting. In

short, this technique randomly selects neurons to be

ignored during training. When a neuron is dropped out, it

cannot contribute to the network and receive some values

in the backpropagation process. The next layer was the

dense layer, which used the total number of words in the

vocabulary as the dimension. The last layer used softmax

as the activation function. The output of this function is

modeled as the probability distribution over K possible

outcomes. Specifically, it shows the probability that each

word in the vocabulary is the most suitable output for the

specific element in the output vector.

3.2 Testing and evaluation on generated images

In the PIS module of the proposed system, AUNET is used

with pre-trained ResNet-50-FPN, ResNet-101-FPN, and

ResNet-152-FPN backbones based on extra data added to

the Mscoco dataset. In this study, 100,000 training images,

5000 validation images, and 10,000 testing images from

the Mscoco dataset were used. In addition, (a total of 800

images and annotations) were added to the dataset. These

images were added 10 to each of the 80 object categories

and used to test whether the system could distinguish them

when new data were added to the existing dataset during

the testing phase. The quality of segmentation results in the

percentages shown in Table 1. The best (i.e., highest) value

was obtained with the ResNet-152-FPN backbone.

Different amounts of text-based LOs and science topics

were used to test the efficiency and validity of the proposed

content visualization system (Table 2).

In the GA-based image caption module, LO texts are

analyzed with NLP to obtain the NERs. Corresponding

segmented image instances for detected NERs are obtained

from LOR. The GA then attempts to combine these

instances to create an image, and each image is exposed to

the CNN-LSTM-based image-captioning module, which

uses ResNet-50, ResNet-101, and ResNet-152 backbones

with extra data added to the Mscoco dataset. The generated

image captions are analyzed with NLP to represent text,

which is then compared using the BLEU-N, METEOR, and

CIDEr-D similarity metrics to evaluate the fitness of the

GA chromosomes in a range of 0 to 100 (Table 3). Images

that pass the threshold value of 0.5 (percent equiva-

lent = 50) for the BLEU-1 metric are listed from highest to

lowest. The first image, which has the highest (i.e., best)

value, is selected as the corresponding visualization image

of the text-based LO.

The CNN-LSTM-based produced captions (texts) were

best for the biology and foreign language topics, as the

Mscoco dataset’s thing category instances were most

suitable for these topics. The worst results were obtained

for geography, which is more closely related to the stuff

category, for which there are few instances in the dataset. If

the Mscoco dataset is enhanced with different types of

thing and stuff category instances for the panoptic seg-

mentation task, better results can be obtained using our

proposed system. In addition, the success of the system is

Table 1 Panoptic quality results of backbones used

Backbone PQ (%) SQ (%) RQ (%)

ResNet-50-FPN 25.3 69.7 30.4

ResNet-101-FPN 40.1 77.2 49.2

ResNet-152-FPN 43.7 79.4 53.7

Table 2 Text-based LO count according to science topic

Topic Text-based LO count

Foreign language 20

History–arts 10

Biology 26

Math 20

Physics–chemistry 14

Geography 10
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related to the LO texts, which should contain suit-

able NERs for the corresponding segmented images. Using

the proposed system, the same segmented image instances

can be used for different text-based LOs and for different

fields of science. For example, a segmented dog image can

be used to visualize texts in foreign language for the phrase

‘‘The dog is playing ball,’’ in biology for ‘‘Dogs have four

legs,’’ and in math for ‘‘How many dogs are in the gar-

den?’’ Therefore, the reusability of the LOs is ensured.

Furthermore, to examine the efficiency and validity of

the proposed approach with regard to the human factor, 250

text-based LOs were selected randomly according to the

proportion of each science field in Table 2. The distribution

of the total 250 generated images for text-based LOs is

shown in Table 4.

The generated 250 images were shown to seven

instructors (I1 to I7) and 20 students (S1 to S20) at the

secondary school level, who labeled the images as usable

or not usable for the defined text-based LO. Next, we

calculated how many images were labeled as usable and

how many images labeled as unusable according to

instructors’ (Table 5) and students’ (Table 6) labeling.

The results are similar to the proposed system with

regard to proportion and ranking of values. The categories

with generated images that instructors labeled as usable

were, from highest percentage to lowest, BIO, FLA, MAT,

PHY, HIS, and GEO. The categories with generated ima-

ges that students labeled as usable were, from highest

percentage to lowest, BIO, HIS, PHY, FLA, MAT, and

GEO. The usable and not usable image counts as labeled

by instructors and students are given as Online Resource 1

for each topic.

Table 3 Evaluation metrics of

captions for generated images in

GA module

Backbone Topic BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR CIDEr-D

ResNet-50 Foreign language 61.2 38.7 26.5 17.4 16.9 53.8

History–arts 53.4 33.8 23 15.2 14.7 47

Biology 63 39.8 27.2 17.8 17.2 55.1

Math 58.7 37.1 25.4 16.7 16.2 51.6

Physics–chemistry 56.3 35.6 24.3 16 15.5 49.5

Geography 50.3 31.8 21.6 14.3 13.8 44.3

ResNet-101 Foreign language 66.4 40.2 28.1 19.2 18.1 58.7

History–arts 55.7 33.6 23.5 16.1 15.2 49.3

Biology 68.4 41.4 28.9 19.7 18.5 60.2

Math 63.1 38.1 26.7 18.2 17.1 55.8

Physics–chemistry 59.9 36.2 25.4 17.3 16.3 52.9

Geography 51.1 30.9 21.6 14.7 13.9 45.2

ResNet-152 Foreign language 69.7 41.7 29.3 22.0 18.4 62.1

History–arts 59.1 35.3 24.8 18.6 15.6 52.6

Biology 71.9 43 30.2 22.6 18.9 63.7

Math 66 39.5 27.7 20.8 17.4 58.8

Physics–chemistry 63.1 37.8 26.5 19.9 16.6 56.2

Geography 53.8 32.2 22.6 16.9 14.2 47.9

Table 4 Distribution of text-based LO count according to science

topic for human evaluation

Topic Text-based LO count

Foreign language (FLA) 50

History–arts (HIS) 25

Biology (BIO) 65

Math (MAT) 50

Physics–chemistry (PHY) 35

Geography (GEO) 25

Table 5 Comparison of usable images for different topics according

to instructors

Instructors FLA HIS BIO MAT PHY GEO

I1 43 19 58 41 26 18

I2 48 23 64 43 30 18

I3 46 24 62 44 29 22

I4 50 21 61 45 32 18

I5 46 20 63 47 32 20

I6 47 23 62 42 31 20

I7 46 22 63 43 33 17

Mean

Percentage (%)

46.57

93.14

21,71

86.85

61.85

95.16

43,57

87.14

30,43

86.94

19

76
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For an example in the field of biology, if the LO text is

‘‘Bears live in the forest,’’ NLP detects ‘‘bear’’ and ‘‘for-

est’’ NERs (Fig. 8). Next, input segmented image instances

for ‘‘bear’’ in the thing category and ‘‘forest’’ in the stuff

category are taken from the LOR by searching the LO

metadata. In the first chromosome SC1, resize is

300 9 200, rotation is 60�, location coordinates are

(50,40), flipping value is 0 and z-index is 1. After itera-

tions, when the GA stopped, output image is obtained. In

the corresponding last chromosome SCn of the output

image, resize is 135 9 90, rotation is 0�, location coordi-

nates are (65,90), flipping value is 0 and z-index is 1

(Fig. 8). The related images are then combined according

to the fitness value produced by the GA module to create an

image (Fig. 9).

Another example can be provided for the foreign lan-

guage topic. If the LO text is ‘‘There is an apple on the

table,’’ NLP detects ‘‘apple’’ and ‘‘table’’ NERs (Fig. 10).

Next, segmented image instances for ‘‘apple’’ and ‘‘table’’

in the ‘‘thing’’ category are taken from the LOR by

searching the LO metadata. Related images are combined

according to the fitness value produced by the GA module

to create an image (Fig. 11).

In our proposed system, there is a service that works in

the background of the content visualization system. This

service is responsible for detecting stored plaintext-based

LOs in the system. When a plaintext-based LO is detected,

the GA-based image generation module attempts to visu-

alize the corresponding text-based LO by using panoptic-

segmented and stored image instances. This service runs

automatically on an everyday basis as well as when a new

text-based LO is added to the system. Moreover, the user

can start this service manually whenever it is required.

Thus, there is no time or space (memory) limitation for

image generation. However, further analyses were inves-

tigated by means of the performance and time complexity

of the GA. Generally, metaheuristic algorithms are com-

pared empirically rather than using Big-O notation because

such algorithms do not always guarantee that the global

solution will be found within a given time period. For these

reasons, in addition to the GA, different metaheuristic

algorithms were tested, such as artificial bee colony (ABC),

differential evolution (DE), and mutation-based particle

swarm optimization (MPSO). For comparison, the same

population size and maximum iteration count were defined

for all algorithms (200 and 100, respectively). Other tuning

parameters used were also optimized for all algorithms. For

the GA, the crossover rate was 0.7, the mutation rate was

0.25 and elitism rate was 0.1, and roulette wheel selection

was used for selecting potentially useful solutions for

recombination. Also, single-point crossover and random

resetting gene mutation were used in the GA [86]. For the

ABC, the onlooker number was 0.5, the employed bee

number was 0.5, and the scout number was 1 [87]. For the

DE, the crossover factor was 0.8 and the scaling factor was

0.5 [88]. For the MPSO, the inertia weight was 0.1, the

lower bound was 1, the upper bound was 2, the mutation

rate (for not to be stagnated after finding a local minimum)

was 0.1, and attraction terms were equal which c1 was 2

and c2 was 2 [89]. In addition, the same computer system

configuration, same data (image generated from panoptic-

segmented instances), same similarity method (BLEU-1),

and same backbone model (ResNet-152) were used. For the

biology example given in Fig. 8 above, best cost (BC)

(Fig. 12) and computation time (CT) (Fig. 13) were cal-

culated for all algorithms.

As shown in Fig. 12, BC was calculated for GA (0.280),

then MPSO (0.315), DE (0.330), and ABC (0.342) con-

secutively for 100 iterations. The GA reached BC on

iteration 87 and did not change through the end of the run.

As shown in Fig. 13, DE required less CT per iteration as

well as total time during 100 iterations. The other lowest

CT was obtained with MPSO. The GA and ABC algo-

rithms had the third and last CT, respectively. CT can be

reduced with more powerful computer configurations. In

our proposed system, there is no time limitation because a

Table 6 Comparison of usable images for different topics according

to students

Students FLA HIS BIO MAT PHY GEO

S1 39 19 49 36 27 15

S2 47 23 62 42 29 16

S3 41 24 59 40 31 19

S4 45 23 56 44 32 18

S5 46 22 60 42 31 17

S6 41 23 60 43 32 17

S7 44 22 62 41 33 16

S8 45 23 61 39 33 19

S9 46 22 61 47 31 16

S10 45 24 59 45 32 16

S11 41 21 63 45 30 19

S12 45 22 60 40 33 17

S13 47 23 60 39 30 15

S14 43 24 58 43 34 19

S15 48 24 59 43 32 20

S16 42 21 59 41 30 19

S17 46 25 62 45 31 15

S18 40 22 61 42 32 19

S19 42 23 57 44 33 16

S20 37 19 55 35 25 15

Mean 43.5 22.45 59.15 41.8 31.05 17.15

Percentage (%) 87 89.8 91 83.6 88.71 68.6
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background service works to track plaintext Los and

attempts to visualize them daily. If the user wants to pro-

duce an instant visualization by running the service man-

ually, the GA produces an image within 5–8 s per iteration,

and the total generation time based on total iteration count

(100 in test) is nearly 671.304 s.

Moreover, to evaluate the effectiveness of the proposed

study for several runs, further calculations were performed

to compare the GA, ABC, DE, and MPSO algorithms in

terms of CT and BC. In this process, each algorithm is run

100 times for 10 image generations (attempts to visualize

text-based Los) per topic (FLA, HIS, BIO, MAT, PHY, and

GEO). CT values are calculated for each topic. For

example, for FLA-1 image generation, each algorithm is

run 100 times, and the minimum, maximum, and mean

values of these 100 runs are calculated using CT values

(Online Resource 1). This process is performed for each

topic and its corresponding image generations. Best values

in terms of CT are calculated for the DE, MPSO, GA, and

ABC algorithms, respectively. There are no significant

differences among these algorithms in terms of CT values

(Table 7). The same processes are also performed for BC

values (Online Resource 1). Best values in terms of BC are

calculated for the GA, MPSO, DE, and ABC algorithms,

respectively. In addition, the Wilcoxon ranked-sum test

[90] was used for comparison of the GA and other three

algorithms (ABC, DE, and MPSO) in order to show sig-

nificance (Table 7). The p-value was calculated to compare

CT, ABC, and GA; CT, DE, and GA; and CT, MPSO, and

GA, as well as BC, ABC, and GA; BC, DE, and GA; and

BC, MPSO, and GA. In all calculations, p-values were well

below the significance threshold (a = 0.05), so the distri-

butions were significantly different. A ‘‘ ? ’’ sign was used

to indicate when the GA yielded significantly better per-

formance than the other algorithms (ABC, DE, and MPSO)

with respect to CT and BC. A ‘‘-’’ sign was used to indicate

when the GA yielded significantly worse performance than

other compared algorithms (ABC, DE, and MPSO) with

respect to CT and BC.

The mean values and p-values for each comparison with

the GA are shown in Table 7, which indicates that there are

some differences between these algorithms in terms of CT

and BC values. In this study, there is no time problem, so

any stochastic algorithm can be used for this process.

However, BC is important because the fitness values of the

solutions in these algorithms are related to BC. The lowest

cost value means best fitness. Thus, for this proposed study

(for several runs), the best BC values were obtained with

GA. Thus, we chose the GA in the GA-based image

Fig. 8 Segmented image instance and generated image with GA module for ‘‘Bears live in the forest’’ text in biology topic
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generation module of our proposed system to generate

images from segmented image instances.

The results obtained in our study lead to the following

contributions:

• E-content generation has high costs and can lead to

time-wasting problems. Using panoptic-segmented

image instances to create new images using a GA

provides reusability.

• Deep learning and GAs provide an effective and

interesting perspective on the image visualization

problem. Therefore, it is important to note that devel-

oping hybrid systems is a trendy topic that will likely

continue to be popular in the future. Currently, deep

learning and other artificial intelligence methods are the

strongest members of such systems.

• Several studies have generated images, especially using

generative adversarial networks, but no study has yet

generated images from panoptically segmented image

instances which are obtained from LOs. Thus, our

proposed systems provided reusability of LOs.

Fig. 9 GA fitness value for ‘‘Bears live in the forest’’ text in biology topic

Fig. 10 Segmented image instance and generated image with GA module for ‘‘There is an apple on the table’’ text in foreign language topic
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There are also some gaps (limitations) that should be

expressed as contributive suggestions for further studies

by interested researchers. Briefly, these gaps are as

follows:

• The method has been designed for an easy-to-use

approach. The application parameters of the proposed

methods in the system may be optimized in detail to

further improve the system.

Fig. 11 GA fitness value for ‘‘There is an apple on the table’’ text in foreign language topic

Fig. 12 Comparison of cost values of algorithms
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• This study was focused only on the Mscoco database

because it supports panoptic segmentation. However,

for further comparison and evaluation, additional data

(thing and stuff instances) may be added to this dataset.

In sum, using the proposed content visualization system,

text-based LOs in the LOR can be visualized automatically

and effectively for e-content production and other educa-

tional purposes, such as web-based learning systems,

education portals, and learning management systems. In

accordance with the importance of the visualization of texts

in the given literature, the proposed system, enhanced with

artificial intelligence, increases the quality of education and

the level of learning. Moreover, generated images can be

used not only for educational purposes and but also for

other text-based digital repositories, advertisements,

entertainment, and so on. For example, in daily life, if we

want to visualize text while preparing a PowerPoint pre-

sentation, we can search the web for suitable images, which

may take time. However, if the proposed automatic and

intelligent content visualization system is used, slides in

the presentations can be visualized in a novel and efficient

method. For these reasons, this software is beneficial for

education in terms of saving content generation time and

decreasing costs.

4 Conclusion

The increasing demand for web-based and distance edu-

cation has triggered new solutions for e-content generation,

which is difficult and time consuming. LOs in the LOR can

be used for this purpose, but most LOs are text-based. For

educational purposes, using only text-based content may

not be sufficiently effective. Using visualization techniques

such as images attracts users by improving their concen-

tration and also clarifies the given information with the

content. For this reason, in this study, a novel and auto-

matic intelligent content visualization system was devel-

oped. This large-scale system consists of subsystems

(modules): an AUNET-based PIS module, a GA-based

image generation module, and a CNN-LSTM-based image-

captioning system. In the first module, LO images are

exposed to panoptic segmentation, and the detected

instances are stored in the LOR with LOs and metadata.

The second module generates images for text in LOs.

Produced images are sent to the CNN-LSTM module to

generate text for images. Generated text and corresponding

LO text are exposed to similarity metrics, and images that

achieve the best values are selected as images for text-

based LO. Segmentation results and similarity results were

tested for different LOs and topics. The test results showed

that the proposed system can be used to visualize text in

LOs for educational purposes as well as for other digital

visualization systems. In the future, using these segmented

images and the proposed GA-based image generation

system, long text can be converted to dynamic animations.

In addition, using our fitness evaluation function, automatic

Fig. 13 Comparison of computation time per iteration for algorithms

2488 Neural Computing and Applications (2022) 34:2473–2493

123



Ta
bl
e
7

C
o
m
p
ar
is
o
n
o
f
al
g
o
ri
th
m
s
in

te
rm

s
o
f
co
m
p
u
ta
ti
o
n
ti
m
e
(C
T
)
an
d
b
es
t
co
st

(B
C
)

G
A

A
B
C

D
E

M
P
S
O

Im
ag
e

N
o

T
o
p
ic

M
ea
n

C
T

M
ea
n

B
C

M
ea
n

C
T

C
T
,
A
B
C

v
s

G
A

(p
-
v
al
u
e)

M
ea
n

B
C

B
C
,
A
B
C
v
s

G
A

(p
-
v
al
u
e)

M
ea
n

C
T

C
T
,
D
E
v
s.

G
A

(p
-
v
al
u
e)

M
ea
n

B
C

B
C
,
D
E
v
s
G
A

(p
-
v
al
u
e)

M
ea
n

C
T

C
T
,
M
P
S
O

v
s

G
A

(p
-
v
al
u
e)

M
ea
n

B
C

B
C
,
M
P
S
O

v
s

G
A

(p
-
v
al
u
e)

1
F
L
A

6
8
6
.0
7
4

0
.3
8
9

7
0
4
.6
9
5

?
(5
.9
7
9
e-

0
8
)

0
.4
4
6

?
(2
.5
2
4
e-

3
4
)

6
4
3
.5
0
0

-
(6
.1
9
5
e-

2
4
)

0
.4
2
9

?
(1
.0
9
3
e-

3
3
)

6
6
4
.2
1
8

-
(9
.3
3
e-

1
1
)

0
.4
0
8

?
(6
.4
6
7
e-

1
7
)

2
F
L
A

6
8
1
.4
3
3

0
.3
8
9

6
9
9
.0
7
5

?
(1
.0
8
5
e-

0
7
)

0
.4
4
8

?
(2
.5
2
4
e-

3
4
)

6
4
3
.5
5
9

-
(4
.4
5
2
e-

2
3
)

0
.4
2
8

?
(1
.7
5
7
e-

3
3
)

6
6
1
.2
2
2

-
(2
.8
9
5
e-

0
9
)

0
.4
0
7

?
(2
.2
1
3
e-

1
5
)

3
F
L
A

6
8
0
.5
6
8

0
.3
9
0

7
0
5
.5
7
3

?
(1
.1
1
8
e-

1
2
)

0
.4
4
6

?
(2
.5
2
4
e-

3
4
)

6
4
3
.5
0
0

-
(1
.3
1
3
e-

2
1
)

0
.4
2
9

?
(4
.7
3
8
e-

3
4
)

6
6
6
.2
6
0

-
(1
.0
4
4
e-

0
5
)

0
.4
0
7

?
(1
.5
2
5
e-

1
9
)

4
F
L
A

6
8
6
.1
3
6

0
.3
9
0

7
0
6
.0
2
4

?
(1
.3
9
9
e-

0
8
)

0
.4
4
6

?
(2
.5
2
4
e-

3
4
)

6
4
5
.1
7
9

-
(8
.5
5
8
e-

2
4
)

0
.4
2
9

?
(1
.1
2
6
e-

3
3
)

6
6
3
.2
1
6

-
(5
.7
6
e-

1
2
)

0
.4
0
9

?
(5
.8
9
8
e-

1
9
)

5
F
L
A

6
8
2
.4
4
1

0
.3
8
9

7
0
8
.2
7
2

?
(3
.6
1
9
e-

1
3
)

0
.4
4
4

?
(2
.5
2
4
e-

3
4
)

6
4
3
.9
5
2

-
(2
.7
2
9
e-

2
3
)

0
.4
3
1

?
(7
.4
1
7
e-

3
4
)

6
6
5
.6
4
4

-
(4
.4
0
7
e-

0
7
)

0
.4
0
8

?
(1
.2
1
5
e-

1
8
)

6
F
L
A

6
8
5
.1
1
2

0
.3
8
8

7
0
3
.6
4
9

?
(1
.7
0
7
e-

0
8
)

0
.4
4
6

?
(2
.5
2
4
e-

3
4
)

6
4
4
.7
7
2

-
(1
.0
1
7
e-

2
5
)

0
.4
2
9

?
(2
.2
2
8
e-

3
3
)

6
6
6
.7
1
6

-
(9
.3
5
8
e-

0
9
)

0
.4
0
9

?
(2
.2
7
8
e-

1
9
)

7
F
L
A

6
8
1
.7
4
4

0
.3
8
9

7
0
1
.4
7
1

?
(4
.7
1
9
e-

0
9
)

0
.4
4
3

?
(2
.5
2
4
e-

3
4
)

6
4
8
.6
4
3

-
(5
.2
8
e-

1
8
)

0
.4
2
8

?
(1
.6
5
6
e-

3
3
)

6
6
4
.6
4
9

-
(9
.7
5
3
e-

0
7
)

0
.4
1
1

?
(7
.9
8
9
e-

2
2
)

8
F
L
A

6
8
1
.7
4
4

0
.3
9
0

7
0
4
.4
6
9

?
(1
.1
1
4
e-

1
0
)

0
.4
4
8

?
(2
.5
2
4
e-

3
4
)

6
4
6
.4
7
0

-
(1
.6
3
e-

1
9
)

0
.4
2
7

?
(1
.6
5
6
e-

3
3
)

6
6
5
.8
5
7

-
(4
.7
2
9
e-

0
6
)

0
.4
1
0

?
(3
.9
4
4
e-

2
0
)

9
F
L
A

6
8
5
.1
1
3

0
.3
8
9

7
0
3
.9
7
9

?
(8
.7
4
6
e-

0
8
)

0
.4
4
4

?
(2
.5
2
4
e-

3
4
)

6
4
8
.1
5
9

-
(1
.0
4
2
e-

1
9
)

0
.4
2
7

?
(2
.5
8
3
e-

3
3
)

6
6
3
.0
2
9

-
(1
.5
6
2
e-

1
0
)

0
.4
0
7

?
(2
.5
1
9
e-

1
4
)

1
0

F
L
A

6
8
5
.4
4
0

0
.3
9
1

7
0
1
.6
7
8

?
(4
.2
5
6
e-

0
6
)

0
.4
4
6

?
(2
.5
2
4
e-

3
4
)

6
4
5
.1
4
4

-
(3
.0
1
e-

2
3
)

0
.4
2
8

?
(1
.3
4
5
e-

3
3
)

6
6
2
.1
8
4

-
(1
.3
2
6
e-

1
1
)

0
.4
0
8

?
(3
.6
9
e-

1
7
)

1
1

H
IS

6
8
7
.0
6
6

0
.4
2
0

7
0
3
.3
1
5

?
(2
.1
3
5
e-

0
6
)

0
.4
7
5

?
(2
.5
2
4
e-

3
4
)

6
4
6
.6
6
8

-
(1
.5
8
8
e-

2
3
)

0
.4
5
5

?
(1
.6
7
2
e-

3
1
)

6
6
5
.0
7
0

-
(3
.9
2
4
e-

1
1
)

0
.4
3
6

?
(9
.3
6
1
e-

1
3
)

1
2

H
IS

6
8
0
.2
1
0

0
.4
1
7

7
0
0
.5
5
3

?
(3
.6
1
8
e-

0
9
)

0
.4
7
5

?
(2
.5
2
4
e-

3
4
)

6
4
6
.2
1
8

-
(6
.3
e-

1
9
)

0
.4
5
6

?
(4
.8
0
2
e-

3
3
)

6
6
5
.5
7
8

-
(6
.4
6
8
e-

0
6
)

0
.4
3
8

?
(1
.9
1
8
e-

1
8
)

1
3

H
IS

6
8
5
.8
9
7

0
.4
1
8

7
0
0
.9
9
1

?
(7
.3
1
7
e -

0
7
)

0
.4
7
5

?
(2
.5
2
4
e-

3
4
)

6
4
7
.5
9
2

-
(1
.6
8
5
e-

2
4
)

0
.4
5
5

?
(5
.7
5
e-

3
2
)

6
6
6
.0
3
4

-
(7
.1
7
3
e-

1
0
)

0
.4
3
6

?
(1
.4
5
1
e-

1
4
)

1
4

H
IS

6
8
4
.4
8
2

0
.4
1
9

7
0
0
.5
9
2

?
(4
.7
2
9
e-

0
6
)

0
.4
7
7

?
(2
.5
2
4
e-

3
4
)

6
4
7
.3
3
5

-
(2
.2
5
4
e-

2
1
)

0
.4
5
9

?
(9
.7
2
1
e-

3
3
)

6
6
2
.8
0
7

-
(1
.5
8
7
e-

1
0
)

0
.4
3
9

?
(8
.6
2
5
e-

1
8
)

1
5

H
IS

6
8
0
.3
6
1

0
.4
1
8

7
0
2
.9
1
2

?
(3
.9
2
4
e-

1
1
)

0
.4
7
8

?
(2
.5
2
4
e-

3
4
)

6
4
6
.4
9
2

-
(7
.9
2
7
e-

2
1
)

0
.4
5
3

?
(1
.4
4
8
e-

3
1
)

6
6
4
.9
5
2

-
(8
.7
1
9
e-

0
7
)

0
.4
3
6

?
(8
.0
5
2
e-

1
6
)

1
6

H
IS

6
8
4
.1
1
1

0
.4
1
8

7
0
2
.4
3
3

?
(1
.2
0
7
e-

0
7
)

0
.4
7
5

?
(2
.5
2
4
e-

3
4
)

6
4
5
.8
2
6

-
(1
.1
2
1
e-

2
2
)

0
.4
5
6

?
(3
.2
1
8
e-

3
2
)

6
6
7
.5
4
3

-
(7
.7
9
1
e-

0
7
)

0
.4
3
7

?
(1
.9
6
6
e-

1
5
)

1
7

H
IS

6
8
6
.8
5
7

0
.4
1
8

7
0
2
.3
5
1

?
(3
.9
6
7
e-

0
6
)

0
.4
7
6

?
(2
.5
2
4
e-

3
4
)

6
4
3
.0
0
0

-
(5
.0
0
5
e-

2
7
)

0
.4
5
7

?
(1
.8
5
e-

3
2
)

6
7
0
.2
2
3

-
(1
.3
0
8
e-

0
7
)

0
.4
3
8

?
(8
.0
5
2
e-

1
6
)

1
8

H
IS

6
8
5
.5
1
3

0
.4
1
9

7
0
3
.4
5
3

?
(6
.1
4
4
e-

0
8
)

0
.4
7
4

?
(2
.5
2
4
e-

3
4
)

6
4
6
.9
9
0

-
(6
.4
1
7
e-

2
3
)

0
.4
5
5

?
(2
.1
0
3
e-

3
1
)

6
6
6
.2
6
0

-
(1
.0
6
5
e-

0
8
)

0
.4
3
7

?
(3
.9
8
8
e-

1
6
)

1
9

H
IS

6
8
2
.9
4
5

0
.4
1
9

7
0
3
.5
8
9

?
(1
.1
4
5
e-

0
8
)

0
.4
7
4

?
(2
.5
2
4
e-

3
4
)

6
4
8
.0
3
4

-
(2
.7
4
e-

2
0
)

0
.4
5
6

?
(1
.7
2
1
e-

3
1
)

6
6
4
.7
1
0

-
(5
.8
9
8
e-

0
8
)

0
.4
3
8

?
(3
.5
3
3
e-

1
6
)

2
0

H
IS

6
8
3
.2
7
7

0
.4
1
9

7
0
1
.1
7
4

?
(1
.2
5
7
e-

0
7
)

0
.4
7
8

?
(2
.5
2
4
e-

3
4
)

6
4
4
.7
0
5

-
(3
.4
8
6
e-

2
3
)

0
.4
5
7

?
(1
.0
5
5
e-

3
1
)

6
6
8
.8
2
9

-
(3
.5
6
2
e-

0
5
)

0
.4
3
7

?
(5
.6
5
e-

1
5
)

2
1

B
IO

6
8
3
.7
7
1

0
.3
7
9

6
9
9
.8
9
1

?
(2
.4
9
7
e-

0
6
)

0
.4
3
8

?
(2
.5
2
4
e-

3
4
)

6
4
7
.0
6
4

-
(4
.2
0
3
e-

2
2
)

0
.4
2
0

?
(9
.6
9
9
e-

3
4
)

6
6
5
.5
4
8

-
(6
.8
5
2
e-

0
8
)

0
.3
9
9

?
(2
.3
2
8
e-

1
7
)

2
2

B
IO

6
8
3
.6
2
8

0
.3
8
2

7
0
0
.3
8
3

?
(3
.0
3
4
e-

0
7
)

0
.4
3
9

?
(2
.5
2
4
e-

3
4
)

6
4
5
.7
1
8

-
(3
.5
1
6
e-

2
1
)

0
.4
1
9

?
(1
.9
7
9
e-

3
3
)

6
6
4
.6
0
3

-
(1
.6
5
9
e-

0
8
)

0
.4
0
1

?
(1
.1
8
6
e-

1
7
)

2
3

B
IO

6
8
0
.9
2
9

0
.3
8
2

7
0
3
.5
2
0

?
(1
.7
1
9
e-

1
0
)

0
.4
3
6

?
(2
.5
2
4
e-

3
4
)

6
4
4
.2
0
8

-
(1
.5
4
8
e-

2
1
)

0
.4
1
8

?
(7
.6
4
1
e-

3
4
)

6
6
4
.5
6
9

-
(1
.5
7
7
e-

0
6
)

0
.3
9
9

?
(6
.3
4
7
e-

1
5
)

2
4

B
IO

6
8
3
.5
9
0

0
.3
7
9

7
0
0
.9
2
3

?
(2
.8
0
6
e-

0
7
)

0
.4
3
7

?
(2
.5
2
4
e-

3
4
)

6
4
7
.2
1
2

-
(2
.2
3
1
e-

2
0
)

0
.4
1
8

?
(6
.3
8
8
e-

3
4
)

6
6
5
.8
6
7

-
(4
.7
3
5
e-

0
8
)

0
.4
0
1

?
(2
.0
5
2
e-

2
1
)

2
5

B
IO

6
8
1
.9
8
1

0
.3
7
8

6
9
9
.6
2
2

?
(3
.6
4
2
e-

0
8
)

0
.4
3
8

?
(2
.5
2
4
e-

3
4
)

6
4
6
.4
1
1

-
(4
.0
3
7
e-

2
3
)

0
.4
1
9

?
(4
.0
7
9
e-

3
4
)

6
6
9
.1
6
7

-
(0
.0
0
0
1
0
2
3
)

0
.3
9
9

?
(1
.0
2
2
e-

2
0
)

2
6

B
IO

6
8
4
.6
1
9

0
.3
8
0

7
0
4
.7
2
3

?
(3
.2
5
9
e-

0
8
)

0
.4
3
4

?
(2
.5
2
4
e-

3
4
)

6
4
7
.0
9
7

-
(9
.7
5
9
e-

2
1
)

0
.4
2
1

?
(4
.2
0
3
e-

3
4
)

6
6
8
.8
8
6

-
(1
.9
1
5
e-

0
6
)

0
.4
0
0

?
(9
.7
6
8
e-

1
9
)

2
7

B
IO

6
8
4
.6
7
6

0
.3
7
9

7
0
3
.1
1
8

?
(1
.5
9
6
e-

0
7
)

0
.4
3
7

?
(2
.5
2
4
e-

3
4
)

6
4
4
.8
2
6

-
(8
.7
8
3
e-

2
2
)

0
.4
1
8

?
(6
.5
8
2
e-

3
4
)

6
6
5
.4
7
5

-
(4
.5
8
2
e-

0
9
)

0
.3
9
9

?
(3
.2
2
2
e-

1
8
)

2
8

B
IO

6
8
1
.9
5
2

0
.3
8
1

7
0
2
.7
5
6

?
(1
.0
0
6
e-

0
9
)

0
.4
3
7

?
(2
.5
2
4
e-

3
4
)

6
5
0
.8
0
9

-
(2
.1
3
8
e-

1
8
)

0
.4
2
0

?
(4
.2
0
3
e-

3
4
)

6
6
4
.3
5
9

-
(5
.4
3
3
e-

0
8
)

0
.3
9
8

?
(4
.1
8
1
e-

1
7
)

2
9

B
IO

6
8
3
.3
7
5

0
.3
7
9

6
9
9
.6
6
7

?
(7
.9
8
9
e-

0
7
)

0
.4
3
7

?
(2
.5
2
4
e-

3
4
)

6
4
2
.6
5
6

-
(4
.0
5
4
e-

2
4
)

0
.4
1
7

?
(1
.6
0
8
e-

3
3
)

6
6
6
.8
5
9

-
(4
.8
1
9
e-

0
7
)

0
.3
9
8

?
(1
.0
8
9
e-

1
7
)

3
0

B
IO

6
8
3
.7
9
4

0
.3
7
9

7
0
4
.8
9
5

?
(1
.0
0
6
e-

0
8
)

0
.4
3
8

?
(2
.5
2
4
e-

3
4
)

6
4
6
.2
9
6

-
(3
.7
3
e-

2
2
)

0
.4
1
9

?
(1
.0
6
e-

3
3
)

6
6
1
.5
1
7

-
(1
.4
6
7
e-

1
1
)

0
.4
0
0

?
(5
.5
4
1
e-

2
0
)

3
1

M
A
T

6
8
5
.5
2
8

0
.3
9
9

7
0
3
.8
8
5

?
(1
.6
1
3
e-

0
8
)

0
.4
5
6

?
(2
.5
2
4
e-

3
4
)

6
4
6
.0
6
7

-
(3
.7
6
2
e-

2
4
)

0
.4
3
7

?
(1
.2
6
8
e-

3
3
)

6
6
6
.0
5
5

-
(7
.8
6
7
e-

0
9
)

0
.4
2
2

?
(2
.0
3
2
e-

2
3
)

3
2

M
A
T

6
8
2
.6
0
0

0
.3
9
9

7
0
3
.2
6
3

?
(8
.1
1
4
e-

1
0
)

0
.4
5
7

?
(2
.5
2
4
e-

3
4
)

6
4
4
.5
6
5

-
(1
.0
6
1
e-

2
1
)

0
.4
3
5

?
(1
.6
4
6
e-

3
2
)

6
6
6
.0
1
4

-
(6
.7
8
5
e-

0
7
)

0
.4
1
5

?
(2
.9
3
e-

1
4
)

3
3

M
A
T

6
7
9
.9
8
3

0
.3
9
9

7
0
4
.0
8
6

?
(9
.6
1
4
e-

1
2
)

0
.4
5
5

?
(2
.5
2
4
e-

3
4
)

6
4
7
.6
3
2

-
(4
.1
7
1
e-

1
8
)

0
.4
3
7

?
(6
.2
5
8
e-

3
3
)

6
6
1
.4
2
6

-
(1
.8
8
5
e-

0
8
)

0
.4
1
9

?
(8
.4
4
3
e-

1
8
)

3
4

M
A
T

6
8
3
.6
2
6

0
.3
9
8

7
0
3
.8
0
7

?
(3
.1
1
9
e-

0
9
)

0
.4
5
4

?
(2
.5
2
4
e-

3
4
)

6
4
6
.6
9
8

-
(6
.6
0
7
e-

2
2
)

0
.4
3
7

?
(8
.9
0
2
e-

3
3
)

6
6
5
.8
8
9

-
(1
.6
8
3
e-

0
7
)

0
.4
1
9

?
(1
.0
9
e-

1
8
)

Neural Computing and Applications (2022) 34:2473–2493 2489

123



Ta
bl
e
7
(c
o
n
ti
n
u
ed
)

G
A

A
B
C

D
E

M
P
S
O

Im
ag
e

N
o

T
o
p
ic

M
ea
n

C
T

M
ea
n

B
C

M
ea
n

C
T

C
T
,
A
B
C
v
s

G
A

(p
-
v
al
u
e)

M
ea
n

B
C

B
C
,
A
B
C
v
s

G
A

(p
-
v
al
u
e)

M
ea
n

C
T

C
T
,
D
E
v
s.

G
A

(p
-
v
al
u
e)

M
ea
n

B
C

B
C
,
D
E
v
s
G
A

(p
-
v
al
u
e)

M
ea
n

C
T

C
T
,
M
P
S
O

v
s

G
A

(p
-
v
al
u
e)

M
ea
n

B
C

B
C
,
M
P
S
O

v
s

G
A

(p
-
v
al
u
e)

3
5

M
A
T

6
8
5
.8
9
8

0
.3
9
7

7
0
2
.3
9
9

?
(1
.3
4
5
e-

0
6
)

0
.4
5
7

?
(2
.5
2
4
e-

3
4
)

6
4
3
.5
2
0

-
(1
.1
2
8
e-

2
5
)

0
.4
3
7

?
(3
.6
8
2
e-

3
3
)

6
6
6
.1
4
1

-
(3
.5
1
2
e-

0
9
)

0
.4
1
7

?
(3
.6
8
4
e-

2
0
)

3
6

M
A
T

6
8
3
.9
6
0

0
.3
9
9

7
0
4
.4
3
5

?
(9
.0
9
2
e-

0
9
)

0
.4
5
6

?
(2
.5
2
4
e-

3
4
)

6
4
4
.4
2
2

-
(2
.1
5
e-

2
2
)

0
.4
3
8

?
(6
.4
4
5
e-

3
3
)

6
6
4
.5
1
0

-
(2
.7
6
9
e-

0
9
)

0
.4
1
8

?
(6
.3
3
3
e-

1
6
)

3
7

M
A
T

6
8
5
.0
2
3

0
.3
9
8

7
0
0
.9
7
6

?
(9
.8
6
6
e-

0
6
)

0
.4
5
8

?
(2
.5
2
4
e-

3
4
)

6
4
7
.0
4
0

-
(1
.3
4
7
e-

2
0
)

0
.4
3
9

?
(3
.5
7
5
e-

3
3
)

6
6
1
.0
9
1

-
(1
.4
1
9
e-

1
1
)

0
.4
1
9

?
(1
.0
2
2
e-

2
0
)

3
8

M
A
T

6
8
3
.2
5
1

0
.4
0
0

7
0
1
.4
8
9

?
(3
.1
2
5
e-

0
8
)

0
.4
5
6

?
(2
.5
2
4
e-

3
4
)

6
4
6
.9
0
5

-
(2
.0
0
5
e-

2
1
)

0
.4
3
6

?
(6
.0
9
2
e-

3
2
)

6
6
4
.4
4
5

-
(7
.5
3
2
e-

0
9
)

0
.4
1
9

?
(1
.1
5
2
e-

1
6
)

3
9

M
A
T

6
8
1
.5
5
1

0
.4
0
0

7
0
4
.4
7
8

?
(9
.0
3
3
e-

1
1
)

0
.4
5
6

?
(2
.5
2
4
e-

3
4
)

6
4
2
.2
5
2

-
(3
.4
7
2
e-

2
2
)

0
.4
3
8

?
(5
.4
0
2
e-

3
3
)

6
6
7
.2
6
4

-
(3
.9
6
e-

0
5
)

0
.4
1
9

?
(2
.0
4
7
e-

1
8
)

4
0

M
A
T

6
8
1
.0
3
4

0
.3
9
9

7
0
3
.6
9
7

?
(2
.8
5
6
e-

1
0
)

0
.4
5
7

?
(2
.5
2
4
e-

3
4
)

6
4
6
.5
1
0

-
(9
.7
3
7
e-

2
0
)

0
.4
3
9

?
(1
.0
2
9
e-

3
3
)

6
6
5
.7
5
6

-
(6
.9
3
e-

0
6
)

0
.4
1
7

?
(5
.8
4
5
e-

1
6
)

4
1

P
H
Y

6
8
5
.2
8
4

0
.4
0
9

7
0
5
.1
4
4

?
(1
.3
9
9
e-

0
8
)

0
.4
6
7

?
(2
.5
2
4
e-

3
4
)

6
4
6
.7
1
2

-
(1
.7
7
3
e-

2
2
)

0
.4
4
8

?
(1
.0
2
9
e-

3
3
)

6
6
3
.7
9
3

-
(1
.0
4
5
e-

1
0
)

0
.4
2
5

?
(3
.9
8
8
e-

1
6
)

4
2

P
H
Y

6
8
1
.6
2
3

0
.4
0
9

7
0
3
.5
9
9

?
(8
.6
0
4
e-

1
1
)

0
.4
6
7

?
(2
.5
2
4
e-

3
4
)

6
4
7
.8
5
1

-
(1
.3
1
7
e-

2
0
)

0
.4
4
6

?
(2
.2
6
9
e-

3
2
)

6
6
7
.5
7
8

-
(3
.3
7
7
e-

0
5
)

0
.4
2
6

?
(7
.0
7
1
e-

1
4
)

4
3

P
H
Y

6
8
4
.9
0
4

0
.4
0
9

7
0
2
.1
2
0

?
(1
.9
4
6
e-

0
7
)

0
.4
6
3

?
(2
.5
2
4
e-

3
4
)

6
5
0
.3
1
8

-
(1
.7
8
3
e-

2
1
)

0
.4
4
5

?
(3
.0
3
6
e-

3
2
)

6
6
7
.4
4
0

-
(6
.0
6
1
e-

0
8
)

0
.4
2
7

?
(1
.0
2
8
e-

1
4
)

4
4

P
H
Y

6
8
1
.2
0
7

0
.4
1
0

7
0
1
.3
2
4

?
(2
.9
3
9
e-

0
9
)

0
.4
6
4

?
(2
.5
2
4
e-

3
4
)

6
4
5
.2
4
5

-
(3
.2
0
2
e-

2
1
)

0
.4
4
8

?
(4
.8
3
2
e-

3
2
)

6
5
8
.5
7
8

-
(7
.5
7
4
e-

1
2
)

0
.4
2
7

?
(3
.3
6
7
e-

1
3
)

4
5

P
H
Y

6
8
3
.0
8
8

0
.4
0
8

7
0
3
.2
7
8

?
(6
.6
0
8
e-

0
9
)

0
.4
6
4

?
(2
.5
2
4
e-

3
4
)

6
4
5
.5
5
9

-
(1
.5
7
2
e-

2
2
)

0
.4
4
7

?
(8
.6
4
5
e-

3
3
)

6
6
4
.8
9
9

-
(6
.1
4
3
e-

0
9
)

0
.4
3
0

?
(3
.2
8
8
e-

2
0
)

4
6

P
H
Y

6
8
0
.2
5
3

0
.4
0
7

7
0
2
.7
3
1

?
(7
.4
3
4
e-

1
1
)

0
.4
6
7

?
(2
.5
2
4
e-

3
4
)

6
4
6
.7
0
6

-
(2
.1
3
1
e-

2
0
)

0
.4
4
6

?
(3
.4
7
1
e-

3
3
)

6
6
6
.5
8
1

-
(1
.7
8
2
e-

0
5
)

0
.4
2
8

?
(5
.9
3
e-

2
0
)

4
7

P
H
Y

6
8
3
.1
3
9

0
.4
0
9

7
0
3
.0
3
2

?
(3
.9
5
4
e -

0
9
)

0
.4
6
7

?
(2
.5
2
4
e-

3
4
)

6
4
4
.8
0
8

-
(2
.0
5
2
e-

2
1
)

0
.4
4
5

?
(1
.4
2
2
e-

3
2
)

6
6
4
.2
6
8

-
(3
.7
9
6
e-

0
8
)

0
.4
2
5

?
(2
.2
9
1
e-

1
4
)

4
8

P
H
Y

6
8
5
.5
8
5

0
.4
0
7

7
0
0
.1
7
9

?
(6
.2
0
9
e-

0
5
)

0
.4
6
6

?
(2
.5
2
4
e-

3
4
)

6
4
4
.6
8
9

-
(2
.7
7
4
e-

2
5
)

0
.4
4
6

?
(2
.0
7
9
e-

3
2
)

6
6
5
.8
2
8

-
(3
.3
9
6
e-

1
0
)

0
.4
2
6

?
(6
.1
0
6
e-

1
5
)

4
9

P
H
Y

6
8
5
.6
7
8

0
.4
0
8

6
9
9
.4
1
9

?
(6
.3
3
9
e-

0
5
)

0
.4
6
7

?
(2
.5
2
4
e-

3
4
)

6
4
8
.6
4
8

-
(1
.3
7
6
e-

2
1
)

0
.4
4
6

?
(3
.0
8
4
e-

3
3
)

6
6
6
.4
2
4

-
(4
.1
9
4
e-

0
9
)

0
.4
2
7

?
(2
.3
2
8
e-

1
7
)

5
0

P
H
Y

6
8
3
.4
8
6

0
.4
0
9

7
0
1
.9
7
2

?
(3
.3
9
7
e-

0
8
)

0
.4
6
7

?
(2
.5
2
4
e-

3
4
)

6
5
0
.3
0
9

-
(1
.0
4
6
e-

2
0
)

0
.4
4
7

?
(3
.7
2
1
e-

3
2
)

6
6
4
.2
0
1

-
(6
.6
0
8
e-

0
9
)

0
.4
2
7

?
(3
.7
5
4
e-

1
6
)

5
1

G
E
O

6
8
7
.4
7
3

0
.4
2
8

7
0
2
.7
7
2

?
(7
.0
1
e-

0
6
)

0
.4
8
7

?
(2
.5
2
4
e-

3
4
)

6
4
6
.3
2
3

-
(9
.4
6
3
e-

2
3
)

0
.4
6
6

?
(5
.9
1
8
e-

3
2
)

6
6
3
.7
4
6

-
(1
.8
e-

1
2
)

0
.4
4
8

?
(4
.3
8
9
e-

1
5
)

5
2

G
E
O

6
8
5
.2
6
2

0
.4
3
0

7
0
2
.7
7
6

?
(2
.8
8
e-

0
7
)

0
.4
8
5

?
(2
.5
2
4
e-

3
4
)

6
4
2
.9
2
8

-
(4
.6
2
5
e-

2
5
)

0
.4
6
5

?
(2
.2
9
3
e-

3
0
)

6
6
5
.4
1
6

-
(7
.4
2
3
e-

0
9
)

0
.4
4
6

?
(5
.4
4
6
e-

1
4
)

5
3

G
E
O

6
8
0
.0
0
8

0
.4
2
7

7
0
4
.9
7
4

?
(1
.2
8
8
e-

1
2
)

0
.4
8
5

?
(2
.5
2
4
e-

3
4
)

6
4
6
.5
6
7

-
(1
.3
3
3
e-

1
9
)

0
.4
6
3

?
(3
.6
2
4
e-

3
1
)

6
6
6
.6
1
2

-
(4
.2
2
e-

0
5
)

0
.4
4
7

?
(6
.8
8
1
e-

1
7
)

5
4

G
E
O

6
8
4
.7
0
2

0
.4
3
0

7
0
1
.9
8
1

?
(6
.2
1
2
e-

0
7
)

0
.4
8
6

?
(2
.5
2
4
e-

3
4
)

6
4
9
.0
4
7

-
(1
.6
9
5
e-

2
0
)

0
.4
6
5

?
(6
.7
8
6
e-

3
1
)

6
6
5
.3
1
5

-
(4
.2
4
1
e-

0
8
)

0
.4
5
0

?
(1
.4
9
1
e-

1
5
)

5
5

G
E
O

6
8
2
.9
9
4

0
.4
2
6

7
0
6
.3
7
3

?
(7
.7
0
5
e-

1
2
)

0
.4
8
7

?
(2
.5
2
4
e-

3
4
)

6
4
7
.8
9
3

-
(3
.2
0
2
e-

2
1
)

0
.4
6
4

?
(2
.7
8
2
e-

3
2
)

6
6
5
.3
8
2

-
(2
.0
5
2
e-

0
8
)

0
.4
4
7

?
(2
.2
2
8
e-

1
9
)

5
6

G
E
O

6
8
3
.2
1
4

0
.4
2
8

7
0
1
.9
4
4

?
(1
.4
5
5
e-

0
7
)

0
.4
8
4

?
(2
.5
2
4
e-

3
4
)

6
4
6
.1
7
6

-
(5
.2
8
1
e-

2
3
)

0
.4
6
4

?
(4
.6
9
4
e-

3
2
)

6
6
5
.4
9
0

-
(2
.7
1
8
e-

0
8
)

0
.4
4
7

?
(3
.3
9
3
e-

1
6
)

5
7

G
E
O

6
8
5
.3
0
9

0
.4
2
9

7
0
1
.0
2
1

?
(4
.8
4
1
e-

0
6
)

0
.4
8
4

?
(2
.5
2
4
e-

3
4
)

6
4
9
.1
5
0

-
(4
.5
4
3
e-

2
1
)

0
.4
6
5

?
(1
.0
2
5
e-

3
1
)

6
6
4
.9
0
5

-
(4
.3
2
e-

0
9
)

0
.4
4
6

?
(2
.1
6
4
e-

1
4
)

5
8

G
E
O

6
8
7
.1
9
9

0
.4
2
8

7
0
4
.0
5
3

?
(5
.8
3
1
e-

0
7
)

0
.4
8
4

?
(2
.5
2
4
e-

3
4
)

6
4
7
.0
9
9

-
(3
.3
1
9
e-

2
4
)

0
.4
6
6

?
(1
.3
6
7
e-

3
1
)

6
6
4
.8
5
6

-
(2
.6
8
1
e-

1
1
)

0
.4
4
6

?
(1
.1
1
e-

1
4
)

5
9

G
E
O

6
8
1
.8
1
6

0
.4
3
1

7
0
3
.0
5
3

?
(7
.0
8
e-

1
1
)

0
.4
8
3

?
(2
.5
2
4
e-

3
4
)

6
4
4
.1
6
5

-
(1
.8
6
3
e-

2
4
)

0
.4
6
6

?
(3
.7
2
9
e-

3
1
)

6
6
6
.1
1
0

-
(1
.1
3
2
e-

0
6
)

0
.4
4
6

?
(1
.2
8
8
e-

1
0
)

6
0

G
E
O

6
8
4
.2
2
8

0
.4
3
0

7
0
4
.4
1
3

?
(1
.6
5
9
e-

0
8
)

0
.4
8
5

?
(2
.5
2
4
e-

3
4
)

6
4
7
.1
1
3

-
(5
.3
3
4
e-

2
2
)

0
.4
6
5

?
(1
.2
6
6
e-

2
9
)

6
6
3
.1
0
3

-
(2
.2
1
7
e-

1
0
)

0
.4
4
6

?
(2
.0
6
e-

1
3
)

2490 Neural Computing and Applications (2022) 34:2473–2493

123



text can be generated for paraphrasing tools (the system

can generate text similar to a reference text).
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30. Siirtola H, Isokoski P, Säily T, Nevalainen T (2016) Interactive

text visualization with text variation explorer. In: IEEE 20th

international conference information visualization, pp 330–335

31. Singh J, Zerr S, Siersdorfer S (2017) Structure-aware visualiza-

tion of text corpora. In: Proceedings of the 2017 conference on

human information interaction and retrieval, pp 107–116

32. Sui Z (2019) Social media text data visualization modeling: a

timely topic score technique. Am J Manag Sci Eng 4(3):49–55

33. Sultanum N, Brudno M, Wigdor D, Chevalier F (2018) More text

please! understanding and supporting the use of visualization for

clinical text overview. In: Proceedings of the 2018 CHI confer-

ence on human factors in computing systems, pp 1–13

34. Yamada A, Yamamoto T, Ikeda H, Nishida T, Doshita S (1992,

August) Reconstructing spatial image from natural language

texts. In: Proceedings of the 14th conference on computational

linguistics, pp 1279–1283

35. Joshi D, Wang JZ, Li J (2006) The story picturing engine: a

system for automatic text illustration. ACM Trans Multimed

Comput Commun Appl 2(1):68–89

36. Mihalcea R, Leong CW (2008) Toward communicating simple

sentences using pictorial representations. Mach Transl

22(3):153–173

37. Ustalov D (2012) A text-to-picture system for Russian language.

In: Proceedings 6th Russian young scientist conference for

information retrieval, pp 35–44

38. Bui D, Nakamura C, Bray BE, Zeng-Treitler Q (2012) Automated

illustration of patients instructions. In: AMIA annual symposium

proceedings, pp 1158–1167

Neural Computing and Applications (2022) 34:2473–2493 2491

123

http://reusability.org/read/chapters/wiley.doc
http://reusability.org/read/chapters/wiley.doc


39. Ruan W, Appasani N, Kim K, Vincelli J, Kim H, Lee WS (2018)

Pictorial visualization of EMR summary interface and medical

information extraction of clinical notes. In: IEEE international

conference on computational intelligence and virtual environ-

ments for measurement systems and applications, pp 1–6

40. Jiang Y, Liu J, Lu H (2016) Chat with illustration. Multimed Syst

22(1):5–16

41. Jain P, Darbari H, Bhavsar VC (2014) Vishit: A visualizer for

hindi text. In: IEEE fourth international conference on commu-

nication systems and network technologies, pp 886–890

42. Ramisa A, Yan F, Moreno-Noguer F, Mikolajczyk K (2017)

Breakingnews: article annotation by image and text processing.

IEEE Trans Pattern Anal Mach Intell 40(5):1072–1085

43. Hassani K, Lee WS (2016) Visualizing natural language

descriptions: a survey. ACM Comput Surv 49(1):1–34

44. Adorni G, Di Manzo M, Giunchiglia F (1984) Natural language

driven image generation. In: 10th international conference on

computational linguistics and 22nd annual meeting of the asso-

ciation for computational linguistics, pp 495–500

45. Coyne B, Sproat R (2001) WordsEye: an automatic text-to-scene

conversion system. In: Proceedings of the 28th annual conference

on computer graphics and interactive techniques, pp 487–496

46. Huang CJ, Li CT, Shan MK (2013) VizStory: visualization of

digital narrative for fairy tales. In: IEEE conference on tech-

nologies and applications of artificial intelligence, pp 67–72

47. Karkar AG, Alja’am JM, Mahmood A, (2017) Illustrate it! An

Arabic multimedia text-to-picture m-learning system. IEEE

Access 5:12777–12787

48. Zhang S, Shen W, Ghenniwa H (2004) A review of Internet-

based product information sharing and visualization. Comput Ind

54(1):1–15

49. Afzal S, Maciejewski R, Jang Y, Elmqvist N, Ebert DS (2012)

Spatial text visualization using automatic typographic maps.

IEEE Trans Vis Comput Gr 18(12):2556–2564

50. Fatemah A, Rasool S, Habib U (2020) Interactive 3D Visual-

ization of chemical structure diagrams embedded in text to aid

spatial learning process of students. J Chem Educ

97(4):992–1000

51. Gunarathne WKTM, Chootong C, Sommool W, Ochirbat A,

Chen YC, Reisman S, Shih TK (2018) Web-based learning object

search engine solution together with data visualization: the case

of MERLOT II. In: IEEE 42nd annual computer software and

applications conference, pp 1026–1031

52. Willrich R, Mittmann A, Fileto R, Dos Santos AL (2019) Capture

and visualisation of text understanding through semantic anno-

tations and semantic networks for teaching and learning. J Inf Sci

46(4):528–543

53. Kirillov A, He K, Girshick R, Rother C, Dollár P (2019) Panoptic

segmentation. In: Proceedings of the IEEE conference on com-

puter vision and pattern recognition, pp 9404–9413

54. Kirillov A, Girshick R, He K, Dollár P (2019) Panoptic feature

pyramid networks. In: Proceedings of the IEEE conference on

computer vision and pattern recognition, pp 6399–6408

55. Cai W, Xiong Z, Sun X, Rosin PL, Jin L, Peng X (2020) Panoptic

segmentation-based attention for image captioning. Appl Sci

10(1):391

56. Li Q, Arnab A, Torr PH (2018) Weakly-and semi-supervised

panoptic segmentation. In: Proceedings of the european confer-

ence on computer vision, pp 102–118

57. Li Y, Chen X, Zhu Z, Xie L, Huang G, Du D, Wang X (2019)

Attention-guided unified network for panoptic segmentation. In:

Proceedings of the IEEE conference on computer vision and

pattern recognition, pp 7026–7035

58. De Geus D, Meletis P, Dubbelman G (2018) Panoptic segmen-

tation with a joint semantic and instance segmentation

network. arxiv. https://arxiv.org/pdf/1809.02110.pdf Accessed 10

August 2020

59. Liu H, Peng C, Yu C, Wang J, Liu X, Yu G, Jiang W (2019) An

end-to-end network for panoptic segmentation. In: Proceedings of

the IEEE conference on computer vision and pattern recognition,

pp 6172–6181

60. De Geus D, Meletis P, Dubbelman G (2020) Fast panoptic seg-

mentation network. IEEE Robot Autom Lett 5(2):1742–1749

61. Lazarow J, Lee K, Tu Z (2019) Learning Instance Occlusion for

Panoptic Segmentation. Arxiv. https://arxiv.org/pdf/1906.05896.

pdf Accessed 10 August 2020

62. Mohan R, Valada A (2020) Efficientps: Efficient panoptic seg-

mentation. Arxiv. https://arxiv.org/pdf/2004.02307.pdf Accessed

10 August 2020

63. Nabiyev VV (2012) Yapay Zeka [Artificial Intelligence]. Seçkin
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