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The field of health informatics has revolutionized the face

of healthcare in the past decade. The increasingly aging

population, prevalence of chronic diseases, and rising costs

have brought about some unique healthcare challenges to

our global society. Informatics-based solutions have

changed how information is collected and stored and have

also played a crucial role in the management and delivery

of healthcare. Intelligent and automated data processing

has never been more critical than it is today. In recent

years, intelligent systems have emerged as a promising tool

for solving various healthcare-related domains. With the

advent of various swift data acquisition systems and recent

developments in healthcare information technology, vast

amounts of data have been amassed in different forms. One

of the key challenges in this domain is to build intelligent

systems for effectively modeling, organizing, and inter-

preting the available healthcare data [11]. Healthcare ser-

vice providers are increasingly acknowledging the strategic

importance of data analytics. However, the challenge

becomes how to take Big Data and translate it into infor-

mation that healthcare professionals can use for decision

making to improve healthcare outcomes and improve the

quality of care.

This special issue aims to respond to the research

challenges by encouraging researchers in the computing

world to bring to bear novel techniques, combinations of

tools, and so forth to build effective ways to handle,

retrieve, and make use of healthcare data. The Guest Editor

team (Imran Razzak, Peter Eklund, and Guandong Xu)

hopes that the articles in the special issue can contribute to

the body of knowledge on enhancing the Healthcare sector

and benefit us in improving the quality of health through

early detection, classification, and diagnosis using modern

machine learning and data analytics methods. Based on the

reviewers’ feedback and editors’ evaluations, 14 papers

were selected from more than 46 submissions in this par-

ticular section. The 14 papers, which cover broad topics,

are introduced briefly.

The reduction of the input data helps building the model

with less machine effort and increases the speed of

machine learning and generalization steps [10]. We

received several papers in the optimization of feature

extraction. Breast cancer is one of the most common can-

cers that usually affects females but can also occur in

males, however, less common in men. It often starts out too

small to be felt. Around 95, 85 and 75% woman survive

their cancer for 1, 5 and 10 years respectively. Early

detection of breast cancer gives the best possible chance of

survival. The earlier an abnormality is discovered, the

greater the number of effective treatment options are

available. Masud et al. presented deep transfer learning for

early diagnosis of breast cancer [8]. Eight different fine-

tuned pre-trained models are developed using ultrasound

images that showed 92% accuracy and 0.972 AUC score.

In another work, Richhariya et al. presented fuzzy-based

least squares twin SVM algorithm is presented using

Universum data [12]. The fuzzy memberships are adopted

to remove the impact of outliers, and Universum data are

utilized to give prior information about data distribution.

Results showed that fuzzy twin SVM is superior, especially

in the presence of outliers. In other work, Gupta et al.

presented a fuzzy-based Lagrangian twin parametric-mar-

gin support vector machine (FLTPMSVM) to reduce the

effect of the outliers presented in biomedical data [5].

Results showed that FLTPMSVM improved the general-

ization performance of the decision surface and took less

training time.

Mazher et al. developed a graph theory-based brain

connectivity framework to find the complex underlying

behaviors of the brain in the simplest way [9]. The

framework is implemented on, mental workload assess-

ments on multimedia animations obtained while perform-

ing using a brain connectivity approach based on partial
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directed coherence (PDC) with graph theory analysis. The

experiment showed that graph theory-based deep frame-

work achieved 85.77% accuracy in comparison to the

78.50% accuracy. Healthcare is an attractive target for

hackers because of sensitive medical data, which is

between ten and twenty times more lucrative than credit

card or banking details. Leracitano et al. presented an

explainable machine learning inverse problem solution for

EEG signals [6]. A deep CNN is trained to perform 2-ways

classification tasks: pre-hand close (HC) vs. resting state

(RE) and pre-hand open (HO) vs. RE. A. Experiments

conducted on BCI dataset showed significantly better per-

formance in comparison to state-of-the-art methods. To

further show the gain in performance and effectiveness of

the framework, an occlusion sensitivity analysis was per-

formed that shows the contribution of the cortical area for

classification. Chen et al. analyzed the recent research on

EEG and the impact of technology in achieving the

objectives [4].

Amin et al. developed a deep learning-based platform

for malware detection to monitor a host of the applications

[3]. Deep learning-based features are extracted from

smartphone data which can be used with any classifier for

the detection of cyber threats. Experiments showed that the

framework achieved 98.97 and 98% F-Score and accuracy.

Genetic algorithm has shown promising implications in

various medical specialties, including radiology, radio-

therapy, oncology, pediatrics, cardiology, endocrinology,

and surgery. Tahir et al. presented a binary chaotic genetic

algorithm for feature selection and replaced the random

variables’ selection process with the chaotic sequence

value to improve the quality of the solution [15]. An

experiment conducted on different datasets showed sig-

nificantly better performance in finding the optimal subset

of features that achieves better fitness values. Alweshah

et al. developed monarch butterfly optimization algorithm

for solving feature selection problems [2]. Experiments on

18 benchmark datasets using WOASAT, ALO, GA and

PSO), MBO was superior, giving a high classification

accuracy rate.

COVID-19 pandemic resulted in an extreme shortage of

beds in the hospital. To address the problem of bed man-

agement, Jena et al. developed a fuzzy rule-based approach

using a priority-based method for bed management in

hospitals during the COVID-19 pandemic [7]. The bed

management system minimizes the number of hospital

beds required for the treatment of COVID-19 infected

patients in order to handle such a tough situation. Sedik

et al. developed the convolutional long short-term memory

(ConvLSTM) framework for COVID-19 diagnosis using

CT and X-rays images [13]. Besides, a new COVID dataset

is introduced consisting of both CT and X-ray images. The

experiment conducted on a benchmark dataset showed

significant COVID-19 diagnostic performance.

Circular RNAs are currently classed as non-coding RNA

(ncRNA), which forms a covalently closed continuous loop

unlike linear RNA. Stricker et al. presented a deep end-to-

end framework that does not require manual features [14].

The framework takes raw RNA sequences and utilizes

encoder–decoder-based convolutional operations to learn

lower dimensional latent representation. The extracted

representation is further passed to CNN to extract dis-

criminant features, followed by classification. Experiments

conducted on benchmark datasets showed significant

improvement (10.29%) in comparison to benchmark

methods.

Dysphonia is a disorder of the voice due to poor voice

quality without any obvious anatomical, neurological, or

other organic difficulties affecting the larynx or voice box.

Ali et al. developed IoT-based cost, efficient platform that

continuously monitors patients and avoids unnecessary

hospital visits and long waiting times to see practitioners

[1]. Higher-order directional derivatives are used on the

time–frequency spectrum of signals to analyze the voice

signal. Experiments showed that the IoT-based framework

achieved 99.1% accuracy, while the sensitivity and speci-

ficity were 99.4 and 98.1%. Rapid growth in IoT networks

has revolutionized the healthcare industry by bringing

major improvements in terms of e-health/medical records

(EHR/EMR), prescription drug data, and insurance infor-

mation. Yaqoob et al. presented a comprehensive analysis

of how blockchain leverages healthcare technology to

improve the healthcare sector and stimulate innovations

[16]. The paper presents blockchain features and charac-

teristics followed by open issues and opportunities.

We would like to thank the authors who submitted their

papers and anonymous reviewers who carefully reviewed

and evaluated them. We also would like to extend our

sincere thanks to the Editor-in-Chief of Neural Computing

and Applications for providing us the opportunity to edit

this special issue and for guidance throughout the process.

References

1. Ali Z, Imran M, Shoaib M (2021) An iot-based smart healthcare

system to detect dysphonia. Neural Comput Appl. https://doi.org/

10.1007/s00521-020-05558-3

2. Alweshah M, Al Khalaileh S, Gupta BB, Almomani A, Ham-

mouri AI, Al-Betar MA (2020) The monarch butterfly opti-

mization algorithm for solving feature selection problems. Neur

Comput Appl. https://doi.org/10.1007/s00521-020-05210-0

3. Amin M, Shehwar D, Ullah A, Guarda T, Ali Tanveer T, Anwar

S (2020) A deep learning system for health care IoT and smart-

phone malware detection. Neur Comput Appl. https://doi.org/10.

1007/s00521-020-05429-x

123

15096 Neural Computing and Applications (2022) 34:15095–15097

https://doi.org/10.1007/s00521-020-05558-3
https://doi.org/10.1007/s00521-020-05558-3
https://doi.org/10.1007/s00521-020-05210-0
https://doi.org/10.1007/s00521-020-05429-x
https://doi.org/10.1007/s00521-020-05429-x


4. Chen X, Tao X, Wang FL, HXie, (2021) Global research on

artificial intelligence-enhanced human electroencephalogram

analysis. Neur Comput Appl. https://doi.org/10.1007/s00521-

020-05588-x

5. Gupta D, Borah P, Sharma UM, Prasad M (2021) Data-driven

mechanism based on fuzzy lagrangian twin parametric-margin

support vector machine for biomedical data analysis. Neur

Comput Appl. https://doi.org/10.1007/s00521-021-05866-2

6. Ieracitano C, Mammone N, Hussain A, Morabito FC (2021) A

novel explainable machine learning approach for eeg-based

brain-computer interface systems. Neur Comput Appl. https://doi.

org/10.1007/s00521-020-05624-w

7. Jena KK, Bhoi SK, Prasad M, Puthal D (2021) A fuzzy rule-based

efficient hospital bed management approach for coronavirus

disease-19 infected patients. Neur Comput Appl. https://doi.org/

10.1007/s00521-021-05719-y

8. Masud M, Eldin Rashed AE, Shamim Hossain M (2020) Con-

volutional neural network-based models for diagnosis of breast

cancer. Neur Comput Appl. https://doi.org/10.1007/s00521-020-

05394-5

9. Mazher M, Qayyum A, Ahmad I, Alassafi MO (2020) Beyond

traditional approaches: a partial directed coherence with graph

theory-based mental load assessment using eeg modality. Neur

Comput Appl. https://doi.org/10.1007/s00521-020-05408-2

10. Razzak I, Saris RA, Blumenstein M, Xu G (2020) Integrating

joint feature selection into subspace learning: a formulation of

2dpca for outliers robust feature selection. Neur Netw

121:441–451

11. Razzak MI, Imran M, Xu G (2020) Big data analytics for pre-

ventive medicine. Neur Comput Appl 32(9):4417–4451

12. Richhariya B, Tanveer M (2021) A fuzzy universum least squares

twin support vector machine (fulstsvm). Neur Comput Appl.

https://doi.org/10.1007/s00521-021-05721-4

13. Sedik A, Hammad M, El-Samie A, Fathi E, Gupta BB, El-Latif

A, Ahmed A (2021) Efficient deep learning approach for aug-

mented detection of coronavirus disease. Neur Comput Appl.

https://doi.org/10.1007/s00521-020-05410-8

14. Stricker M, Asim MN, Dengel A, Ahmed S (2021) Circnet: An

encoder–decoder-based convolution neural network (cnn) for

circular rna identification. Neur Comput Appl. https://doi.org/10.

1007/s00521-020-05673-1

15. Tahir M, Tubaishat A, Al-Obeidat F, Shah B, Halim Z, Waqas M

(2020) A novel binary chaotic genetic algorithm for feature

selection and its utility in affective computing and healthcare.

Neural Comput Appl. https://doi.org/10.1007/s00521-020-05347-

y

16. Yaqoob I, Salah K, Jayaraman R, Al-Hammadi Y (2021)

Blockchain for healthcare data management: opportunities,

challenges, and future recommendations. Neural Comput Appl.

https://doi.org/10.1007/s00521-020-05519-w

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

123

Neural Computing and Applications (2022) 34:15095–15097 15097

https://doi.org/10.1007/s00521-020-05588-x
https://doi.org/10.1007/s00521-020-05588-x
https://doi.org/10.1007/s00521-021-05866-2
https://doi.org/10.1007/s00521-020-05624-w
https://doi.org/10.1007/s00521-020-05624-w
https://doi.org/10.1007/s00521-021-05719-y
https://doi.org/10.1007/s00521-021-05719-y
https://doi.org/10.1007/s00521-020-05394-5
https://doi.org/10.1007/s00521-020-05394-5
https://doi.org/10.1007/s00521-020-05408-2
https://doi.org/10.1007/s00521-021-05721-4
https://doi.org/10.1007/s00521-020-05410-8
https://doi.org/10.1007/s00521-020-05673-1
https://doi.org/10.1007/s00521-020-05673-1
https://doi.org/10.1007/s00521-020-05347-y
https://doi.org/10.1007/s00521-020-05347-y
https://doi.org/10.1007/s00521-020-05519-w

	Improving healthcare outcomes using multimedia big data analytics
	References




