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Abstract

A convolutional neural network can be constructed using numerical
methods for solving dynamical systems, since the forward pass of the net-
work can be regarded as a trajectory of a dynamical system. However,
existing models based on numerical solvers cannot avoid the iterations
of implicit methods, which makes the models inefficient at inference
time. In this paper, we reinterpret the pre-activation Residual Net-
works (ResNets) and their variants from the dynamical systems view.
We consider that the iterations of implicit Runge-Kutta methods are
fused into the training of these models. Moreover, we propose a novel
approach to constructing network models based on high-order Runge-
Kutta methods in order to achieve higher efficiency. Our proposed
models are referred to as the Runge-Kutta Convolutional Neural Net-
works (RKCNNs). The RKCNNs are evaluated on multiple benchmark
datasets. The experimental results show that RKCNNs are vastly supe-
rior to other dynamical system network models: they achieve higher
accuracy with much fewer resources. They also expand the family of
network models based on numerical methods for dynamical systems.
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1 Introduction

The neural network community has long been aware of the numerical methods
for dynamical systems. The Runge-Kutta Neural Network (RKNN) is pro-
posed for the identification of unknown time-invariant dynamical systems by
Wang and Lin (1998). RKNNs conform exactly to the formula of the Runge—
Kutta (RK) methods; i.e. the specific time-step size and the precise coefficients
of the RK methods. In RKNNs, a neural network is used to approximate
the Ordinary Differential Equation (ODE), which governs the rate at which
the system states change. Adopting the RK methods brings higher prediction
accuracy and better generalization capability into the neural network (Wang
and Lin, 1998). However, it has not been used to model the visual system or
extended to the Convolutional Neural Networks (CNNs).

Recently, Chen et al (2018) proposed the RK-Nets and ODE-Nets. The
RK-Nets can be regarded as the time-variant convolutional version of RKNNs,
while the ODE-Nets can be considered as extending the RK-Nets from the
RK methods to the linear multi-step (LM) methods. Moreover, Chen et al
(2018) evaluate the RK-Net and ODE-Net on the Modified National Insti-
tute of Standards and Technology (MNIST) dataset®, an image classification
dataset. As a series of derived models, the RK-Nets and ODE-Nets use RK
and LM methods just like their ancestors, the RKNNs. To be specific, the
neural network is only used to approximate the ODE during the process of a
numerical approximation.

A review of existing approaches often reveals some problems, like the work
done by Lu et al (2020); Gavahi et al (2021); Morales et al (2021). Accord-
ing to Siili and Mayers (2003), both RK and LM methods could be explicit or
implicit. Explicit methods calculate the current state of a dynamical system
from the previous state of the system. By contrast, implicit methods need to
solve an equation that involves both the previous and current state. The com-
mon approach for solving the equation of implicit methods is to approximate it
with a sequence of iterations. These iterations are needed both during training
and inference of RKNNs, RK-Nets, and ODE-Nets, since the approximation is
independent from the neural network. Hence, the models mentioned above are
inefficient. The most direct way to improve their efficiencies is to modify the
architecture of the neural network for ODE. Nevertheless, the iterations for
implicit equations, which cost much computation time and memory, are always
present regardless of the choice of the neural network for ODE, and degrade
the performance severely. Consequently, it is an important research question
to search for other ways to construct more efficient numerical network models.

We focus on utilizing the RK methods to construct network models, since
RK methods are usually the building blocks of LM methods. In a time-step,
RK methods calculate the derivatives in several stages from the ODE and then
use the weighted average of these derivatives as the estimated rate of change of
the system states. The RK methods have two families, the explicit RK (ERK)
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methods and the implicit RK (IRK) methods. The IRK methods are more
stable and have a higher order than the ERK methods with the same stages
(Butcher, 2008). Since the higher-order RK methods have lower truncation
error, the classification accuracy is able to be enhanced by adopting them.
Thus, we utilize the IRK methods to construct the network models. However,
the existing implementation of IRK methods uses a Newton method, which is
a sequence of iterations to converge to the acceptable value. This is a process
of approximating the equation of IRK methods. It could be approximated by
a neural network due to its versatility in approximation. Therefore, we try to
combine the approximation of IRK equation and the neural network for ODE
in order to utilize the IRK methods efficiently.

In the past few years, researchers have studied the relation between ResNets
and dynamical systems (Liao, 2017; E, 2017; Haber et al, 2018; Chang et al,
2018a,b; Lu et al, 2018). ResNets are feed-forward CNNs with a skip con-
nection (He et al, 2016a). They have achieved great success on several vision
benchmarks (He et al, 2016a). The forward Euler method, a first-order ERK
method, has been employed to explain the ResNets with full pre-activation
(He et al, 2016b) from a dynamical systems point of view (Haber et al, 2018;
Chang et al, 2018b). Nevertheless, there is no firm evidence that the resid-
ual block is just the forward Euler method but not any other RK method.
The local truncation error of the residual block is impossible to be fixed in
the first order since the accuracy of neural networks is variable under different
conditions such as input, training, etc.

By contrast, we reinterpret the residual mapping in a residual block as an
approximation to the increment in a time step without any detail of some RK
method. The equation of RK methods, including its coefficients, is approxi-
mated as a whole. Moreover, the accuracy of the approximation is determined
by the structure of CNN and the training. In other words, the pre-activation
ResNet and its variants, which focus on improving the residual mapping, do
not correspond to the forward Euler method exactly but to RK methods. The
approximated RK methods can be implicit due to the versatility of neural
networks on approximation. Hence, our new explanation provides a feasi-
ble approach implementing the IRK methods within the network structure.
In other words, the independent iterations for approximating IRK equation,
which cost much time and memory, are eliminated. All approximations are
contained within the neural network itself. Thus, for efficiency improvement,
the improvement of the neural network would play a bigger role than in
RKNNs, RK-Nets, and ODE-Nets when the implicit methods are used. Next,
we introduce how to improve the neural network of RK methods.

For the performance, we consider that the lack of details of the RK meth-
ods in the pre-activation ResNets is as bad as the excessive details in RKNNs
and RK-Nets. Hence, we improve the residual mapping by expressing mod-
erate details of the RK methods. To be specific, the pre-activation ResNets
approximate the increment in each time-step as a whole, which is the product
of the time-step size and the weighted average of derivatives at all stages in
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the RK equation. On the other hand, RKNNs and RK-Nets approximate the
ODE, which is used to calculate the derivative in each stage. Nevertheless, we
use the subnetwork to approximate the increment in each stage of a time-step,
which is the product of the time-step size, quadrature weight, and derivative in
each stage. As a result, we propose a novel and efficient network architecture
adopting the RK methods, called RKCNN.

We evaluate the performance of RKCNNs on the benchmark datasets,
including MNIST, the Street View House Numbers (SVHN) dataset (Net-
zer et al, 2011), and the Canadian Institute for Advanced Research (CIFAR)
dataset (Krizhevsky, 2009). The experimental results show that RKCNNs are
much more efficient than the state-of-the-art (SoTA) network models related
to the numerical methods on these datasets.

In summary, the main contributions of our work are:

® We provide a new explanation for the pre-activation ResNet and its variants
which focus on improving the residual mapping. We consider that these
models adopt the RK methods and not only the forward Euler method.
Thus, we offer a new direction of thinking on the network structure. In this
approach, the burdensome iterations of IRK methods are eliminated.

® We propose a novel and efficient neural network architecture inspired by the
RK methods, which is called RKCNN. In RKCNNSs, the neural network of a
time-step consists of an identity mapping of the initial state of this step and
several subnetworks for stages. Each stage is approximated by convolutional
layers under the rules of RK methods. We enrich the family of network
models based on numerical methods.

The rest of the paper is organized as follows. The related work is reviewed in
Sect. 2. The architecture of RKCNNSs is described in Sect. 3. The performance
of RKCNNSs is evaluated in Sect. 4. The conclusion and the future work are
described in Sect. 5.

2 Related work

The RK methods are commonly used to solve ODEs in numerical analysis. The
forward Euler method is a first-order RK method. Higher-order RK methods
can achieve lower truncation errors than lower-order RK methods, including
the forward Euler method. Moreover, RK methods are usually the building
blocks of LM methods. Therefore, the RK methods are ideal tools to construct
network models from the dynamical systems view.

The RK methods have been adopted to construct neural networks, which
are known as RKNNs, for the identification of the unknown time-invariant
dynamical systems described by ODEs. Neural networks are classified into
two categories (Wang and Lin, 1998): (i) a network that directly learns the
state trajectory of a dynamical system, called a direct-mapping neural network
(DMNN); (ii) a network that learns the rate of change of the system states,
called RKNN. RKNNs are proposed to eliminate several drawbacks of DMNNs,
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such as the difficulty in obtaining high accuracy for the multi-step prediction of
the state trajectories. It has been shown theoretically and experimentally that
the RKNN has higher prediction accuracy and better generalization capability
than the conventional DMNN.

Recently, Chen et al (2018) proposed the RK-Nets and ODE-Nets. These
network models use a convolutional subnetwork to approximate an ODE, sim-
ilar to the RKNNs. However, they explicitly deal with the time variable in
the subnetwork in order to support the time-variant system. RKNNs, RK-
Nets, and ODE-Nets implement the numerical methods following common
approaches in mathematics. For the implicit methods, they require iterations
to converge to acceptable accuracy. Hence, they cost more time and memory
than the explicit methods. For the explicit methods, RKNNs, RK-Nets, and
ODE-Nets are not efficient in image classification. They are even less efficient
than the pre-activation ResNets, which are the base network adopted by Chen
et al (2018).

On the other hand, some work has emerged to connect dynamical systems
with deep neural networks (E, 2017), or in particular ResNets (Haber et al,
2018; Chang et al, 2018a,b; Lu et al, 2018; Li et al, 2018). ResNets are deep
feed-forward networks with identity mappings as shortcuts. They have gained
much attention over the past few years since they have obtained impressive per-
formance on many challenging image tasks, including in medical fields (Saban
Oztiirk, 2021; OZTURK et al, 2021). Liao (2017) regards ResNet with pre-
activation as an unfolded shallow recurrent neural network which implements a
discrete dynamical system. This provides a novel point of view for understand-
ing the pre-activation ResNets from the dynamical systems view. E (2017)
proposes to use continuous dynamical systems as a tool for machine learning
and interprets the residual block in the pre-activation ResNets as a discretiza-
tion of the dynamical system. Haber et al (2018) interpret this residual block
as a forward Euler discretization.

Based on the same interpretation as Haber et al (2018), the following works
emerge. Chang et al (2018a) propose three reversible architectures with order
2, based on ResNets and ODE systems. Chang et al (2018b) propose a novel
method for accelerating ResNets training. Li et al (2018) presented a train-
ing algorithm that can be used in the context of ResNets. Lu et al (2018)
propose a 2-step architecture based on LM methods and regard the midpoint
and leapfrog network structures of Chang et al (2018a) as their special cases.
Chen et al (2018) work is also based on this interpretation. It adds the time
variable in the residual mapping of ResNets and uses this transformed subnet-
work to approximate the ODE in RK-Nets and ODE-Nets. ODE-Nets (Chen
et al, 2018) extend the application of LM methods from 2-step methods to
more multistep methods with higher orders. Dupont et al (2019) augment the
space on which the ODE is solved based on RK-Nets and ODE-Nets. Norcliffe
et al (2020) extend Dupont et al (2019) from first-order ODEs to second-order
ODEs. Sander et al (2021) reduce the memory requirement of ResNets and
interpret the proposed Momentum ResNets as second-order ODEs. In these
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references, the residual mapping of ResNets is regarded as the increment in
a time-step of the forward Euler method. To construct efficient models, we
focus on the improvement of the residual mapping since we reinterpret it as
approximating some RK methods.

We approximate the IRK methods in the network structure together with
the ERK methods. The subnetwork of each time step is trained to imple-
ment the RK methods. To construct this subnetwork, we use the dense block
of a Dense Convolutional Network (DenseNet) (Huang et al, 2017) and the
clique block of a convolutional neural network with alternately updated clique
(CliqueNet) (Yang et al, 2018) for reference according to the transformation
of the equations.

DenseNets are state-of-the-art network models extending ResNets. The
dense connection is the main difference between them. There are direct connec-
tions from a layer to all the subsequent layers in a dense block in order to allow
better information and gradient flow. CliqueNets are state-of-the-art network
models based on DenseNets. They adopt the alternately updated clique blocks
to incorporate both forward and backward connections between any two lay-
ers in the same block. Our RKCNNs not only surpass the numerical network
models but also exceed DenseNets and CliqueNets.

3 RKCNNs

We provide an overview of the RK methods in Sect. 3.1. The overall structure
of RKCNNSs is described in Sect. 3.2. We elaborated on the structure of the
subnetwork for increment in each time step in Sect. 3.3.

3.1 Runge—Kutta methods

An initial value problem for a time-dependent first-order dynamical system
can be described by the following ODE (Butcher, 2008):

Wit v, vl =w (1)
where y is a vector representing the system state. The dimension of y should be
equal to the dimension of the dynamical system. The ODE in Eq (1) represents
the rate of change of the system states. The rate of change is a function of time
t and the current system state y(t). RK methods utilize the rate of change
calculated from the ODE to approximate the increment in each time step,
and then obtain the predicted final state at the end of each step. The RK
methods are numerical methods originated from the Euler method. There are
two types of RK methods: explicit and implicit. Both of them are employed in
RKCNNs. The family of RK methods is given by the following equations (Siili
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and Mayers, 2003):

Ynt+1 = Yn + hz bizi, tny1 =tn +h, (2)
i=1
where
zi=f (tn+cih; yn,+hzaijzj> ) 1<i<s. (3)
J=1

In Eq (2), yn+1 is an approximation of the solution to Eq (1) at time ¢,,41, i.e.
Y(tnt1); Yo is the input initial value; R Y ;_, b;z; is the increment of system
state y from t,, to t,41; Zle b;z; is the estimated slope, which is a weighted
average of the slopes z; computed in different stages. The positive integer s is
the number of z;, i.e. the number of stages of the RK method. Eq (3) is the
general formula of z;. h is the time-step size that can be adaptive for different
time steps.

In numerical analysis, s, a;j, b;, and ¢; in Eq (2) and Eq (3) need to be
prespecified for a particular RK method. These coefficients are displayed in a
partitioned tableau (Butcher, 2008). The ERK is methods with a;; = 0 when
1 <i < j <s. All the RK methods other than ERK are IRK methods. The
algebraic relationship of the coefficients has to meet the order conditions to
reach the highest possible order. Different RK methods have different trunca-
tion errors, which are denoted by the order: an order p indicates that the local
truncation error is O(hP*1). If an s-stage ERK method has order p, then s > p;
if p > 5, then s > p (Butcher, 2008). Furthermore, an s-stage IRK method
can have order p = 2s when its coefficients are chosen under some conditions.
Therefore, more stages may achieve higher orders, i.e. lower truncation errors.
The Euler method is a one-stage first-order RK method with b, = 1 and
c1 = 0. In other words, the high-order RK methods can be expected to achieve
lower truncation errors than the Euler method. Thus, the goal of our proposed
RKCNNEs is to improve the classification accuracy by taking advantage of the
high-order RK methods.

It is necessary to specify h in order to control the error of approximation
in common numerical analysis. The varying time-step size can be adaptive to
the regions with the different rates of change. The truncation error is lower
when h is smaller.

3.2 From RK methods to RKCNNs

There are three components in RKCNNs: the preprocessor, the multi-periods,
and the postprocessor. The preprocessor manipulates the raw images and
passes the results to the first period. The postprocessor deals with the out-
put from the last period and then passes the result to the classifier to make a
decision. The periods between those two components are divided by the tran-
sition layers. These periods can be modeled by the time-dependent dynamical
systems. Each period of an RKCNN is divided into r time steps as shown in
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Fig. 1 Architecture of a 3-period RKCNN. 3(?) denotes the system state of period d. y(()d)
(d)

is the initial state of period d. y, ’ is the final state after r time-steps in period d. r is the
total number of time steps in a period. It can vary in different periods. Period 1 and time-
step 1 in it are unfolded as an example. System state changes throughout a period. The
final state of a step is estimated as the initial state of this step, adding an increment. This
operation originates from the RK methods. The approximation of the increment is the key
point in RKCNNs. The dotted lines show the multiscale feature strategy.

Fig. 1. The RK methods approximate the final state of every time step using
the rate of change of the system states. Each period can be written as below.

Yr = B(pa yO) (4)

Here, B(-) is the convolutional network approximating the period. p is the
network parameters. yg is the input of the network and also the initial state
of the period. ¥, is the output of the network and also the final state of the
period. B(+) consists of r subnetworks connected end to end, each using the RK
method to approximate a time step. Some guiding principles when applying
the RK methods to RKCNNSs are listed as follows.

Firstly, dimensionality reduction is often carried out to simplify the system
identification problem when the dimensions of the real dynamical system are
too high. The dimension of each period in RKCNNG, i.e. the dimension of y in
Eq (1), is predefined as the product of the feature map size and the number of
channels at the beginning of a period. The dimensions of y in the same periods
of different RKCNNs can be different due to various degrees of dimensionality
reduction. Nevertheless, the dimension of y is consistent within a period.

Secondly, given that there is no explicit ODE for image classification, a
convolutional subnetwork is employed to approximate the increment in each
time step. The number of units in each hidden layer of this subnetwork can be
more than the dimension of y.
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Thirdly, the number of stages s in each period is predefined in RKCNNs,
but the other coefficients, a;j, b;, and ¢; in Eq (2) and Eq (3), are learned by
back-propagation. Due to the order conditions (Butcher, 2008), the functional
relationship among the coefficients is more important than the specific value
of any individual coefficient. The optimal relationship among the learned coef-
ficients with the highest possible order is obtained after training. Whether the
coefficients are learned implicitly or explicitly does not affect the relationship
among them. In order to be efficient, the coefficients are learned implicitly in
RKCNNSs.

Lastly, the number of time-steps r in each period is predefined in RKCNN,
but the step size h is learned by training. n in Eq (2) and Eq (3) is limited to
the range of [0, 7). In theory, the adaptive time-step size can achieve higher
accuracy. Therefore, different time steps learn their own h separately. For the
purpose of classifying images, the specific value of h of each step is not relevant.
Thus, h is learned implicitly in RKCNNs for efficiency.

In an RKCNN, a variety of RK methods can be adopted in different periods,
while the stages of the RK methods are fixed within one period. The models
are named after the specific method in each period, such as RKCNN-3_4_2. The
suffix in the name of an RKCNN is composed of several s terms; each stands
for the number of stages of the RK methods in the corresponding period. The
number of such terms equals the total number of periods. s can vary in the
different periods. For example, RKCNN-3_4_2 has three periods that adopt the
3-stage RK methods, the 4-stage RK methods, and the 2-stage RK methods,
respectively. We use this notation throughout this paper.

Given an RKCNN model, s and r can be modified to construct more vari-
ants with the same dimensions in the corresponding periods. In other words, s
and r control the depth of the network, while dimensionality reduction controls
the width of the network. More stages, more time steps, and larger dimen-
sions usually lead to higher classification accuracy. However, the complexity of
an ODE increases with increasing dimensions. As a result, the convolutional
subnetwork, which approximates the increment in a time step, needs to be
more complex for the larger dimensions. Hence, the accuracy is also associated
with the matching degree of the dimension and the convolutional subnet-
work. Unmatched high-dimensional network models may have lower accuracy.
In addition, the training method might affect the classification accuracy too.
As mentioned in Sect. 3.1, the IRK methods can reach higher order than the
ERK methods with the same stage. Adequate training and a capable convo-
lutional subnetwork are necessary to learn the IRK methods in RKCNNs. On
the contrary, inadequate training or the incompetent convolutional subnet-
work may make the functional relationship downgrade from the IRK methods
to the ERK methods since the functional relationship of the IRK methods is
more complicated than the ERK methods. Consequently, we propose several
subnetwork structures to look for the most suitable one. We introduce these
structures in the next section.
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3.3 Subnetwork in each time step

We propose the subnetwork structures with the incremental details of the RK
methods based on the pre-activation ResNets. According to E (2017); Chang
et al (2018a), ResNets use the following formula to approximate the dynamical
system.
Yn+1 = Yn + hP(Yn, 0n). (5)

Here, 6,, is the network parameters of the nth residual block, where y,, is the
input and y,,+1 is the output. The training of the network will learn 6(t). Nev-
ertheless, we consider that 6 could be a function of both ¢ and the coefficients
of the RK methods due to the versatility of neural networks on approximation.
For instance, in 6(t, A, b, ¢), A is the matrix of all the a;;, while b and ¢ are the
vectors of b; and c¢;, respectively. Therefore, the pre-activation ResNet and its
variants, which focus on improving the residual mapping, can be regarded as
special cases of the RK methods.

However, in the pre-activation ResNets, to approximate the increment in
a time-step as a whole loses the relations among the stages. On the contrary,
the RKNNs and the RK-Nets keep every relation but do not obtain higher
performance. We consider that the network model can be more efficient if the
relationship among the stages is reflected in the network structure in moderate
detail. Hence, we construct RKCNNSs in the following way.

Let e; denote the increment of each stage within a time step. i.e.

Then, Eq (2) can be rewritten as below:
Yni1=Yn+ Y _e€i. (7)
i=1

On the basis of Eq (7), we construct the convolutional subnetwork for every
time-step in the RKCNNS, called the RK block. In order to construct the RK
block, we have to find out the relations among y, and e; for i = 1, ..., s.
Hence, e; is approximated as below.

=1

1—1 s
D (5(75",[)7;,67;), yn—FhZaiij—f—hZaiij) (9)

i=1 j=i

s i—1
= M (/.L(tn,bq;,cz'), yn+h2aijzj, hZaijzj). (10)

=i =1
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Firstly, e; is written as Eq (8) according to Eq (3) and Eq (6). Therefore, e;
is approximated by a convolutional network D(-) with the parameter d. h is
absorbed into ¢ since the adaptive time-step size h is a function of ¢. Moreover,
h 25:1 a;jz; is split into two parts, hzz;ll a;jz; and hZ‘;:i a;;zj, in Eq (9).
These two parts can be inputted separately. Their summation is approximated
by the network. As a result, the network is transformed into M (-) with the
parameter y and the inputs y, +h Y 7_; aij2; and h Z;;ll aijzj.
Let AT = (a1, ...,as). Eq (3) can be approximated as follows:

Z; = K(K/(tnvaivci)v yn) (11)

Here, r is the parameters of the network. On the basis of Eq (11) and (10), it
can be transformed as follows.

s 1—1
e, = M (lu(tn,bi,ci), Un —l—hZain(n(tn,ai,ci), yn), hZaijzj> (12)
=1

j=i

i—1
M (,U tnabucv ( (tnaaivci)a yn)a hzaijzj> (13)
J=1

i—1
N ('w tn7a7,b7,C7) Yn, hza‘ljzj> (14)
j=1
N tﬂ? 7)b7) 7 ns h b 15
(wa SRS s)
6 tn,al,bl,cl) Yny hblzl, ey hbiflzifl) (16)
= E(e(tn,ai,bi,ci), Yny €1y -y €ie1) - (17)

We replace z; in y, + h2j27 a;;z; in Eq (10) with K(-) according to Eq
(11). Thus, y, + hzs ; @ijzj can be approximated by a network L(-) with
the parameter ¢ and the input y,,. Consequently, e; can be approx1mated by
a network with the parameter ¢) and the inputs v, and h> ' j= 1 ai;jzj. This
network is written as N(-) in Eq (14). Afterwards, every a;; is adjusted to
b; a” where b; # 0 in Eq (15). Each hbjz; can be inputted separately. Their
Welghted summation is approximated by the network. As a result, e; can be
approximated by a network with the parameter e and the inputs y,, and hb;z;
for j =1, ..., i — 1. This network is written as E(-). After replacing each
hbjz; with e; according to Eq (6), e; is approximated by a network with the
inputs y, and e; for j =1, ..., i —1. Eq (17) reflects the relationship among
the increments in partial stages.

We consider that the dense connection in DenseNets is the most similar
network structure to approximate Eq (17). To be specific, all the preceding
layers in a dense block are concatenated as the input of the following subnet-
work. Tt is just like Eq (17) that uses y,, and all the increments in the preceding
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stages as its input. Thus, we use the dense block for reference to approximate
the increment in each stage. The RKCNN constructed in this way is denoted
as RKCNN-E.

To be specific, an RK block is composed of a restricted dense block followed
by a summation layer. The input of the RK block is y,. The output of the
restricted dense block is y, and all the increments e; for i = 1, ..., s. The
summation layer adds y,, and e; for i =1, ..., s to obtain y,+1 according to
Eq (7). The restricted dense block must obey the following rules:

Rule a: The number of channels of y, is restricted to the growth rate of
the dense block. They are both written as k.

Rule b: The total times of growth in the dense block are s, which is the
number of stages of the RK methods. k£ channels outputted by the ith growth
aree; fori =1, ..., s.

Eq (17) reflects the relationship between any stage and the stages before
it. Nevertheless, we consider that the relationship between any stage and the
stages after it can be expressed, too. Therefore, we transform Eq (9) into the
following form:

i—1
e; =D (5(tn,bl,cl) Yn + hZa”zJ + hajizi +h Z a”zj> (18)

j=1 Jj=i+1

i—1
=G (B(tn,bl,cl) Yn + ha; 2z, hZa”zj, h Z a”zj> (19)

j=1 Jj=i+1
:G(ﬁ(tn,bi,C7‘) yn+ha71K( (tnvaivci)) yn))

hZa”zJ, h Z a”zj> (20)

j=i+1

G| B(tn, bi,ci), J(v(tn, i, ¢i), yn), hZa”zj, h Z a”zj> (21)

j=1i+1

j=1 j=i+1

i—1
Q (n tn, @iy by Ci)y Yns hZa”zj, h Z a”zj> (22)

i—1
Q | n(tn, i, bi, i), Yn, th ZJ b , h Z bjzj—— ) (23)
.7

Jj=1 Jj=i+1

I (e(tn, i, bisci)y Yn, hbr21, ..., hbi—12i1,
hbit12i41, «--, hbszs) (24)
=T (t(tn, iy biyCi)y Yn, €1, ooy €21, Citl, <.y €5). (25)

At first, hZ;:l a;jz; is divided into three parts, hZ;;ll a;jzj, hai;z; and
h Z;:H_l a;jz; in Eq (18). These three parts can be inputted separately. Their
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summation is approximated by the network. As a result, the network is trans-
formed to G(-) with the parameter 8 and the inputs y,, + ha;;z;, h Z;;ll a;jzj
and h Z;:H_l a;;zj. Then, we replace z; in y, + ha;;z; with K (-) according to
Eq (11). Thus, y, + ha;;z; can be approximated by a network J(-) with the
parameter v and the input y,,. Consequently, e; can be approximated by a net-
work with the parameter n and the inputs y,,, h Z;;ll ai;z; and h Z;:i+1 Qij2j.
This network is written as Q(-) in Eq (22). Afterwards, every a,; is adjusted
to bj‘;)—; where b; # 0 in Eq (23). Each hb;z; can be inputted separately. Their
weighted summation is approximated by the network. As a result, e; can be
approximated by a network with the parameter ¢ and the inputs y, and hb;z;
for j =1, ..., s, j # i. This network is written as I(-). After replacing each
hbjz; with e; according to Eq (6), e; is approximated by a network with the
inputs y, and e; for j =1, ..., s, j #1.

Inspired by the Newton method used for the IRK methods, we consider
that Eq (17) can be used to offer the initial value of each e;, which is written
as x;, as the input to Eq (25). i.e., Eq (17) is rewritten as below.

Tq :E(€(tn7ai;biaci)a Yny, T1y -« -y xi—l)- (26)

Next, we can apply z; to Eq (25) in the following two ways:

ei = I (A(tn, @iy bis¢i)y Yny T1, -y Tic1, Tig1, - ., Ts), (27)
or

ei =1 (¢(tn, i bi,Ci)y Yny €1, oy €1, Tig1, -.., Ts). (28)
We use all the z; for j =1, ..., s,j # i to compute e; in Eq (27). However,
we replace x; for j = 1, ..., ¢ —1 with the corresponding e; in Eq (28).

Correspondingly, the parameter of the network is changed from ¢ in Eq (25)
to A and ¢, respectively.

We consider that the clique block in CliqueNets is similar to the combina-
tion of Eq (26) and Eq (28). The clique block has two phases, referred to as
Stage-I and Stage-II in the CliqueNet literature. To avoid confusion, these two
phases are called Phase-I and Phase-II, respectively, in this paper. Phase-1 is a
dense block, so it is suitable to approximate Eq (26) as mentioned above. The
parts in the result of Phase-I are alternately updated in Phase-II. It is like the
replacement for the input in Eq (28).

Due to the advancement of CliqueNets, we transform the clique block to
approximate e; in the RK block. The RK block is constructed as follows.

On the whole, an RK block is composed of a transformed clique block
followed by a summation layer. The input of the RK block is y,,. The output of
the transformed clique block is ¥, and all the increments e; for i =1, ..., s.
The summation layer adds y,, and e; fori =1, ..., s to obtain y,+1 according
to Eq (7). The transformed clique block must conform to the following rules:

Rule 1: The number of channels of y,, is restricted to the growth rate of
the dense block in Phase-1. They are both written as k.
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Rule 2: The total times of growth in Phase-I are s, which is the number of
stages of the RK methods. s should be larger than 1 for updating alternately
in Phase-II. k£ channels outputted by every growth in Phase-I are z; for i =
1, ..., s.

Rule 3: In Phase-II, the updated k channels for each z; are assumed to
approximate e;, representing the increment of each stage.

Rule 4 We introduce y,, into Phase-II. In the original clique block, ¥, does
not involve the computation in Phase-II directly. However, according to Eq
(28), yn should involve the computation of e; directly.

Rule 5 The weights are no longer shared between Phase-I1 and Phase-II.

to generate ei with y» and Xx; (j#i) by convolution }\

concatenate

to grow k channels to

composeagrouptof  \ | [} S|  F--1---F-- P
/
represent Xi I X , X2 | c
/ , _
X / X : xi F———-—=[ e
‘ 1 . 1 - 1 4 1
/ - add
k channels }\ con)// . -
P Y O B I B I S D A
yo fo== yn % v v Yot
dentity | ©— |) () \L_Gt-Z __________
T,
grow s times
T T
Phase-I Phase-I|

Fig. 2 Architecture of one time-step in an RKCNN-R using a 3-stage RK method. y, is
the approximation of y(tn). A dense block grows k channels every time to generate each
x;. After that, yn, and every x; for j =1, ..., 3, j # i are concatenated to generate the
increment of each stage e; alternately. At last, y, and all the e; for 2 =1, ..., 3 are added
to generate yn+1 to complete a time-step.

So far, the combination of Eq (26) and Eq (28) has been implemented in
the RK block. We add the suffix ”-1” to the name of RKCNNs to denote this
structure. Additionally, we implement the combination of Eq (26) and Eq (27)
by removing the replacement in the alternate update in Phase-II. The suffix
”-R” is added to the name of RKCNNs in order to denote the removal of the
replacement. Fig. 2 illustrates one time-step of an RKCNN-R using a 3-stage
RK method as an example. We show the layers and the weights of each time-
step in an RKCNN-R in Table 1 for comparison to the original clique block.
Algorithm 1 shows the pseudo-code for calculating a time step in RKCNN. The
efficiency of RKCNN-E, RKCNN-I, and RKCNN-R, are compared in Sect. 4.

4 Experiments

To evaluate the performance of RKCNNs on image classification tasks, exper-
iments are conducted using the network architectures as follows. There is
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Table 1 A diagram of a time-step with five stages in an RKCNN-R. y,, is
deemed xg. w(]) fori=0,...,5, j=1,...,5 and 7 # j is the weights of the
parameter from x; to x; when p =1 or to e; when p = 2. The superscript p
stands for Phase p since the weights are not shared in RKCNNs. “{}” denotes the
concatenation operator. The differences between the original clique block and the
RK block in an RKCNN-R are represented in BLUE.

Bottom Layers Weights Top Layer  Phase
Yn wéll) r1

{ynyxl} {w(()%)vwg%)} ) 2

{yn,x1,x2} w(()3)7w§3)7w£3)} z3 I
{yn7$17$27$3} {w(i)7w§i)7wé}1)’wéi)} Z4

{yn, w1, 72,23, 24} {wéé),w%),wéy, 35 , W (1)} x5

{Yn,x2, 23, 24,25} {w%’ w%, w%, %’ Z;} e1
{Yyn,x1,23,24,25} { 022 aw122 ’ 322 ) 422 ’ 522 }ooe

{yny m17m27$47$5} {wég}w%g;vw%g;’ w%g;f“’%g;} €3 IT
{Yn, T1,®2, 3,75} Woy s Wiy s Wog » Wag »Wey | €4

{yn,z1, 2, 23,24} {w(()25), w§25), w§25), w§25), w‘(é)} es

only one time-step in each period of the evaluated RKCNNs. In addition,
the attentional transition, the bottleneck, and the multiscale feature strategy
are adopted in RKCNNs, following CliqueNets. The attentional transition is
a channel-wise attention mechanism in the transition layers. The 1x1 bottle-
neck layers, which output k& channels to the following 3x3 convolution layers,
are used in the RK blocks. The multiscale feature strategy is a mechanism to
collect the features of different map sizes into the final representation.

4.1 Compared with the same order models

We choose the ResNets with full pre-activation, RKNNs, RK-Nets, ODE-Nets,
DenseNets, and CliqueNets for comparison. The former four models are numer-
ical models, while the latter two models are the base of our RKCNNs. In this
section, we aim to verify the performance of the proposed approximation to
RK methods in RKCNNs. Hence, the comparison with other approximations
must exclude the effects from the rest of the models and training scheme.
Therefore, we put the various approximations into the unified framework and
use the unified training scheme.

The pre-activation ResNets can be considered as adopting the RK methods
of some unknown order. Most evaluated RKNNs, RK-Nets, and ODE-Nets
adopted the 4th-order numerical methods. However, the IRK method adopted
in RK-Nets is 5th-order since only this method is provided in the code? of Chen
et al (2018). Correspondingly, we evaluate the RKCNNs adopting the 2-stage
methods, which may have 4th-order at most. Since the bottleneck is used in our
RKCNNS, the pre-activation ResNets with bottleneck are added as part of the

Zhttps://github.com/rtqichen /torchdiffeq
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Algorithm 1 Calculate a time-step in RKCNN
Require: y, V sV €(tn, @i, b, ¢;) V O(tn, @i, bi, ¢i) V Atn, i, by, ¢i) V type
Ensure: y,4+1
i<1
while i < s do
x; < E(e(tn, @iy biy i)y Yny T1, -ovy Tiz1)
1<=i+1
end while
i<1
while i < s do
if type is -E’ then
e <= x;
else
if type is '-I’ then
e; <= I(gb(tn,ozi,bi,ci), Yny €1y +vny €1y Tigly -vny xs)
else[type is "-R’|
e; <=1 (/\(tn, oy, bi, Ci), Yny Tly «vvy Tie1y Tidly -, xs)
end if
end if
1<=i+1
: end while
Yn+1 <~ Yn
: while i < s do
Yn+l <= Yntl + €
1<=i+1
end while

© ©® 3> TN

NN N NN E e e s
RO MHE QO X IR WO

comparison. The bottleneck in the residual blocks retains its original structure
1x1, k/4
(He et al, 2016b), which is | 3x3, k/4] . In addition, we ignore the time input in
1x1, k

the ODE subnetwork of the RK-Nets to construct the ODE subnetwork of the
RKNNs, which is time-invariant. The maximum number of iterations is four
in ODE-Nets (4th-order implicit Adams method). All the evaluated numerical
models have one time-step in each period except ODE-Nets since the adopted
Adams methods are the LM method.

DenseNets and CliqueNets, which have the same number of layers as the
evaluated RKCNNs, are used as baselines since RKCNN-E and RKCNN-I/R
are constructed based on them, respectively. The bottleneck layers in the dense
blocks and the clique blocks are the same as in the RK blocks, which are

1x1, k
3x3, k|
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Table 2 Classification errors evaluated on the test set of MNIST. The adopted method in
ODE-Net or RK-Net is written in brackets after the model name. Each convolution in the
preprocessors of these models outputs k channels. The error is the lowest one over five runs
with the meandstd in brackets. Results that outperform all the competing methods are
BOLD and the overall best result is represented in BLUE.

Model k  FLOPs Memory Params Error (%)
M) (MiB)Y (K)

pre-act ResNet (bottleneck) 32 719 767 34.86 0.44(0.486 + 0.038)
pre-act ResNet 32 8.43 767 52.23 0.33(0.372 £+ 0.031)
RKNN (4th-order ERK) 32 1244 767 52.36  0.35(0.378 & 0.024)
RK-Net (4th-order ERK) 32 1260 767 52.94  0.33(0.400 £ 0.051)
RK-Net (5th-order IRK) 32 - - 52.94  N/A3

ODE-Net (4th-order explicit) 32 18.11 767 52.94 0.35(0.380 + 0.028)
ODE-Net (4th-order implicit) 32  >19.49% 767 52.94 0.34(0.378 £ 0.023)
DenseNet (T = 2)! 32 8.65 767 57.55 0.33(0.358 £ 0.036)
CliqueNet (T = 2)! 32 1027 767 57.55  0.30(0.366 & 0.054)
RKCNN-E-2 24 494 747 31.45 0.34(0.384 + 0.032)

30 7.63 767 48.85 0.33(0.366 £ 0.027)
32 8.65 767 55.50 0.33(0.364 £ 0.039)

RKCNN-I-2 20 4.10 747 31.01 0.33(0.402 4+ 0.058)
26 6.84 747 52.01 0.29(0.336 + 0.029)
32 10.27 767 78.41 0.29(0.316 + 0.033)

RKCNN-R-2 20 4.10 747 31.01 0.30(0.342 £ 0.032)
26  6.84 747 52.01 0.29(0.336 £ 0.057)
32 10.27 767 78.41 0.28(0.308 £+ 0.024)

1T is the total number of layers in the period. We transplant the dense block and the clique
block from the original models into the framework of RKCNNs.

2FLOPs for the different images are uncertain due to the iterations. However, it must carry
out the starter, the 4th-order RK method with 3/8 rule, twice and the predictor-corrector
pair once at least. Hence, ”>" is used.

3This IRK method needs too much memory to train.

41t is the GPU memory cost by inferring only one image using Pytorch.

4.1.1 MNIST

We reproduce the pre-activation ResNet, ODE-Nets, and RK-Nets on MNIST,
using the implementation provided by Chen et al (2018). MNIST is a dataset
of handwritten digits from 0 to 9. It has a training set of 60,000 images and a
test set of 10,000 images. The image size is 28 x 28 pixels.

All the evaluated models adopt one period on MNIST following RK-Nets
and ODE-Nets. Thus, there is no transition layer in them. The preprocessor
and postprocessor use the ones in RK-Nets and ODE-Nets, but each convo-

lution in the preprocessor outputs k channels instead of fixed 64 channels.
3x3, k
To be specific, the preprocessor is [4x4, k, ?27 1} . The RK blocks are filled in
axd, k, /2, 1
this framework to construct RKCNNs. In addition, we transplant the dense
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blocks and the clique blocks from the original models into this framework for
comparison.

We follow all the training details of RK-Nets and ODE-Nets except the
tolerance for ODE-Nets (4th-order implicit Adams method). The models are
trained for 160 epochs using the mini-batch gradient descent (MGD) with a
mini-batch size of 128. The learning rate is set to 0.1 initially and divided by
10 at 60, 100, and 140 epochs in the training procedure. A momentum of 0.9
is used. The random crop is applied to the training set. The tolerance 0.5 is
adopted in ODE-Nets (4th-order implicit Adams method).

We compare the classification errors of the evaluated models on the test set
of MNIST. The test data are shown in Table 2. According to the experimental
results, RKCNNs obtain the highest accuracy when all the models adopt k =
32. In consideration of the number of FLOPs and parameters as well as the
costed GPU memory, we shrink k& in RKCNNs to further compare. As a result,
RKCNNSs are more efficient than all the other models. The results are discussed
in Sec. 4.1.3.

4.1.2 SVHN and CIFAR

RKCNNSs are also evaluated on SVHN and CIFAR. The SVHN dataset contains
32 x 32 colored digit images. There are 73,257 images in the training set, 26,032
images in the test set, and 531,131 images for additional training. The CIFAR-
10 dataset contains 60,000 color images of size 32 x 32 in 10 classes, with 5,000
training images and 1,000 test images per class. The CIFAR-100 is similar to
the CIFAR-10, except that it has 100 classes, each with 500 training images
and 100 test images.

We adopt 3-period RKCNNs on SVHN and CIFAR following CliqueNets.
The preprocessors, the transition layers, and the postprocessors in RKCNNs
are the same as the ones in CliqueNets except that the number of channels
outputted by the preprocessors in RKCNNs equals the growth rate in the first
period but not 64 fixedly. Furthermore, the number of the output channels of
the 1 x 1 convolution in the transition layers is not the same as the number of
the input channels but equal to the growth rate in the next period.

In addition, for the purpose of comparing with the RKCNNs, we trans-
plant the residual blocks of the pre-activation ResNets, the dense blocks
of DenseNets, the clique blocks of CliqueNets, and the ODE solvers of the
RKNNs, RK-Nets, and ODE-Nets into the framework of RKCNNs. More-
over, the final state of each period in the evaluated numerical models is
outputted into both the adjacent transition layers and the postprocessor, just
like RKCNNs. Nevertheless, the evaluated DenseNets and CliqueNets follow
the strategy in their original models. To be specific, in the CliqueNets, the
generated features in each period are outputted into the transition layers while
these features and the input of each period are outputted into the postproces-
sor together. In the DenseNets, the generated features and the input of each
period are all outputted into the transition layers. Additionally, we add the



Table 3 Classification errors evaluated on the test sets of SVHN and CIFAR. k; is the number of the input channels in the ith period. The standard data augmentation is adopted on CIFAR. On SVHN, the
data augmentation is not used but the dropout layers are added. The error is the lowest one over three runs with the mean+std in brackets. FLOPs and Params on SVHN are same as CIFAR-10 since they are
both classified to 10 classes. Results that outperform all the competing methods are BOLD and the overall best result is represented in BLUE.

SVHN CIFAR-10 CIFAR-100
Model k1 ko k3 FLOPs(G) Mem(M)®  Params(M)  Error(%) Error(%) Params(M)  Error(%)
pre-act ResNet (bottleneck)! 120 120 120  0.0845 871 0.113 2.78(2.834+0.07)  8.02(8.17+0.17)  0.145 31.03(31.04 + 0.02)
pre-act ResNet! 120 120 120  0.740 1227 0.845 1.76(1.83 4+ 0.06)  5.53(5.74+0.22)  0.878 24.78(25.08 + 0.26)
RKNN (4th-order ERK)? 120 120 120 2.833 1231 0.846 1.67(1.71+£0.04)  5.42(549+0.08)  0.879 24.91(25.23 + 0.37)
RK-Net (4th-order ERK)? 120 120 120  2.857 1235 0.853 1.70(1.72+£0.03)  5.38(5.49+0.10)  0.885 25.04(25.43 + 0.57)
RK-Net (5th-order IRK)* 120 120 120 - - 0.853 N/A® N/A® 0.885 N/A®
ODE-Net (4th-order explicit)! 120 120 120  5.672 1237 0.853 1.73(1.75+£0.02)  5.61(5.74+£0.14)  0.885 26.71(33.21 + 6.10)
ODE-Net (4th-order implicit)! 120 120 120  >6.375% . 0.853 N/A4 N/A* 0.885 N/A*
DenseNet (T = 6)!2 120 120 120  0.930 1233 1.044 1.83(1.83+£0.01)  4.92(4.95+£0.05)  1.141 22.69(23.01 + 0.34)
CliqueNet (T = 6)'? 120 120 120  1.666 1235 1.061 1.73(1.83+£0.10)  4.74(4.83+£0.11)  1.158 23.00(23.13 £ 0.15)
RKCNN-E-2.22 120 120 120  0.856 1231 0.977 1.80(1.83+0.03)  5.18(5.24+0.06)  1.009 23.76(24.26 + 0.50)
RKCNN-1-2.2.2 26 28 28 0.0842 773 0.103 2.40(2.60+0.20)  7.67(7.88+0.19)  0.111 30.94(31.57 + 0.56)
78 78 80  0.724 961 0.834 1.64(1.70+£0.06)  4.71(4.79+0.14)  0.855 22.54(22.88 +0.29)
120 120 120  1.707 1245 1.932 1.61(1.64+0.04)  4.36(4.41+0.04) 1.964 20.43(20.84 + 0.36)
RKCNN-R-2.2.2 26 28 28 0.0842 773 0.103 2.33(2.48+0.13)  7.63(7.77+£0.12)  0.111 30.98(31.26 + 0.26)
78 78 80  0.724 963 0.834 1.72(1.74+£0.02)  4.76(4.92+0.14)  0.855 22.80(22.87 + 0.08)
120 120 120  1.707 1245 1.932 1.62(1.65+0.02)  4.48(4.62+0.12)  1.964 20.69(20.89 + 0.20)

We transplant the residual blocks, the dense blocks, the clique blocks or the ODE solvers from the original models into the framework of RKCNNs.
2T is the total number of layers in three periods, T'/3 per period.

3FLOPs for the different images are uncertain due to the iterations. However, it must carry out the starter, the 4th-order RK method with 3/8 rule, twice and the predictor-corrector

pair once at least in each period. Hence, 7>’
4The model does not converge.

5This IRK method needs too much memory to train.

3

is used.

61t is the GPU memory cost by inferring only one image using Pytorch.
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multiscale strategy to the DenseNets. In other words, all the features outputted
into the transition layers are also outputted into the postprocessor.

On both SVHN and CIFAR, we follow all the training details of CliqueNets
(Yang et al, 2018) except the batch size and data augmentation. The weights
of the convolution layer are initialized as done by He et al (2015). Moreover,
the weights of the fully connected layer use Xavier initialization (Glorot and
Bengio, 2010). A weight decay of 104 and Nesterov momentum of 0.9 are used.
The learning rate is set to 0.1 initially and divided by 10 at 50% and 75% of
the training procedure. The tolerance 0.9 is adopted in ODE-Nets (4th-order
implicit Adams method).

On SVHN, we use all the training samples without augmentation and divide
the images by 255 for normalization following Yang et al (2018). We add a
dropout layer (Srivastava et al, 2014) with a dropout rate of 0.2 after each
convolution layer following Huang et al (2017) and Yang et al (2018). The
models are trained for 40 epochs using the MGD with a mini-batch size of 128.

On CIFAR, a standard data augmentation scheme is adopted following He
et al (2016a). The models are trained for 300 epochs using the MGD with a
mini-batch size of 32.

We evaluate RKCNNs on SVHN and CIFAR to compare with the trans-
planted network models, which are initialized and trained in the same way as
RKCNNSs. The classification errors of the evaluated models on the test sets
of SVHN and CIFAR are shown in Table 3. According to the experimental
results, RKCNN-1-2_2_2 and RKCNN-R-2_2_2 obtain higher accuracies than all
the other models on each dataset when k = 120. In consideration of the num-
ber of FLOPs and parameters as well as the costed GPU memory, we reduce
k in RKCNNs for further comparison. As a result, RKCNN-I and RKCNN-R
are more efficient than all the compared models. The results are discussed in
Sec. 4.1.3.

4.1.3 Results discussion

For the purpose of avoiding effects from the dimensionality reduction, we unify
the dimensionality in each period of all the evaluated models firstly. To be
specific, the models are set the same number of channels k except for the
same preprocessor, transition layers, and postprocessor. The pre-activation
ResNets, RKNNs, RK-Nets and ODE-Nets win each other on MNIST, SVHN
and CIFAR. The bottleneck does not bring benefit to the accuracies of the
pre-activation ResNets on these datasets. RKCNNs obtain higher accuracy
than other numerical models, except that RKCNN-E fails on SVHN. On every
dataset, RKCNN-E obtains lower accuracy than RKCNN-I and RKCNN-R.
The accuracies of RKCNN-I and RKCNN-R are similar to each other.

The 2-stage RKCNNs could reach 4th-order according to Sec. 3. The eval-
uated numerical models adopting the 4th-order RK methods should have a
similar accuracy since there is only one time-step of size h in each period and
the local truncation error is O(h%) (refer Sec. 3.1). In addition, the local trun-
cation error of 4th-order LM methods is also O(At%), where At is time-step
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size (Butcher, 2008). For the evaluated ODE-Nets adopting LM methods, the
period h is divided into r steps, i.e. At = h/r where r > 1. As a result, the local
truncation error of ODE-Nets adopting 4th-order LM methods is O(h%/r®),
which is lower than O(h%). Hence, ODE-Nets adopting 4th-order LM meth-
ods should achieve higher accuracy than the models adopting 4th-order RK
methods. The results against the theory are due to the different approxima-
tions of numerical methods since the rest of the evaluated numerical models
are the same. Thus, RKCNN-I and RKCNN-R are better approximations of
RK methods.

For a neural network model, the number of FLOPs and parameters as well
as the costed GPU memory have to be considered. RKCNNs save the FLOPs
but cost more parameters and memory than the evaluated numerical models
with the same k. Therefore, we keep the stages unchanged and reduce the
dimensionality of RKCNNs by shrinking the channels & in order to decrease the
costed parameters and memory. Although the errors of RKCNNs increase after
reduction, the reduced RKCNNs are more efficient than not only numerical
models but also DenseNets and CliqueNets. In order to verify the efficiency of
RKCNNSs further, we compare RKCNNs with the SOTA models in the next
section.

4.2 Compared with the SOTA models

Table 4 Classification errors evaluated on the test set of MNIST. Each convolution in the
preprocessors of RKCNN outputs & channels. The error is the lowest one over five runs
with the mean+std in brackets. Results that outperform all the competing methods are
BOLD and the overall best result is represented in BLUE.

Model k Params (M)  Error (%)

RK-Net (Chen et al, 2018) - 0.22 0.47

ODE-Net (Chen et al, 2018) - 0.22 0.42

SONODE (Norcliffe et al, 2020) - 0.28 0.36

RKCNN-E-2 32 0.06 0.33(0.364 + 0.039)
RKCNN-I-2 32 0.08 0.29(0.316 + 0.033)
RKCNN-R-2 32 0.08 0.28(0.308 + 0.024)

Note: The numbers of FLOPs are not reported in their papers, so they are not compared.

We compare RKCNNs with the SOTA ODE-related models, the pre-
activation ResNets, DenseNets and CliqueNets on MNIST, SVHN and CIFAR.
The architectures of RKCNNs and the training schemes on different datasets
remain the same as what is in Sec.4.1. The test errors are shown in Table 4
and 5. According to the comparison, RKCNNSs obtain higher accuracy than the
competing models on MNIST. At the same time, the parameters of RKCNNs
only account for about 21736% of the parameters of the competing models.



Table 5 Classification errors evaluated on the test sets of SVHN and CIFAR. k; is the number of the input channels in the ith period of RKCNN. FLOPs and Params on SVHN are same as CIFAR-10 since they are both
classified to 10 classes. Results that outperform all the competing methods are BOLD and the overall best result is represented in BLUE.

SVHN CIFAR-10 CIFAR-100

Model k1 k2 k3 FLOPs (G) Params (M) Error (%) Error (%) Params (M) Error (%)
pre-act ResNet (He et al, 2016b) - - - 4.71 10.2 - 4.49 10.2 22.46
DenseNet (Huang et al, 2017) - - - 14.53 28.1 1.59 3.74 28.3 19.25

- - - 10.83 15.3 1.74 3.62 15.5 17.60

- - - 18.78 25.6 - 3.46 25.8 17.18
CliqueNet (Yang et al, 2018) - - - 9.45 10.14 1.51 - - -

- - - 10.56 10.48 1.64 - - -
Momentum ResNet (Sander et al, 2021) - - - 14.79 139.0 - 4.76 139.2 23.2
RKCNN-E-5.5_5 80 80 80 1.05 1.19 1.60 443 1.21 21.69
RKCNN-E-5.5.5 120 120 120 2.37 2.67 1.58 4.12 2.70 20.37
RKCNN-I-5.55 80 80 80 2.26 2.55 1.50(1.55+0.05) 3.81 2.57 19.46
RKCNN-1-5.5_5 120 120 120 5.07 5.72 1.52 3.55 5.75 18.41
RKCNN-I-5.5_6 150 120 120 7.30 7.29 1.53 3.38(8.55+0.15) 7.32 18.02
RKCNN-R-5.5_5 80 80 80 2.26 2.55 1.58 4.08 2.57 19.24
RKCNN-R-5.5_5 120 120 120 5.07 5.72 1.51 3.60 5.75 18.24
RKCNN-R-34.4 180 180 180 6.70 8.76 1.54 3.71 8.81 17.00(17.46+0.42)

Note: We show the lowest test errors of three runs with mean#std for the best results of RKCNNs. The other test errors of RKCNNs are the random results.
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On SVHN and CIFAR, we increase the stages and channels in RKCNNs.
On SVHN and CIFAR-10, RKCNN-I obtains higher accuracy than RKCNN-
E, RKCNN-R and the competing models. On CIFAR-100, RKCNN-R obtains
higher accuracy than RKCNN-E, RKCNN-I and the competing models. The
parameters and FLOPs of RKCNNs are as low as 10% of the parameters
and FLOPs of competing models. Hence, RKCNN-I and RKCNN-R are more
efficient.

5 Conclusion

From the dynamical systems view, we reinterpret the pre-activation ResNet
and its variants which focus on improving the residual mapping. We consider
that these models correspond to the RK methods but not only the forward
Euler method.

We propose to employ the RK methods in moderate detail to construct the
CNNs for the image classification tasks. The proposed network architecture
can systematically generalize to the high order. It is referred to as RKCNN.

The experimental results demonstrate that RKCNNs surpass the state-
of-the-art numerical models and their bases, i.e. the pre-activation ResNets,
DenseNets, and CliqueNets, on MNIST, SVHN, and CIFAR.

With the help of the dynamical systems view and the various numerical
ODE methods, including the RK methods, more neural networks can be con-
structed efficiently for the different tasks. Many aspects of RKCNNs and the
dynamical systems view still require further investigation. For example, the
network structure of RKCNNs may be improved to obtain higher efficiency.
In addition, some other mathematical methods may also be approximated to
construct the network models from the dynamical systems view. We hope that
this work inspires future research directions.
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