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Abstract
Community detection (CD) is a powerful way to extract meaningful information from networks such as political election

networks, biological networks, social networks, technological networks. This study proposes a modified discrete version of

Coot bird natural life model (COOT) optimization algorithm to solve CD problem in the networks. The basic COOT

method is based on the different collective behaviors of the birds of the coot family. These collective actions of coots are

regular and irregular movements on the water surface. The position update rule of the basic COOT method does not

provide a balance between exploitation and exploration ability for the problem addressed in this study. Therefore, a new

update mechanism is integrated into the basic COOT method to extend the local and global search tendencies of the basic

COOT method. In the proposed COOT method (for short MCOOT), in order to create a new position for the current coot

individual, first the original update mechanism of COOT method is carried out; then, the proposed update mechanism is

executed. Three important modifications have been made in the new update mechanism: (1) Some dimensions of the

current coot individual are randomly selected in the range of 1 to the dimension size of the problem; (2) the selected

dimensions of the coot individual are updated according to the proposed update rule; (3) a genetic mutation operator is

executed on the current coot position according to a mutation probability to improve the exploration ability. Furthermore,

in the proposed MCOOT method, the continuous values of the current coot positions are converted to discrete values,

because the CD problem is a discrete problem. Based on these modifications, in order to analyze and validate the

effectiveness of the proposed MCOOT, it is applied on ten different small-sized or large-sized network problems. Finally,

the experimental results of MCOOT method are compared with those of some state-of-the-art optimization methods in

terms of solution quality and time evaluation. According to the experiments of our study, the proposed algorithm is

obtained the best results for all community detection problems used in this study when compared with 22 other algorithms.

As a result, the proposed method achieves superior or comparable performance in terms of solution quality and robustness

according to the general results. Therefore, the proposed method can be much more competitive, especially for discrete

problems.

Keywords Coot bird natural life model � Community detection � Discrete optimization � Social networks �
Modularity

1 Introduction

Many different complex problems based on biology [1],

politics [2], mathematics [3], physics [4], economics [5],

computer science [6] and so on can be represented as

networks. When a network is described mathematically, it

can be defined by vertices and edges of a graph. The ver-

tices of the graph show the objects of the network, and the

edge between any two vertices indicates the relationship

between them. The community feature is an important
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structure of complex networks. With using the community

structure, the networks can be divided according to its

similar or different features [7, 8]. Therefore, community

detection (CD) in networks has an important role to obtain

meaningful outcomes in networks such as political election

networks, biological networks, social networks, techno-

logical networks and so on [7, 9]. Every network probably

has a minimum community structure. For example, when

protein–protein interaction networks are examined, it can

be seen that proteins with the same specific structure within

the cell are expected to be a member of sub-communities

[10–12]. The examples for implementation of CD problems

can be extended for many other community problems such

as product recommendation networks [13, 14], world wide

web networks [6, 15], refactoring software packages [16],

metabolic networks [17, 18], skill acquisition in robots

[19], social networks [20–23], cancer detection networks

[24], epidemic spreading on networks [25, 26], dimen-

sionality reduction in pattern recognition [27] and link

prediction problem [28].

The interactions and activities of individuals in a society

with each other create a social network. Recently, most

people have widely used internet and the applications

depended on internet such as Facebook, Twitter and

Instagram. These applications create many different real-

life social networks, and these social networks have

amazing characteristics and patterns, which can be ana-

lyzed for numerous beneficial purposes. The use of the

social media on the internet enables people to expand their

social network in unpredicted ways. Thus, the interactions

of people on social media are getting rise and a large

network is easily formed [20]. As a result, the importance

of the community detection in social networks has

increased with a tremendous way [20, 29].

A social network can be said to exhibit a community

structure if its nodes can be partitioned into disjoint or

overlapping clusters of nodes such that the number of

edges within a cluster exceeds the number of edges

between any two clusters by a reasonable amount. Gener-

ally, if a network shows a community structure, it also

shows a hierarchical community structure [20, 30]. The

process of the finding the sub-groups in a network

according to the similar or dissimilar patterns and proper-

ties is named as community detection [31, 32]. CD on a

network provides some considerable features such as easily

analyzing the whole network and finding the malicious

activity on the network. If community detection is not used

on a network, each vertex of the network needs to be

analyzed separately to understand the network.

With using the CD, there is no need to analyze each

vertex of the network, and a general map of the network

can be formed according to the similar or dissimilar char-

acteristics of the vertices. Thus, the tendency of the

network can easily understood [32, 33]. There are two

different topologies such as static or dynamic topologies in

CD of networks. If any network is part of a static network,

the network structure is already known. Thus, it is easy to

find out the community structure of a static network

compared to a dynamic network. Because, the dynamic

network can be updated in the process [33]. There are

many CD methods related to static networks [3, 34–37].

However, when CD processes of real-life networks are

examined, it can be seen that they are often a part of

dynamic networks [38, 39].

Community detection (CD) problem generally can be

defined as a discrete optimization problem and can be

solved using optimization algorithms [7]. Therefore, many

metaheuristic methods have been proposed by the

researchers and implemented on CD problems in last

decades such as a swarm intelligence-based hybrid

approach for identifying network modules [40], a new

multi-objective evolutionary framework for community

mining in dynamic social networks [41], a multi-objective

optimization of CD using discrete teaching–learning-based

optimization [42], improving the performance of evolu-

tionary multi-objective co-clustering models for CD in

complex social networks [43], multi-objective local search

for CD in networks [44]. Because the optimization-based

solution approaches (metaheuristic algorithms) are not

dependent to any problem, these methods can be easily

applied to optimization problems [45]. Metaheuristic

methods try to find the optimal solution for each opti-

mization problem, but they do not give any guarantee for it.

However, the goal of the optimization-based methods is to

figure out optimal or a feasible results in a reasonable time

according to a pre-defined objective function [46, 47].

Networks or graphs are made up of vertices and the edges

connecting the vertices. Therefore, the complexity of the

networks or a graph directly depends on the number of

vertices and edges. The number of edges and vertices in a

network is expressed as decision variables for optimization

problems. Besides, as the number of decision variables

increases, the number of potential solutions increases

exponentially and finding the optimal solution of the

optimization problem becomes very complex for multidi-

mensional problems [48].

1.1 Main contribution and motivation of this
study

Community detection (CD) problem is classified as NP-

hard problem [33, 49]. Therefore, classical methods do not

perform acceptably for problems such as CD in networks

[50]. Recently, many metaheuristic algorithms have been

proposed and implemented for different kinds of opti-

mization problems such as continuous, discrete and binary
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optimization problems [45]. In this study, a modified dis-

crete version of Coot bird natural life model (COOT)

optimization algorithm has been proposed to solve CD

problem in social networks. COOT algorithm is a newly

proposed nature-inspired optimization algorithm by Naruei

and Keynia [51] for solving continuous optimization

problems. Considering the behavior of the coot birds, it can

be seen that the behavior of the coot birds is based on two

different behaviors on the water surface. In the first phase,

the movements of the birds are irregular; in the second

phase, the movements become regular [51]. Because the

CD problem is a discrete problem, a modified discrete

version of COOT algorithm (for short MCOOT) is pro-

posed and implemented on CD problem in social networks.

The main contributions and motivations of this study are

given as follows:

• A new mechanism is integrated into basic COOT

method. This new mechanism is based on three

different procedures:

(1) some dimensions of any coot individual are

randomly selected for update process,

(2) a new position update rule is used,

(3) and a genetic mutation operator is integrated into

new mechanism to avoid from local optimal

solution.

• MCOOT method is applied to ten different small and

large social networks. To demonstrate the solution

quality and robustness of the proposed method, it is

compared with state-of-the-art optimization methods.

• A time analysis of compared algorithms is given in

experiments.

The outline of the study is presented as follows: A lit-

erature review of CD problem, and some recent studies

based on COOT method are presented in Sect. 2. The basic

COOT optimization algorithm is detailed in Sect. 3. In

Sect. 4, the proposed modified discrete Coot bird opti-

mization algorithm (for short MCOOT) is explained. The

CD problem and modularity problem are explained in

Sect. 5. The experimental results are given in Sect. 6, and

the conclusions and future works are presented in Sect. 7.

2 Literature review

Community detection (CD) refers to identifying vertices

with communication in a complex network. CD is a very

important issue to find the functional and structural features

of a network [23]. With CD, a network can be easily

evaluated and some significant outputs can be obtained.

Therefore, many different single-objective or multi-objec-

tive metaheuristic methods have been proposed in the

literature to solve CD problems in networks [7]. In this

section, firstly a brief description of some optimization

algorithms for solving CD problem in networks is

explained. Then, some studies on COOT algorithms are

briefly explained.

Recently, optimization-based methods have been widely

used by researchers for solving CD problems. Pizzuti [22]

has proposed a genetic algorithm (GA)-based method

named as GA-net to identify the communities in social

networks. Pizzuti has implemented the GA-net on the

synthetic and real-world networks to present the capability

of the GA-net to successfully determine the communities in

network structure. He et al. [52] have proposed an

approach based on GA with ensemble learning technique

named as GAEL for determining the CD in complex net-

works. GAEL has used the basic crossover operator with a

multi-individual crossover operator based on ensemble

learning. They have implemented GAEL method on com-

puter-based generated networks and real-life complex

networks. In another study, Li and Song [53] have pro-

posed an extended compact genetic algorithm (ECGA) to

perform CD in complex networks. They have implemented

the proposed ECGA method on the benchmark and six

real-life complex networks of Lancichinetti et al. [54]

(LFR) and Girvan and Newman [55] (GN). Pizzuti [56] has

proposed a multi-objective genetic algorithm (MOGA-Net)

for recognizing the CD in the complicated networks. Piz-

zuti has implemented the proposed MOGA-Net method on

some synthetic benchmarks and four real-life networks

such as the Krebs’ books on American politics, Bottlenose

Dolphins, the Zachary’s Karate Club and the American

College Football.

Shi et al. [57] have proposed a novel method based on

particle swarm optimization (PSO) algorithm to explore the

CD structures in network modularity. They have used an

improved spectral method for converting the CD problem

into a cluster problem. They have implemented their pro-

posed PSO on three different real-life networks. Gong et al.

[58] have proposed an approach based on PSO algorithm

with a decomposition mechanism for clustering the com-

plex networks. In their studies, a multi-objective discrete

PSO (MODPSO) method has been implemented on signed

and unsigned networks. Cai et al. [59] have modified the

continuous position update rule of basic PSO to a discrete

version in order to determine the community structures in

the signed networks. They have implemented the proposed

discrete PSO on the synthetic and real-world signed net-

works. In another study, Cai et al. [60] have proposed a

discrete PSO algorithm with a greedy mechanism to obtain

CD in social networks. The greedy mechanism has been

used to move the position of the particles to an optimal

region. They have implemented their proposed approaches

on the large-scale social network clustering problems.
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Rahimi et al. [7] have proposed a novel multi-objective

PSO algorithm called as MOPSO-Net to perform the CD in

complex networks.

Atay et al. [1] have implemented six metaheuristic

methods with a modularity technique for solving CD in

networks problem. Two methods named as bat algorithm

(BA) and gravitational search algorithm (GSA) have been

used like in the original studies, and the other methods

named as scatter search algorithm (SS) with GA method

named as SSGA, the modified big bang-big crunch method

(BB-BC), an effective hyperheuristic differential search

algorithm (HDSA) and the improved version of bat algo-

rithm (BA) with differential evolutionary (DE) method

named as BADE have been proposed by them. They have

implemented the six different metaheuristic methods on

five different social networks and four different biological

networks. Atay et al. [40] have proposed a new hybrid

method based on shuffled frog leaping algorithm (SFLA)

and GA method to solve CD problem in networks, and the

proposed method is named as unified SFLA (uniSFLA)

Community detection in networks that has a discrete

structure. Therefore, Koç [33] has proposed six different

discrete versions of the optimization methods such as

Harris Hawks optimization (HHO) algorithm, COOT bird

algorithm, arithmetic optimization algorithm (AROA),

atom search optimization method (ASO), slime mould

algorithm (SMA) and Archimedes optimization algorithm

(AOA) for determining the sub-communities in networks.

Ghafori and Gharehchopogh [23] have proposed a multi-

objective version of the cuckoo search algorithm (CSA)

named as MOCSA to realize the CD on social media. They

have used a new strategy based on the close adjacent

vertices detection in the cost function to increase the per-

formance of the proposed method. They have implemented

the MOCSA method on the eight different data samples

named Football, Polbooks, Geom, Karate, Email, Power

Grid, NetScience and Dolphins. Moradi and Rostami [27]

have proposed a novel feature selection algorithm based on

the graph clustering methods and ant colony optimization

(ACO) for solving classification problems. In their study,

the features have been distributed to subgroups with a CD

method.

Banati and Arora [61] have proposed a hybrid discrete

algorithm named as DTL-GSO method based on teacher’s

learners (I-TLBO) algorithm and group search optimiza-

tion (GSO) method to carry out the CD in complex net-

works. They have implemented DTL-GSO method on the

two artificially generated and four different real-life data-

sets. Imtiaz et al. [62] have proposed a multi-layer ACO

method named as MLACO for determining the communi-

ties in the complicated networks. They have used the ratio

cut (RC) and kernel k-means (KKM) methods as an

objective function of their proposed method. They have

implemented the MLACO method on the different syn-

thetic and real-world complex networks to demonstrate the

performance of their proposed method. In another study,

Cai et al. [63] have proposed a new CD method for sim-

plified networks by combining structure and attribute

information. Song et al. [64] have used complex networks

and multiple artificial intelligence algorithms for table ten-

nis match action recognition and technical-tactical analy-

sis. In another study, Mishra et al. [65] have proposed a

multi-objective optimization algorithm-based unbiased

community identification in dynamic social networks. They

have implemented their proposed method on twelve dif-

ferent complex social networks. Shishavan and Ghare-

hchopogh [66] have proposed an improved cuckoo search

optimization algorithm (CSO) with genetic algorithm (GA)

for solving CD problem in complex networks. In another

study, Kumar et al. [67] have proposed a novel stacked

autoencoder-based deep learning approach augmented by

the crow search algorithm (CSA)-based k-means clustering

method to obtain the community structure in complex

networks. Arasteh et al. [68] have proposed a solution

approach based on gravity algorithm for detection of the

communities from large-scale complex networks. Reiha-

nian et al. [69] have proposed an enhanced multi-objective

biogeography-based optimization method (called as

MOBBO-OCD) for overlapping community detection in

social networks with node attributes. They have imple-

mented the MOBBO-OCD method on the fourteen differ-

ent real-life network problems and compared with fifteen

different detection algorithms in the literature. In another

study, Gharehchopogh [70] has the proposed different

methods based on HHO method for solving the problem of

the CD in social networks. He has proposed three different

methods such as the improved HHO method with the

opposition-based learning technique (IHHOOBL), the

improved HHO method with lévy flight function

(IHHOLF) and the improved HHO method with a chaotic

map (IHHOCM). The proposed methods have been run on

twelve different datasets based on NMI and modularity

criteria.

COOT algorithm is a newly proposed nature-inspired

method for solving continuous optimization problems. In

recent years, COOT method-based many solution approa-

ches have been proposed in the literature to deal with the

continuous and discrete problems. Hussien et al. [71] have

proposed a novel methodology for optimal control of

islanded microgrids (MGs) with using COOT method. In

their studies, the optimum gains for the PI controller have

been found using COOT algorithm under a multi-objective

optimization framework. In another study, Mostafa et al.

[72] have proposed an enhanced COOT algorithm method.

They have integrated two other techniques into COOT

method named as opposition-based learning (OBL) and
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orthogonal learning to handle with restrictions of COOT

algorithm. They have implemented their proposed method

on nine different dimensionality reduction problems taken

from UCI datasets. Houssein et al. [73] have proposed a

modified version of COOT algorithm with seven different

strategies called as leading the group toward the optimal

area, best agent guide, phasor operator, OBL method,

transition factor (TF), control randomization and adjusting

the position. They have conducted their proposed COOT

method on the standard and complex problems given in

IEEE CEC’2017 conference. In another study, Guo et al.

[74] have proposed a hybrid method based on HHO method

and COOT method to solve the continuous numerical

optimization problems.

3 Coot bird natural life model (COOT)

COOT algorithm is based on the different collective

behaviors of the coots. These collective behaviors of the

coots are regular and irregular movements on the surface of

the water. The whole group members try to move toward

the target of quality food. Therefore, they update their

current positions in the light of information of the group

leader’s positions [51]. The mathematical model of COOT

method can be explained with four distinctive features

called as random movement to this side and that side, chain

movement, adjusting the position based on the group

leaders and leading the group by the leaders toward the

optimal area (leader movement). The initial population

x!¼ x1;
�!x2

!; x3;
�!:::; xn

!� �� �

is randomly generated as in

other continuous optimization algorithms. The first position

of an individual of COOT method is formed randomly with

Eq. (1) as follows:

CootPosðiÞ ¼ randð1; dÞ: � ðub� lbÞ þ lb ð1Þ

In Eq. (1), i shows the index number of the current

individual, CootPosðiÞ refers to the position of the ith coot

position, d refers to the number of the decision variables, lb

and ub refer to the lower and upper bounds of the problem

in the search space, respectively.

3.1 Random movement to this side and that side

A random position (RandPos) is generated using Eq. (2) in

the range of the ub and lb to change the position of the

current coot individual.

RandPos ¼ randð1; dÞ: � ðub� lbÞ þ lb ð2Þ

The process of updating the current position with a

random walk allows the algorithm to move away from a

local optimum position. In order to obtain the new position

of the current individual, the position update rule is cal-

culated as in Eq. (3):

CootPosðiÞ ¼ CootPosðiÞ þ A� R2� ðRandPos
� CootPosðiÞÞ ð3Þ

In Eq. (3), R2 represents a random value in range of the

½0; 1�; A value is calculated with Eq. (4) as follows:

A ¼ 1� L� 1

Iter

� �

ð4Þ

In Eq. (4), L expresses the current iteration, and Iter

refers to the maximum number of the iteration.

3.2 Chain movement

When chain movement is applied, the distance vector

between two coot individuals is calculated firstly; the first

individual moves toward the other individual by about half

of the distance vector. The new position of the current coot

individual is generated with chain movement method by

Eq. (5).

CootPosðiÞ ¼ 0:5� CootPosði� 1Þ þ CootPosðiÞð Þ ð5Þ

3.3 Adjusting the position based on the group
leaders

In general, a few coot individuals in a group change their

current positions to move toward the quality food sources,

and the other coot individuals adjust their current positions

according to the positions of group’s leaders. The adjusting

process in COOT method is calculated with Eq. (6) given

as follows:

K ¼ 1þ iMODNLð Þ ð6Þ

where NL represents the number of the leaders, and K

shows the index number of the group leader. In COOT

method, cootðiÞ is updated its current position with the

information of the leader’s k. The next position of the

current coot individual is calculated using the selected

leader as follows:

CootPosðiÞ ¼ LeaderPosðkÞ þ 2� R1� Cosð2RpÞ
� ðLeaderPosðkÞ � CootPosðiÞÞ ð7Þ

In Eq. (7), k shows the index number of the current

leader, LeaderPosðkÞ refers to the selected leader position,

R1 value refers to a random value in range of the ½0; 1�, R
value refers to a random value in range of the ½�1;þ1�, p
value represents a constant value which is 3:14.
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3.4 Leading the group by the leaders toward
the optimal area (leader movement)

In optimization problems, the individuals in the population

must be in range of the search space. Therefore, if any

dimension of an individual is out of the search space, the

dimension out of the search space should be ensured to be

moved into the search space. In COOT method, the coot

individuals maintain their position using the position of the

group leaders. Therefore, the positions of the group leaders

should be in range of the search space. In COOT, the group

leaders move their position by using Eq. (8).

where gBest shows the position of the coot individual with

best fitness value, R3 and R4 values refer to random values

in range of the ½0; 1�, and B value is calculated as in Eq. (9):

B ¼ 2� L� 1

Iter

� �

ð9Þ

4 Modified Coot bird optimization
algorithm (MCOOT)

Like other metaheuristic algorithms, due to the insufficient

balance between exploitation and exploration, low diversity

tendency and slow convergence speed, the basic COOT

method can get trapped in the local optimal solution. To

extend the local and global search tendencies of the basic

COOT method, a new mechanism is developed based on

three different procedures. The first procedure is to randomly

select some dimensions of any coot individual for the update

process. The second procedure is to propose and integrate a

new location update rule, and the last procedure is to inte-

grate a genetic mutation operator into COOT.

4.1 Selecting the dimension of the coot
individual for update process

In this procedure, some dimensions of the coot individual

are randomly selected for update process. First, a random

value (dimension number-DN) is generated between one to

dimension size (DS) of the coot individual. Then, dimen-

sions of the current coot individual up to DN size are

randomly determined and updated with Eq. (10). The

procedure of selecting the dimension of the coot individual

for update process can be explained on a small example as

follows: For example, it is assumed that the decision

variables of the problem are 8, and the DN value is ran-

domly determined and is 4. Therefore, this means that 4

randomly selected positions of the coot individual would

be in the update process.

4.2 A new position update rule

A new position update rule which has been used in the

studies of Aslan and Beşkirli [75] is used in the proposed

algorithm. The new update rule uses the position of the

agent with best fitness value and the position of the current

agent for update process. Similarly, when updating the

position of the leader in COOT method, the leader’s cur-

rent position and the global best position are also used.

Therefore, the new update rule can be easily integrated to

the basic COOT method. The new update rule is explained

in Eq. (10).

StepðiÞ ¼ gBest � CootPosðiÞ
CootPosðiÞ ¼ gBest þ R5� StepðiÞ

ð10Þ

where gBest represents the position of the coot individual

with best fitness value; R5 value refers to random value in

range of ½0; 1�.

4.3 A genetic mutation procedure

A genetic mutation procedure which has been used in the

study of Zou et al. [76] is integrated into new mechanism in

order to avoid from the local optimal solution. The muta-

tion process is carried out according to a small mutation

rate (MR), and in this study this value is selected as 0:01. If

a randomly generated value is smaller than MR, a new

position is generated for the current dimension of the coot

individual. The mutation procedure is explained in Fig. 1.

Fig. 1 Genetic mutation procedure

LeaderPosðiÞ ¼ B� R3� cosð2RpÞ � ðgBest � LeaderPosðiÞÞ þ gBest; R4\0:5
B� R3� cosð2RpÞ � ðgBest � LeaderPosðiÞÞ � gBest; R4[ ¼ 0:5

	 


ð8Þ
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In the proposed hybrid method, firstly, the basic COOT

method is applied to generate a new position for the current

coot individual, and then for each coot individual the new

mechanism given in Fig. 2 is executed.

4.4 Discretization process of the continuous
values of the coot

As described in the above sections, CD problem is a dis-

crete problem. Therefore, a continuous optimization algo-

rithm cannot be directly applied on the CD problem in

networks. In this study, first, the proposed method is exe-

cuted in continuous search space; then, before calculating

the fitness function, the continuous represented coot posi-

tions are converted to discrete positions. For discretization

process, the continuous values of each dimension of the

coot individuals are rounded to the nearest discrete values.

The pseudocode of MCOOT method is explained in Fig. 3.

5 Community detection (CD) problem

Community detection (CD) represents the identification of

adjacent vertices in a complex network. It is significant to

determine the network’s functional and constructional

characteristics [23]. Therefore, CD in networks has an

important role for some network problems such as: politi-

cal election networks, biological networks, social networks

and technological networks [7, 9]. The CD problem in

networks and the modularity are explained in Sects. 5.1

and 5.2, respectively.

5.1 Problem description

Locus-based adjacency representation (LAR) structure is

used for graph-based representation to solve the commu-

nity detection problem [77]. If a network is represented by

a graphGðV ;EÞ, it is said to be based on a set of vertices

from 1 to n such as VðGÞ ¼ v1; v2; . . .; vnf g and a set of

edges from 1 to m such as EðGÞ ¼ e1; e2; . . .; emf g. In the

network problems, nodes or vertices represent the different

characteristics and edges or acts represent the connection

between two different nodes or vertices, and the vertices

are distributed into t different communities according to

similar and dissimilar features of the vertices [74]. Each

dimension of the chromosome has two different informa-

tion named as PopulationID andCommunityID.

PopulationID represents a randomly selected adjacent

vertex from the adjacent of the jth vertices. CommunityID

refers to the jth vertex for communities generated from the

PopulationID. In order to explain the PopulationID and

CommunityID structures, an example of a network of eight

vertices is presented in Fig. 4a. In addition, Fig. 4b rep-

resents an example of chromosomes structure of the net-

work given in Fig. 4a. In this figure, the chromosome

consists of three different sets that provide information

called ID,PopulationID, and CommunityID. The first set

contains the node sequence index, the second set contains

the selected adjacent node, and the third set shows the

potential index of the node’s community. In addition, the

subgraphs formed from the given chromosome are pre-

sented in Fig. 4c, and each subgraph is shown with a dif-

ferent color.2

5.2 Modularity

CD problem is a maximization problem, and modularity

maximization is widely used in the literature in order to

obtain the CD structures in networks. In this method, first, a

network is divided to several communities, and then the

quality of the network is evaluated. Using this objective

function, potential communities in networks are obtained

and their vertices of the corresponding network are opti-

mized to produce the community structure with the highest

cost [33, 78]. The mathematical model of the modularity

maximization is given in Eq. (11).

QBasic ¼
X

n

j¼1

ejk � a2j

� �

ð11Þ

where n refers to the total number of vertices in a network,

ejk shows the number of the connections between one in the

group j and the other end in group k, and
Pn

j¼1 ejk
� �

rep-

resents the number of connections with one in the group.

These methods generally use the metaheuristic methods in

order to obtain the optimal value of QBasic in CD problems

[37]. To obtain a general modularity function, when a

network is represented by any graph pattern, the outcomes

of the community structures can be determined as

Fig. 2 A new mechanism for

proposed method
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subgraphs with attributes and quantities such as maximum

common properties and the number of interaction. If a node

is included to a subgroup, it should have important or

similar features of the related communities. On the other

hand, this node should have minimum similar relations

with the other subgroups. Thus, the interactions between

Fig. 3 The pseudocode of the

proposed method
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the subgroups will be in a minimum way. In real life, there

are many different kinds of communities, and these com-

munities are classified according to the rare relationships or

intense relationships, similar and dissimilar features. For

example, in social fields, every person is being a member

of the society which has the similar characteristics of the

himself or herself, and in the informatics field, computer

with maximum data transfer is included in the same

topology [1, 33].

A network can be easily represented with a graph

structure. As described above, the members of the com-

munities can be defined as vertices, and the relations

between the vertices can be defined as edges. In a graph,

the connections between vertices are shown on the adja-

cency matrix (for short AdjM), and thus the relations

between vertices can be found and evaluated more easily.

AdjM is a n� n matrix, and it is generated according to the

number of the vertices. For example, if the number of the

vertices of a network is 8, then the adjacency matrix will be

a matrix with 8 columns and 8 rows. In this study, AdjM is

created according to Eq. (12).

AdjMj;k ¼
1; if there is any connection between vertices j and k

0: otherwise

	

ð12Þ

According to Eq. (12), if the value of the any cell of the

AdjM is 1, this indicates that there is a connection between

these related two vertices. The AdjM of the network

example given in Fig. 4a is explained in Fig. 5.

Fig. 4 A randomly generated network with ID, PopulationID, CommunityID and the obtained subgraphs [33]

Fig. 5 The adjacent matrix of the network example with 8 vertices
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When Fig. 5 is examined, it is seen that if there is a

connection between two vertices, the value of the related

cell is assigned as value ‘1’; otherwise, it is assigned as

value ‘0’. The modularity fitness function of graph G is

explained in Eq. (13).

Q ¼ 1

2� m

X

jk

AdjMj;k �
zj � zk
2� m

� �

� d Cj;Ck

� �

ð13Þ

where Q refers to the fitness function, G represents a graph

structure, zj and zk represents the degrees of the jth and kth

nodes, respectively. The degree of the any node represents

the total number of the adjacent nodes of related node. Cj

and Ck refer to the community of the jth and kth nodes

belong, respectively. dðCj;CkÞ also indicates whether the

vertices j and k are in the same community. The total

number of edges of a graph is calculated with Eq. (14), the

degree of the any node is calculated with Eq. (15), and

dðCj;CkÞ output is calculated with Eq. (16).

m ¼ 1

2

X

jk

AdjM j;kð Þ ð14Þ

kj ¼
X

j

AdjM j;kð Þ ð15Þ

d ¼ 1; if Cj ¼ Ck

0; if Cj 6¼ Ck

	

ð16Þ

6 Experimental results

In order to analyze and validate the effectiveness of

MCOOT, it is applied to 10 different small-scale and large-

scale social networks. MCOOT method is coded and car-

ried out on in MATLAB R2021a platform and a machine

with Windows 10 64-bit operating system, Intel Core i7

2.80 GHz CPU and 16 GB RAM. In the previous studies in

the literature for CD problem in social networks, the

population size, stopping criteria (total amount of maxi-

mum iterations) and maximum number of the evaluations

(MaxFEs ¼ population size� iteration number) were set

as 20, 500, and 10000 respectively. Therefore, for make a

fair comparison the population size (NP) is chosen as 20

and stopping criteria (Iter) is chosen as 500 for all the

algorithms. The obtained experiment results are reported as

mean, best, s tandarddeviation (Std.) and worst results of

30 runs. The algorithmic parameters of MCOOT such as

MR and P values are selected as 0.01 and 0.5, respectively.

In order to demonstrate the power of MCOOT method, it is

compared with the results of the algorithms called COOT,

AOA, ASO, HHO, SMA, AROA, BADE, SSGA, BB-BC,

BA, GSA, CNM, CS, DECD, FN, GACD, GATHB, GN,

MA-Net, MENSGA, MOGA-Net and PSO.

6.1 Test suit

Networks have different number of the vertices and edges.

Moreover, the complexity of the networks depends on the

number of vertices and edges. As the number of the ver-

tices and edges of a network increases, the complexity of

that network is likely to increase. Therefore, there are many

different small-scale and large-scale networks in the liter-

ature. In this study, five different small-sized social net-

works and five different large-sized social networks are

used in the experiments. Table 1 shows the information

about five different small-sized networks. These social

networks are Grevy’s zebras [79], Zachary’s karate club

[80, 81], Bottlenose dolphins [82], Books about US politics

[81] and American college football [83] networks.

Table 2 presents the information about five different

large-sized social networks. These networks are Little rock

lake [84], Jazz musicians [85], Physicians [86], Similarities

[87], and FilmTrust [88] networks.

6.2 Comparison of the results of algorithms

In this section, the proposed method is compared with

some state-of-the-art optimization algorithms proposed in

the literature in terms of solution quality. MCOOT is

separately compared with the algorithms in each of the

studies in the literature, and the experimental results are

evaluated in terms of the solution quality and robustness.

6.2.1 Comparison with COOT, AOA, ASO, HHO, SMA
and AROA methods

The first comparison is made with the study of the Koc

[33]. He has proposed six different discrete versions of the

optimization methods named as HHO, COOT, AROA,

ASO, SMA and AOA algorithms for determining the

communities in social networks. These methods which

have been implemented by Koc are used on ten different

social networks in this study. The experimental results of

MCOOT and COOT, AOA, ASO, HHO, SMA and AROA

methods using the small-sized social networks are given in

Table 3, and the best results of the comparisons are given

as bold. The experimental results of COOT, AOA, ASO,

HHO, SMA and AROA methods on the small-sized net-

works are directly taken from the study of Koc [33]. When

Table 3 is analyzed, it can be seen that the proposed

method finds the best results for all five small-sized social

networks. In addition, the second best results are found by

COOT, and COOT obtains the best results in Zebras and

Karate networks. The smallest social network is Zebras

with 27 nodes and 111 edges. Therefore, all the algorithms

in the experiments obtain the optimal value for Zebras
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dataset. According to the comparative results in Table 3,

the performance of MCOOT is superior than those of

COOT, AOA, ASO, HHO, SMA and AROA on Dolphin,

Books and Football social networks.

Figure 6 shows the Mean fitness values of the compared

algorithms in Table 3. According to Fig. 6, the Mean

results of MCOOT in the small-sized social networks are

the same or higher than the compared algorithms. All of the

algorithms achieve the same Mean results for Zebras net-

work. In addition, especially, when the results of algo-

rithms on Football network are analyzed, it can be easily

seen that MCOOT obtains the best Mean result. The second

best Mean result is found by COOT method. Moreover, the

Mean results of the SMA method on small-sized social

networks are lower than the other methods in terms of the

solution quality.

The convergence graph of the algorithms for small-sized

social networks is given Fig. 7. As seen from Fig. 7, the

convergence of MCOOT is generally faster than the other

methods. When Fig. 7a is analyzed, the other algorithms

except COOT obtain the best fitness values (global best

modularity values) in close to 10 iterations for Zebras

network, and COOT method reaches to the best fitness

value in close to 70 iterations. When Fig. 7b is analyzed,

the proposed MCOOT method achieves the best results in

about 30 generations, and the other methods find the best

Table 1 The small-scale social

networks for experiments
Networks name Short name Number of node Number of edge

Grevy’s zebras Zebras 27 111

Zachary’s karate club Karate 34 78

Bottlenose dolphins Dolphins 62 159

Books about US politics Books 105 441

American college football Football 115 615

Table 2 The large-scale social networks for experiments

Networks name Short name Number of node Number of edge

Little rock lake Rock 183 2494

Jazz musicians Jazz 198 2742

Physicians Physicians 241 1098

Similarities Similarities 430 565

FilmTrust Film 874 1853

Table 3 Comparison of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of the

solution quality for small-sized

networks

Network Criteria Algorithm

MCOOT COOT AOA ASO HHO SMA AROA

Zebras Mean 0.2768 0.2768 0.2768 0.2768 0.2768 0.2761 0.2768

Std 0.0000 0.0000 0.0000 0.0000 0.0000 0.0020 0.0000

Worst 0.2766 0.2768 0.2766 0.2768 0.2768 0.2702 0.2768

Best 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768

Karate Mean 0.4198 0.4198 0.4185 0.4180 0.4197 0.3829 0.4108

Std 0.0000 0.0000 0.0032 0.0020 0.0005 0.0110 0.0079

Worst 0.4198 0.4198 0.4060 0.4102 0.4174 0.3752 0.3909

Best 0.4198 0.4198 0.4198 0.4198 0.4198 0.4174 0.4198

Dolphin Mean 0.5232 0.5165 0.4915 0.4803 0.5054 0.4351 0.5055

Std 0.0053 0.0086 0.0119 0.0132 0.0119 0.0144 0.0113

Worst 0.5091 0.4945 0.4687 0.4581 0.4688 0.4100 0.4865

Best 0.5285 0.5276 0.5116 0.5140 0.5265 0.4656 0.5268

Books Mean 0.5223 0.5173 0.5081 0.4943 0.5121 0.4752 0.4773

Std 0.0070 0.0085 0.0103 0.0112 0.0104 0.0103 0.0099

Worst 0.5023 0.5000 0.4886 0.4705 0.4908 0.4540 0.4633

Best 0.5272 0.5270 0.5248 0.5113 0.5264 0.5003 0.4963

Football Mean 0.5731 0.5384 0.4673 0.4333 0.4780 0.4308 0.4998

Std 0.0180 0.0271 0.0213 0.0255 0.0277 0.0049 0.0138

Worst 0.5160 0.4895 0.4372 0.3981 0.4280 0.4225 0.4722

Best 0.6046 0.5810 0.5141 0.5181 0.5458 0.4440 0.5268
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fitness value between 150 and 250 generations except SMA

method for Karate network. SMA method cannot achieve

the best fitness value for Karate networks in total 500

iterations. According to Fig. 7c, the best fitness value of

Dolphin network is obtained only by the proposed method

in around 400 iterations, and the lowest performance is

shown by SMA method. For Books network, MCOOT

achieves the best result in about 250 generations, and the

second best result is found by COOT method. When

Fig. 7e is analyzed, for Football network, SMA method is

seen to be trapped to the local optimal solution in about

100 generations, and the best fitness value is found by

MCOOT in near 400 generations.

Figure 8 shows best sub-communities structure of the

Zebras network. The Zebras network has 27 vertices and

111 edges. The sub-communities are generated according

to the best Q value; the Q value found by MCOOT method

is 0.2768 for Zebras network. When Fig. 8 is analyzed, it

can be seen that 4 sub-graphs are generated for Zebras

network. The vertices included in the same sub-commu-

nities are represented by the same color. For instance, 13,

17, 22, and 23th vertices are in the same group. It is

understood from Fig. 8, some vertices have the interactions

to each other whether they are not in the same sub-group.

The gray lines show the relationship between vertices of

the different sub-communities.

The best sub-communities structure of the Karate net-

work is given in Fig. 9. The Karate network has 34 nodes

and 78 edges. The best general modularity value found by

MCOOT is 0.4198 for Karate network. When Fig. 9 is

analyzed, it can be seen that 4 sub-communities are gen-

erated for Karate network. It is understood from Fig. 9,

some nodes have the connections to each other whether

they are not in the same sub-communities. For example,5th

node and 20th node have a link with each other, but they

are not in the same group.

The best sub-communities graph of the Dolphin network

is given in Fig. 10. The Dolphin network has 62 nodes and

159 edges. The best general modularity value found by

MCOOT is 0.5285 for Dolphin network. When Fig. 10 is

analyzed, it can be seen that 5 sub-communities are gen-

erated for Dolphin network.

The best sub-communities structure of the Books net-

work is given in Fig. 11. The Books network has 105 nodes

and 441 edges. The best Q value obtained by MCOOT

method is 0.5272 for Books network. When Fig. 11 is

analyzed, it can be seen that 5 sub-communities are gen-

erated for Books network. Two sub-communities of Books

network contain many nodes, and the nodes in these sub-

communities appear to have strong connections within the

group.

The best sub-communities’ topology obtained from

MCOOT is given in Fig. 12 for Football network. The

Football network has 115 nodes and 615 edges. The best Q

value produced by MCOOT is 0.6046 for Football network.

According to Fig. 12, there are 10 different sub-commu-

nities generated by MCOOT for Football network. As can

be seen from Fig. 12, there are many connections between

the nodes both within and outside the sub-communities.

One another comparison is made for the large-scale

social networks such as Rock, Jazz, Physicians, Similarities

and Film dataset. The results of MCOOT, COOT, AOA,

ASO, HHO, SMA and AROA method are given in Table 4,

and the best results of comparisons are given as bold. The

experimental results of COOT, AOA, ASO, HHO, SMA

and AROA methods on the large-sized networks are

directly taken from the study of Koc [33]. According to

Table 4, MCOOT method obtains the best results for all

five large-sized social networks. Considering the results of

Fig. 6 Comparison of MCOOT

method with COOT, AOA,

ASO, HHO, SMA and AROA

methods in terms of Mean

results for the small networks

5606 Neural Computing and Applications (2024) 36:5595–5619

123



Fig. 7 The convergence curves of global best modularity values of compared algorithms for small-sized networks
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algorithms on the Rock, Jazz, Physicians, Similarities, and

Film networks, MCOOT obtains the better Mean and Best

values compared to the others in terms of the solution

quality. However, SMA obtains the worst modularity val-

ues for Rock, Jazz and Physicians networks compared to

the other algorithm. It is seen from Table 4; MCOOT

obtains better Worst modularity values for Similarities and

Film networks. According to Table 4, the second best

results are obtained from COOT for all the large-sized

networks, and the lowest performance is obtained from

AROA. In addition, the mean results of the MCOOT,

COOT, AOA, ASO, HHO, SMA and AROA methods are

given Fig. 13.

The Mean fitness values of MCOOT and the other

algorithms are presented in Fig. 6. When the Mean results

of the modularity values given in Fig. 6 are taken into

account, the Mean results of MCOOT method on the large-

sized social networks are higher than the other algorithms.

The second best Mean results are found by COOT method

on all the networks except Rock networks. For Rock net-

work, the second best Mean modularity value is found by

HHO. The Mean results of AROA are lower than those of

the other methods in terms of the solution quality on large-

sized social networks.

The convergence graph of MCOOT and the other

algorithms for large-sized social networks is given Fig. 14.

As seen from Fig. 14, the convergence of MCOOT is

generally better than the other methods. According to

Fig. 14a, MCOOT obtains the best global best modularity

value in about 450 iterations for Rock network, and the

second best value is obtained from COOT in around 450

generations. When Fig. 14b is analyzed, MCOOT achieves

the global best modularity value in near 500 generations,

and the convergence of the other algorithms is far from that

of MCOOT for Jazz network. In addition, the convergence

curves of the HHO and COOT are similar and these

methods reach to their own best global modularity values

in around 400 generations. According to Fig. 14c, the best

fitness value of Physicians network is found by the pro-

posed method in around 450 iterations, and the lowest

performance is demonstrated by AROA. AROA is seen to

be trapped in local optimal solution in near 300 iterations.

For Similarities network, MCOOT obtains the best modu-

larity value in around 75 generations, and the convergence

curves of COOT, SMA and HHO become very similar after

100 generations. When Fig. 14e is analyzed, for Film

network, AROA, SMA and ASO methods are seen to be

easily trapped to the local optimal solutions in around of

10, 40 and 100 iterations, respectively. However, the

convergence curve of MCOOT is slightly better than those

of the other algorithms and MCOOT finds the best mod-

ularity value around the 400 generations.

6.2.2 Comparison with BADE, SSGA, BB-BC, BA and GSA
methods

The second comparison is made with the studies of the

Atay et al. [1]. They have implemented the six different

metaheuristic algorithms called BADE, SSGA, BB-BC,

BA and GSA methods to CD problem in networks prob-

lem. They have utilized these methods on the five different

small-sized social networks. The experimental results of

MCOOT and BADE, SSGA, BB-BC, BA and GSA

methods on the small-sized social networks are given in

Table 5, and the best results of the comparisons are given

Fig. 8 Best communities obtained from MCOOT method for Zebras

network

Fig. 9 Best communities obtained from MCOOT method for Karate

network
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as bold. The results of BADE, SSGA, BB-BC, BA and

GSA are directly taken from the studies of Atay et al. [1].

When Table 5 is analyzed, it can be seen that MCOOT

obtains the better results in terms of the Mean and Best

modularity values for all five small-sized social networks.

In addition, the other methods also find the best Q values

for Karate and Zebras networks. Moreover, the other

methods except BB-BC obtain the best Mean Q value for

Zebras network. According to Table 5, the second best

results are found by SSGA method and it achieves the best

results for Zebras, Karate, Dolphin and Books networks.

However, for Football network, the second best results are

found by BADE method.

6.2.3 Comparison with some studies in the literature

In the last comparison, MCOOT is compared with CNM,

CS, DECD, FN, GACD, GATHB, GN, MA-Net,

MENSGA, MOGA-Net and PSO algorithms. The experi-

mental results of these algorithms in the literature are

directly taken from the study of Koc [33]. When Table 6 is

examined, it can be seen that these methods utilize four

different small-sized social networks in their experiments.

According to Table 6, since there is no result of CS and

PSO methods for the Books network and DECD method

for the Dolphin network in the literature, they are not

compared.

When Table 6 is examined, it can be seen that MCOOT

obtains the better results in terms of the best modularity

values for all of the networks. When the results of Karate

network are taken into account, MCOOT, GACD, MA-Net,

MENSGA and PSO algorithms achieve the best Q value,

and the lowest performance is obtained by CS method. For

Dolphin network, MCOOT and GACD find the best

modularity value and the lowest performance is obtained

by MOGA-Net. According to Table 6, MCOOT, GACD

and MA-Net obtain the best modularity value for Books

network, and the lowest results are obtained from FN and

CNM methods. For Football network, MCOOT, DECD,

MA-Net and PSO obtain the best Q value, and the lowest

result is found by MOGA-Net.

6.3 A time analysis of the compared algorithms

In this study, MCOOT method is first compared with some

state-of-the-art optimization algorithms in terms of the

Mean, Best, Worst and Std. values. In addition, a time

analyses of MCOOT and the other methods are made in

order to show the power and the effectiveness of the pro-

posed method. First, the time results of the proposed study

are presented in comparison with Koç’s study [33]. Table 7

shows the time analysis of MCOOT, COOT, AOA, ASO,

HHO, SMA and AROA methods on the small-sized social

networks as second. Q value is calculated in all the

Fig. 10 Best communities

obtained from MCOOT method

for Dolphin network
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methods including MCOOT according to only the Com-

munity ID information. Therefore, the algorithms are ter-

minated quickly when they reach the known optimum Q

value and time performance of the algorithms is increased.

According to Tables 7, MCOOT obtains the best time cost

in terms of Mean results on Zebras and Karate networks.

On Dolphin network, SMA algorithm achieves the best

time cost in terms of Mean and Best results. For Books and

Football networks, ASO algorithm obtains the best time

cost in terms of Mean results. However, it should be noted

the fact that an algorithm is fast does not mean that this

algorithm obtains the best solution. Therefore, considering

the results in Tables 3 and 7, it should be emphasized that

MCOOT obtains better results than the others in terms of

solution quality.

Figure 15 presents the comparative results of MCOOT

with COOT, AOA, ASO, HHO, SMA and AROA in terms

of Mean time costs for small-sized networks. It is seen

from Fig. 15, HHO algorithm is the slowest method

according to the total time costs as second. Moreover, ASO

method is the fastest method in terms of the total time

costs. However, the time performance of ASO, COOT and

MCOOT methods are near to each other.

Table 8 presents the time analysis of MCOOT, COOT,

AOA, ASO, HHO, SMA and AROA methods on the large-

sized social networks. When Table 8 is examined, it is seen

that, AROA method is obtained the best time costs for all

large-sized networks except Film dataset. For Film social

network, the performance of the ASO method is better than

the other methods for all metrics such as Best, Worst, Mean

and Std. in terms of time cost. According to Table 8, the

results of the SMA method and HHO method are worse

than the other compared algorithms in terms of Mean, Best

and Worst time cost metrics. The time cost performance of

COOT, MCOOT, AOA and ASO is generally near to each

other. AOA method obtains the second best results for

Rock, Jazz and Physicians networks in terms of the Best

and Mean time costs. Besides, for Similarities networks,

the second best results are obtained from ASO method in

terms of the Best and Mean time costs. For Film network,

the second Best, Worst and Mean time costs are obtained

from MCOOT method.

Figure 16 shows the comparative results of MCOOT

method with COOT, AOA, ASO, HHO, SMA and AROA

methods in terms of Mean time costs for large-sized net-

works. According to Fig. 16, HHO and SMA algorithms

Fig. 11 Best communities

obtained from MCOOT method

for Books network
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are worse than the other compared algorithms in terms of

the time performance. When Fig. 16 is analyzed, ASO

method is the fastest in terms of the total time costs. The

second best total time performance is obtained from

AROA, and the third fast algorithms is MCOOT for large-

sized social networks. However, when the best modularity

values of Table 4 are taken into account, the worst results

are obtained from AROA method. Although the time

analysis is an important criterion for evaluating the per-

formance of the algorithms, it alone is not sufficient for

algorithm comparison. Therefore, it would be better to

evaluate the performance of an algorithm with metrics such

as the success of obtaining the optimal solution and con-

vergence speed rather than time analysis.

The last time analysis is made with the studies of Atay

et al. [1]. When the study of the Atay et al. [1] is analyzed,

it is seen that the sub-communities detected by the opti-

mization method for the candidate solutions obtained have

been compared one to one and checked whether they

belong to the same sub-communities. If an algorithm is

executed according to this procedure, the time costs

probably are likely to be high values. Therefore, in this

study, the modularity value is calculated according to only

the Community ID information as in the study of Koc.

Therefore, MCOOT terminates all the iterations quickly

and time performance of the algorithm is increased.

Table 9 shows the time analysis of MCOOT, BADE,

SSGA, BB-BC, BA and GSA methods on the small-sized

social networks as second. According to Table 9, MCOOT

is the best approach in terms of time performance for all of

the networks. SSGA is the slowest in terms of the time

costs. When Table 9 is analyzed, it is seen that average

running time of MCOOT method is 14.54, and this value is

extremely a good value when compared with the other

methods, because BADE, SSGA, BB-BC, BA and GSA

methods are terminated with 204.11, 245.28, 205.97,

155.83 and 164.05 average running time, respectively.

Figure 17 presents the comparative results of MCOOT

method with BADE, SSGA, BB-BC, BA and GSA meth-

ods in terms of time costs for small-sized networks.

According to Fig. 17, the time performance of MCOOT

algorithm is the best one. The worst time performance is

obtained from SSGA.

Fig. 12 Best communities

obtained from MCOOT method

for Football network

Neural Computing and Applications (2024) 36:5595–5619 5611

123



7 Conclusions and future works

This study focuses on proposing an improved discrete

version of COOT method to solve community detection

(CD) problem in social networks. CD has an important role

to obtain significant outputs from networks such as politi-

cal election networks, biological networks, social networks

and technological networks. If the CD is not being used in

order to obtain some results from networks, then the entire

network should be taken into consideration. In this

situation, all vertices and edges of the network should be

considered to evaluate the network. Therefore, as the

number of the vertices and edges of a network increases,

the structure complexity and the time complexity of the

network also will be increased. So that, CD in networks is

classified as NP-hard problem, and classical methods can-

not show an acceptable performance for problems such as

CD. They need strong solution approaches in order to solve

the CD in networks in a reasonable time. As a result, in this

study, a modified discrete version of Coot bird natural life

Table 4 Comparison of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of the

solution quality for large-scale

networks

Network Criteria Algorithm

MCOOT COOT AOA ASO HHO SMA AROA

Rock Mean 0.3280 0.3235 0.2958 0.2702 0.3256 0.3200 0.2608

Std 0.0159 0.0203 0.0198 0.0213 0.0141 0.0042 0.0160

Worst 0.2915 0.2699 0.2489 0.2294 0.2689 0.3158 0.2271

Best 0.3529 0.3468 0.3246 0.3238 0.3440 0.3274 0.3028

Jazz Mean 0.3909 0.3715 0.3522 0.3130 0.3584 0.3683 0.2887

Std 0.0405 0.0257 0.0176 0.0246 0.0206 0.0043 0.0156

Worst 0.2796 0.3140 0.3263 0.2759 0.3239 0.3606 0.2597

Best 0.4429 0.4077 0.3962 0.3811 0.4054 0.3766 0.3459

Physicians Mean 0.6683 0.6669 0.6436 0.6090 0.6624 0.6632 0.5886

Std 0.0059 0.0048 0.0117 0.0167 0.0044 0.0006 0.0108

Worst 0.6629 0.6629 0.6191 0.5846 0.6501 0.6629 0.5748

Best 0.6901 0.6843 0.6629 0.6406 0.6737 0.6645 0.6288

Similarities Mean 0.9109 0.9101 0.8989 0.8817 0.9056 0.9061 0.8752

Std 0.0001 0.0009 0.0031 0.0045 0.0032 0.0016 0.0042

Worst 0.9108 0.9075 0.8938 0.8745 0.8991 0.9024 0.8685

Best 0.9112 0.9108 0.9048 0.8915 0.9108 0.9089 0.8847

Film Mean 0.7189 0.7076 0.6905 0.6686 0.6935 0.6889 0.6352

Std 0.0082 0.0051 0.0053 0.0082 0.0086 0.0037 0.0062

Worst 0.7040 0.6973 0.6803 0.6535 0.6716 0.6815 0.6261

Best 0.7324 0.7187 0.6988 0.6870 0.7068 0.6917 0.6495

Fig. 13 Comparison of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of

Mean results for large-scale

networks
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Fig. 14 The convergence curves of global best modularity values of compared algorithms for large-scale networks
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model (COOT) optimization algorithm is proposed for

solving CD in networks problem. Like other metaheuristic

algorithms, because of the insufficient balance between

exploitation and exploration, tends to low diversity and

slow convergence speed, the basic COOT method can be

trapped to local optimal solution. In order to strengthen the

local and global search tendencies of the basic COOT, a

new mechanism is proposed based on three different pro-

cedures. The first one is the random selection of some

dimensions of any individual coot for the update process.

The second one is the development of a new location

update rule, and the last procedure is the integration of a

genetic mutation operator into the basic COOT method. In

addition, since COOT is a continuous optimization algo-

rithm, the continuous values should be converted to dis-

crete values since CD problem is a discrete problem.

Therefore, in this study, first, the proposed COOT method

(named as MCOOT) is run in continuous search space;

then, before calculating the fitness values (modularity

value—Q), the continuous represented coot position values

are converted to discrete values.

Ten different data instances of the small- and large-sized

networks are used in the experiments. The small-sized

networks consist of five networks, and they are Grevy’s

Zebras, American College Football, Zachary’s Karate

Club, Bottlenose Dolphins and Books about US Politics

networks, respectively. The large-sized networks consist of

five networks and they are Jazz musicians, Similarities,

Little Rock Lake, FilmTrust and Physicians networks,

respectively. In order to show and validate the effective-

ness of MCOOT method, it is compared with BADE,

SSGA, BB-BC, BA, GSA, COOT, AOA, ASO, HHO,

SMA and AROA, CNM, CS, DECD, FN, GACD, GATHB,

GN, MA-Net, MENSGA, MOGA-Net and PSO algorithms.

Table 5 Comparison of the

results of MCOOT method with

BADE, SSGA, BB-BC, BA and

GSA methods in terms of the

solution quality for small-sized

networks

Network Criteria Algorithm

MCOOT BADE SSGA BB-BC BA GSA

Zebras Mean 0.2768 0.2768 0.2768 0.2766 0.2768 0.2768

Std 0.0000 0.0000 0.0000 0.0003 0.0000 0.0000

Worst 0.2766 0.2768 0.2768 0.2761 0.2768 0.2768

Best 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768

Karate Mean 0.4198 0.4188 0.4198 0.4196 0.4133 0.4170

Std 0.0000 0.0018 0.0000 0.0004 0.0105 0.0037

Worst 0.4198 0.4156 0.4198 0.4188 0.3946 0.4107

Best 0.4198 0.4198 0.4198 0.4198 0.4198 0.4198

Dolphin Mean 0.5232 0.5129 0.5200 0.5141 0.4919 0.4677

Std 0.0053 0.0120 0.0040 0.0068 0.0289 0.0155

Worst 0.5091 0.4940 0.5156 0.5049 0.4427 0.4517

Best 0.5285 0.5268 0.5257 0.5220 0.5157 0.4891

Books Mean 0.5223 0.5178 0.5203 0.4914 0.5020 0.4661

Std 0.0070 0.0042 0.0024 0.0084 0.0149 0.0079

Worst 0.5023 0.5137 0.5167 0.4799 0.4815 0.4558

Best 0.5272 0.5239 0.5221 0.4992 0.5211 0.4775

Football Mean 0.5731 0.5513 0.5277 0.5061 0.5272 0.4032

Std 0.0180 0.0085 0.0057 0.0069 0.0325 0.0109

Worst 0.5160 0.5430 0.5189 0.4986 0.4742 0.3905

Best 0.6046 0.5646 0.5330 0.5171 0.5523 0.4175

Table 6 Comparison of MCOOT with some algorithms in the liter-

ature according to the best fitness values

Methods Networks

Karate Dolphin Books Football

MCOOT 0.420 0.529 0.527 0.605

CNM 0.381 0.515 0.502 0.565

CS 0.380 0.508 – 0.556

DECD 0.416 – – 0.605

FN 0.381 0.510 0.502 0.550

GACD 0.420 0.529 0.527 0.604

GATHB 0.402 0.522 0.518 0.551

GN 0.401 0.519 0.510 0.599

MA-Net 0.420 0.529 0.527 0.605

MENSGA 0.420 0.527 0.526 0.604

MOGA-Net 0.416 0.505 0.518 0.515

PSO 0.420 0.525 – 0.605

Bold values indicate the best result of compared algorithms
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According to the experimental results, MCOOT method

shows a superior performance on the small-sized and large-

sized social networks in terms of the Mean and Best

modularity values. Considering all the comparisons, the

superiority of MCOOT can be attributed to the balanced

use of exploration and exploitation capability throughout

the iterations. In addition, a time analysis of MCOOT and

the other compared methods are given in experiments. It

should be noted that the success of an algorithm in terms of

time alone cannot be a measure. However, with using time

analysis and experimental results together, some valuable

conclusions can be drawn about the algorithms. For

example, when Table 8 is examined, it is seen that AROA

obtains the best time costs for all large-sized networks

except Film network. However, when Table 4 is analyzed,

it is seen that the Mean results of AROA on large-sized

Table 7 Comparison of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of time

cost for small-sized networks

Network Criteria Algorithm

MCOOT COOT AOA ASO HHO SMA AROA

Zebras Mean 0.58 1.84 2.35 1.73 3.37 5.12 1.47

Std 0.96 0.16 0.22 0.12 0.07 0.14 0.07

Best 0.02 1.61 1.72 1.57 3.23 4.87 1.34

Worst 3.86 2.20 2.68 2.00 3.51 5.46 1.61

Karate Mean 0.48 1.01 2.35 4.29 5.28 6.80 5.67

Std 0.38 0.66 2.44 2.15 3.50 1.75 2.87

Best 0.10 0.16 0.04 0.03 0.22 4.21 0.51

Worst 1.91 2.63 8.76 9.45 13.30 12.00 13.07

Dolphin Mean 14.77 9.96 9.72 10.60 23.21 8.61 13.14

Std 2.37 1.47 1.19 2.05 1.78 1.26 0.59

Best 12.62 7.70 7.56 8.13 20.35 6.87 12.16

Worst 24.06 14.12 12.59 16.44 28.54 11.46 15.46

Books Mean 42.33 35.88 32.83 29.33 89.65 52.51 41.11

Std 3.64 1.24 2.56 5.25 3.19 3.89 1.95

Best 27.56 32.67 26.56 20.51 83.57 43.12 36.33

Worst 49.68 39.12 38.44 41.25 94.92 59.79 44.84

Football Mean 40.71 37.17 31.28 29.12 81.50 40.42 46.63

Std 3.62 2.06 2.64 3.53 7.50 5.16 1.62

Best 27.22 32.56 26.94 20.72 67.95 34.42 43.46

Worst 49.42 41.36 36.36 34.99 97.08 62.09 50.15

Bold values indicate the best result of compared algorithms

Fig. 15 Comparative results of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of

mean time results for small-

sized networks
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social networks are lower than those of the other methods

in the comparison in terms of the solution quality. Hence, it

can be said that the performance of the AROA method on

the large-sized networks is less than those of the other

compared algorithms. As a result, according to the exper-

imental results and time analysis, the proposed MCOOT

method exhibits a much better performance on the small-

sized and large-sized social networks in terms of the

solution quality and robustness.

For future works, the proposed MCOOT method can be

applied to biological or ecological networks outside of

social networks, and the time costs of MCOOT can be

reduced with using new update procedures. In addition, the

proposed method can be implemented on the other discrete

Table 8 Comparison of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of time

cost for large-scale networks

Network Criteria Algorithm

MCOOT COOT AOA ASO HHO SMA AROA

Rock Mean 224.03 195.29 188.33 208.04 466.58 300.45 170.90

Std 30.01 7.65 19.80 27.50 18.68 6.47 13.07

Best 182.57 181.29 149.80 158.70 438.57 287.57 136.58

Worst 341.27 216.74 242.77 258.79 516.86 312.92 202.36

Jazz Mean 232.29 223.00 204.31 226.76 509.27 308.65 93.94

Std 31.70 18.45 13.01 29.96 43.95 5.96 15.81

Best 157.44 193.92 177.71 172.44 422.75 301.30 72.64

Worst 286.56 261.56 236.57 306.68 556.91 326.97 125.41

Physicians Mean 259.93 234.66 162.15 184.58 599.26 225.53 95.46

Std 44.88 11.17 15.02 21.56 53.57 3.89 2.68

Best 172.47 213.11 129.56 149.29 489.21 220.50 91.04

Worst 333.98 255.91 199.56 218.52 678.95 236.73 100.81

Similarities Mean 212.30 190.03 154.84 150.50 458.71 199.14 135.49

Std 19.17 4.41 6.61 6.58 13.71 3.93 2.30

Best 183.00 179.96 144.85 138.72 427.42 194.84 131.54

Worst 289.96 196.48 174.57 168.13 483.00 212.60 141.86

Film Mean 1165.67 1925.53 1930.66 624.17 5136.52 5148.00 1165.94

Std 518.56 334.90 766.41 69.83 1486.00 1382.75 84.45

Best 798.77 1396.41 812.55 484.34 3535.27 4040.64 1029.70

Worst 3011.26 2723.94 3140.22 794.58 8172.19 7359.12 1321.51

Bold values indicate the best result of compared algorithms

Fig. 16 Comparative results of

MCOOT method with COOT,

AOA, ASO, HHO, SMA and

AROA methods in terms of

mean time results for large-scale

networks
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problems such as graph coloring, traveling salesman

problem (TSP) and knapsack problems.
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