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Abstract
Globally, coronavirus disease (COVID-19) has badly affected the medical system and economy. Sometimes, the deadly 
COVID-19 has the same symptoms as other chest diseases such as pneumonia and lungs cancer and can mislead the doctors 
in diagnosing coronavirus. Frontline doctors and researchers are working assiduously in finding the rapid and automatic 
process for the detection of COVID-19 at the initial stage, to save human lives. However, the clinical diagnosis of COVID-
19 is highly subjective and variable. The objective of this study is to implement a multi-classification algorithm based on 
deep learning (DL) model for identifying the COVID-19, pneumonia, and lung cancer diseases from chest radiographs. In 
the present study, we have proposed a model with the combination of Vgg-19 and convolutional neural networks (CNN) 
named BDCNet and applied it on different publically available benchmark databases to diagnose the COVID-19 and other 
chest tract diseases. To the best of our knowledge, this is the first study to diagnose the three chest diseases in a single deep 
learning model. We also computed and compared the classification accuracy of our proposed model with four well-known 
pre-trained models such as ResNet-50, Vgg-16, Vgg-19, and inception v3. Our proposed model achieved an AUC of 0.9833 
(with an accuracy of 99.10%, a recall of 98.31%, a precision of 99.9%, and an f1-score of 99.09%) in classifying the differ-
ent chest diseases. Moreover, CNN-based pre-trained models VGG-16, VGG-19, ResNet-50, and Inception-v3 achieved an 
accuracy of classifying multi-diseases are 97.35%, 97.14%, 97.15%, and 95.10%, respectively. The results revealed that our 
proposed model produced a remarkable performance as compared to its competitor approaches, thus providing significant 
assistance to diagnostic radiographers and health experts.
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1 Introduction

In December 2019, several patients with pneumonia with 
unknown causes were reported in Wuhan, China [1]. Most 
of the reported patients worked at or lived in the region of 
the local seafood wholesale market of Huanan [2], where 
live animals were also available for sale. The initial stages 
of this pneumonia of unidentified aetiology had severe 
acute respiratory syndrome (SARS), while some patients 
had rapidly increasing acute respiratory distress disorder, 
and other serious complications were also observed [3]. 
On the day of 7th January, a novel coronavirus (nCoV) 
was diagnosed from the throat swab sample of a patient by 
the “Chinese Center for Disease Control and Prevention” 
(CDC) in Wuhan and was subsequently named 2019nCoV 
by “World Health Organization” (WHO) [4]. Corona-
viruses (CoVs) can cause multiple infections primarily 
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respiratory problems in humans, such as the Middle East 
respiratory syndrome (MERS) and SARS [5], 6. CoVs have 
been diagnosed in various mammals, including bats, dogs, 
mice, and camels, as well as in different avian hosts [7], 8. 
Among the several CoVs, most of the patients were associ-
ated with minor clinical symptoms and a good prognosis 
[9]. In November 2002, Guangdong, southern China, was 
affected by a novel beta coronavirus and resulted in more 
than 8000 human infections [10]. Furthermore, approxi-
mately 800 deaths in 37 countries were reported between 
2002 and 2003 [11]. In 2012, MERS-CoV was diagnosed 
in Saudi Arabia, and was responsible for more than 2400 
laboratory-confirmed cases of CoV [12]. Moreover, 858 
fatalities were reported since September 2012 [13]. A total 
of 156,784,309 coronavirus -infected cases, 3,272,172 death 
cases, and 134,181,315 recovered cases have been reported 
since May 7, 2021, around the globe [14]. Initially, a real-
time reverse transcription-polymerase chain reaction (RT-
PCR) test was used for the detection of COVID-19 [15]. 
The execution process of this test is to obtain the DNA of 
the infected person by applying the reverse transcription 
method and then assigned to PCR for strengthening DNA 
for analysis. Hence, it can diagnose coronavirus, because 
this virus only carries RNA sequences [16]. Nevertheless, 
the PCR test contains a few limitations such as it takes from 
few hours to more than 2 days in diagnosing the COVID-
19 virus. The results obtained from these PCR kits are not 
very reliable, because it also produces false-negative outputs 
[17]. Therefore, our health experts are facing severe issues 
in diagnosing COVID-19 at an early stage. The researchers 
are trying to design an efficient and effective solution in 
classifying COVID-19-infected patients. They choose the 
X-ray imaging analysis for the identification of coronavi-
rus [18]. Chest X-ray imaging can play a significant role 
in diagnosing the coronavirus infection by observing some 
distinct features such as lungs opacity or vague patterns. 
The manual process of classifying COVID-19 infected chest 
X-rays may be time-consuming and inappropriate. There-
fore, a more advanced and automated system is required 
for diagnosing coronavirus, which reduces the stress and 
pressure of diagnostician`s amenities. The detection of 
COVID-19-infected images makes it easy for the health 
experts to start the treatment process at the initial stage to 
minimize the spread of the disease. Significant research has 
been done in the diagnosis of COVID-19 which saves time 
and reduces the effort of health experts. Automatic detection 
of coronavirus at an early stage has been a demanding and 
effective area of recent research studies. Some other appro-
priate works for the diagnosis of COVID-19 using different 
artificial intelligence have also been studied. Oh et al. [29] 
designed CNN models by adopting a patch-based system 
applied on scarce amounts of data sets. The final result was 
taken by the system from voting the majority of patching 

classifiers results. This experiment was performed on a total 
of 15,043 images including 8851 normal, 6012 Pneumonia, 
and 180 COVID-19 positive cases. The remarkable results 
were achieved by CNN with an accuracy of 88.9%, precision 
of 83.4%, recall of 85.9%, f1-score of 84.4%, and specificity 
of 96.4%. Zhang et al. [30] proposed an 18-layers of residual 
CNN on X-ray images and their work was based on three 
major contributions. First, they considered the CNN module 
to get features then work on the classification, and in the 
last step, they applied the anomaly module for the detection 
score. This experiment was done on a total of 1531 radio-
graphs in which 100 images were COVID positive and 1431 
were pneumonia-infected images. They attained a sensitiv-
ity of 96% and specificity of 70.65% for COVID-19 detec-
tion. Apostolopoulos et al. [31] proposed the CNN model 
and applied it to a relatively small amount of datasets. This 
experiment was performed on two different databases. The 
first database contained a total of 1427 images including 
224 COVID-19 positives, 700 bacterial infection images, 
and the rest of them belonged to normal patients. The sec-
ond dataset also contained the same amount of COVID-19 
images, pneumonia-infected, and normal cases. Mobile-
NetV2 was applied on the second dataset which generated 
better accuracy of 96.78%, specificity of 96.46%, and sen-
sitivity of 98.66% among all CNN models. Tsiknakis et al. 
[32] introduced a new automatic COVID-19 detection model 
based on a deep learning model named Inception-V3. This 
experiment was applied on 572 cases that have 150 bacte-
rial and viral infections, 122 images contained COVID posi-
tive, and 150 normal cases. They achieved a classification 
accuracy of 76%. Sethy et al. [33] applied nine different 
transfer learning approaches on the dataset having 381 chest 
X-ray images to extract the features from them. They used 
SVM to diagnose the COVID-19 by these extracted features. 
The resnet-50 proves the best one for getting features from 
datasets. A resnet-50 and SVM model shows the accuracy 
and f1-score of 95.33% and 95.34%, respectively. Saha et al. 
[34] designed new methods of corona detection based on 
X-ray images. They named their proposed system EMCNet 
which was based on simple CNN structure used to extract 
the features from the images. After extracting the features, 
they applied an ensemble of machine learning [35] classi-
fiers to classify the COVID-19 infected cases. The EMCNet 
achieved a significant accuracy of 98.91. Mahmud et al. [36] 
introduced new automatic COVID detection models using a 
deep learning model named CovXNet which automatically 
extracted features from X-ray images. Their deep learning 
model used depth-wise convolution phenomena for auto-
matic detection. They performed their experiment on pneu-
monia and normal X-ray images. After this, they applied 
their proposed model on the classification of COVID-19 and 
pneumonia images of X-rays. The model consists of gradi-
ent-based discriminative localization and a slack algorithm 
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for automatic detection. The CovXNet model showed good 
accuracy of 97.4% among normal and COVID-19 cases, 
while generated 90.2% accuracy among all other cases like 
viral and bacterial infections and COVID-19 cases. Horry 
et al. [37] applied four renowned transfer learning classi-
fiers for COVID-19 detection on the total 60,798 images of 
datasets including 322 pneumonia patients, 115 COVID-19 
positive cases, and 60,361 normal cases. In all of these four 
models, VGG16 and VGG19 showed the best results for 
classification dilemmas. The Vgg-19 achieved the 81% of 
accuracy in diagnosing the COVID-19-positive cases.

In the disease diagnosis process, deep learning (DL) clas-
sifiers have opened a new door [41]. With the collaboration 
of convolutional neural networks (CNNs), the healthcare 
system has achieved significant and effective diagnostics 
advancement in disease detection such as chest disease 
detection [42], identification of cancer cells [43], brain and 
breast tumor classification [44], and analysis of genomic 
sequences [45]. In this study, we have proposed a novel 
multi-classification model named Best Diagnostic Classifier 
Network (BDCNet) based on CNN and VGG-19 for diagnos-
ing COVID-19, pneumonia, and lung cancer patients from 
chest X-ray images. The objective of this paper is to accu-
rately and efficiently classify the COVID-19 and other chest 
diseases, i.e., pneumonia and lungs cancer-infected patients 
using chest radiography and to assist our frontline health 
workers in finding the abnormal patterns that occurred due 
to these diseases. To the best of our knowledge, there is no 
other study that introduces the single CNN model for the 
classification of a collection of chest tract diseases. It also 
reduces the burden of the health experts to apply different 
kinds of applications for the diagnosis of each chest disease 
separately. Furthermore, BDCNet is also compared with four 
well-renowned medical classifiers such as VGG-16 & vgg-
19 [46], ResNet-50 [47], and inception v3 [49].

In summary, the main contribution of this study is stated 
as follows:

1. The authors have proposed BDCNet (combination of 
VGG-19 & CNN) which can extract dominant features 
from chest radiography to classify the COVID-19, pneu-
monia, and lung cancer patients. In addition, depth com-
parison has been done with state-of-the-art classifiers as 
well as four baseline classifiers such as Vgg-16, Vgg-19, 
ResNet-50, and Inception v3 in terms of accuracy, speci-
ficity, sensitivity, f1-score, and AUC.

2. 2. The BDCNet has been trained and tested on chest 
radiology images of COVID-19, pneumonia, and lungs 
cancer X-ray images. The images of COVID-19 gathered 
from eight different publically available databases such 
as SIRM database [19], radiopaedia.org [20], GitHub 
source [21], TCIA [22], Kaggle repository [23], NIH 
chest X-ray images [24], and Mendeley [25], 26. The 

dataset of pneumonia images was collected from the 
Radiological Society of North America (RSNA) [27]. 
This dataset contains a total of 5216 X-rays including 
1349 normal and 3867 pneumonia images. The lungs 
cancer dataset of chest X-rays and CT scan images was 
collected from [28], with about 20,000 chest X-rays and 
CT scans. Furthermore, the CT scan images of lung 
cancer are not considered in this study. The collected 
radiographs are applied to the proposed model with the 
ratio of 70:20:10 for training, validation, and testing, 
respectively.

3. The BDCNet showed outstanding performance in terms 
of accuracy (99.10%), sensitivity (98.31%), precision 
(99.9%), and F1-score (99.09%).

4. Additionally, we also designed a novel framework that 
can diagnose COVID-19 infected patients using chest 
radiography.

The structure of this research study is summarized as 
follows: Sect. 2 consists of data preprocessing, datasets 
description, proposed BDCNet method, and their struc-
ture. Section 3 provides the experimental results and dis-
cussions. In Sect. 4, this research has been concluded.

2  Materials and methods

This section consists of an experimental procedure that 
was conducted to measure the classification accuracy of 
the proposed model and four baselines pre-trained mod-
els such as VGG-16, VGG-19, ResNet-50, and Inception-
v3. For this work, we have designed an automated system 
named BDCNet for the diagnosis of multi-chest diseases, 
which was trained and tested on ten different datasets 
including COVID-19, pneumonia, and lung cancer data-
bases. The collected radiograph images have been fixed to 
the size of 300 × 300 resolution. The data normalization 
process was also applied on all of the datasets to prevent 
the model from overfitting. The dataset was divided into 
three portions such as training, validation, and testing. 
The proposed model was trained using the training and 
validation sets of normal and multi-chest disease radio-
graphs. The experimental process was executed for up to 
30 epochs. After completing epochs, the proposed model 
achieved the expected and significant training and valida-
tion accuracy. The performance of the proposed system 
(BDCNet) was evaluated and compared with four pre-
trained classifiers in terms of confusion matrix, i.e., accu-
racy, sensitivity, precision, and f1-score. The model block 
diagram is illustrated in Fig. 1.
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2.1  Dataset descriptions

For training and testing of the proposed BDCNet, 
eight COVID-19 datasets were obtained from differ-
ent resources. Initially, we collected 660 coronaviruses 
infected chest radiographs from a GitHub repository cre-
ated by Cohen et al. [38]. This repository contains images 
collected from different hospitals and open sources. The 
complete metadata information is not discussed, but the 
average age of the COVID-19-infected patients was around 
55 years. A total of 2371 COVID-19 positive chest radio-
graphs were collected from SIRM database [19], TCIA 
[39], radiopaedia.org [20], Mendeley [25], 26 including 
GitHub source [21]. The negative or healthy person chest 
radiographs were gathered from two repositories such as 
NIH [24] and Kaggle [40] chest radiology images. The 
dataset of pneumonia images was collected from the 
RSNA [27]. This dataset contains a total of 5216 X-rays 
including 1349 normal and 3867 pneumonia images. The 
lungs cancer dataset of chest X-rays and CT scan images 
was collected from [28], with about 20,000 chest X-rays 
and CT scans. A total of 5000 images of lungs cancer was 
obtained from the dataset and the rest of the CT scans 
are not considered in this study. The sample images of 
COVID-19, pneumonia, lung cancer, and healthy persons 
are illustrated in Fig. 2.

Therefore, the proposed BDCNet was trained and tested 
on these databases with the split of 70%:10%:20% for train-
ing, testing, and validation, respectively. The statistics for 
the partitioning of the dataset is discussed in Table 1.

2.2  Data preprocessing and normalization

The collected radiology images from publically available 
databases were of different sizes of resolution. Therefore, 
we resized the images to the fixed size of resolution which is 
300 × 300 pixels. The process of data normalization was also 

Fig.1  Datasets image classification approach

Fig. 2  Chest radiograph images
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applied for the appropriate training of the proposed method. 
Hence, our datasets were prepared to be fed into the BDCNet 
for the training process.

2.3  Transfer learning classifiers

This section consists of existing state-of-the-art trans-
fer learning classifiers such as Vgg-16, Vgg-19, AlexNet, 
ResNet-50, and inception v3, which were applied to achieve 
the clinical purpose of classification of healthy and COVID-
19-infected radiographs. All of these classifiers were trained 
on the ImageNet (ILSVR) database, which contains thou-
sands of variant kinds of objects used to train and measure 
the classification performance of the models [48]. Vgg-16 
[50] is an open-source framework and is mainly used in a 
different variety of research contexts [51]. The architecture 
of the pre-trained Vgg-16 model is based on six steps. The 
first two steps consist of two convolutional layers with one 
max-pooling layer having a stride of 2. In further three steps, 
three convolutional layers are present with one max-pooling 

layer of stride 2. The final step contains the three fully con-
nected layers (FCLs). In addition, FCL was replaced which 
allows the model to classify the COVID-19 radiographs 
using sigmoid functions. Another pre-trained architecture, 
Vgg-19 [52] is deeper than Vgg-16, and it is more expensive 
to train the model. ResNet-50 [53] is the 50 layers residual 
network, and its architecture has four steps. It contains three 
deep residual networks, in which 1, 64, 64, and 256 kernels 
were applied. A CNN-based inception model is commonly 
used for disease classification. Inception is a variation of 
Inception v3 [54] which was trained on more than millions 
of images collected from the ImageNet database. The rea-
son behind selecting these four pre-trained classifiers was 
that they had been widely selected by the researchers [55], 
evaluated, and recognized as the state-of-the-art classifiers 
in medical domain image classification.

2.4  Proposed CNN architecture

The proposed BDCNet has been designed on pre-trained 
model VGG19 followed by CNN's network to classify the 
multi-chest disease using chest radiographs. In general, CNN 
is based on three variant kinds of layers such as convolu-
tional (Conv) layer, pooling layer (PL), and fully connected 
layer (FCL). The feature extraction (FE) contains VGG19, 
followed by two CNN blocks that work as FE portions. The 
BDCNet model details are represented in Fig. 3.

The input of chest radiographs having a size of 300 × 300 
resolutions of radiographs is fed to the proposed model for 
training purposes. There are RGB channels in the input 

Table 1  Splitting of the dataset for training, testing, and validation

Dataset 
splitting

COVID-19 Pneumonia Lung 
cancer

Normal Total

Training 1670 2707 3500 2065 9942
Validation 467 387 500 295 1649
Testing 234 773 1000 589 2596
Total 2371 3867 5000 2949 14,187

Fig. 3  Proposed BDCNet
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image. The first layer of our model is the conv layer. This 
layer starts the process using filters, which are also known 
as the kernel. The size of the kernel is based on two values, 
as shown in Eq. 1

where fw represents the filter width, and  fh denotes the filter 
height. In our work, we fixed the size of the filter to the value 
of 3, and Eq. (1) becomes FS = 3 × 3. These filters help us in 
obtaining the low-level features of the images such as edges 
and curves [51], and also called feature identifiers. The three 
more conv layers have been added to the model to extract the 
profound features from the radiographs, and thus, provide 
comprehensive patterns of the images to the model. The fil-
ters also start the conv operations with the sub-area of the 
radiographs. The reason for applying conv operation was to 
be multiplied and added the filters and the pixel values of the 
radiographs. The sub-area of the radiographs is also called 
the receptive field. Then, more conv layers were inserted in 
the model step by step to increasing the ability of the model 
for extracting the feature elements. The values of the filter 
are termed weights, and these weights must be learned by 
the model at the time of training. The filter executes the conv 
process from the starting of the radiographs and uninterrupt-
edly moved across the complete radiograph. The method of 
performing filter conv ends when the whole image was pro-
cessed. Feature maps during the radiographs yield an array 
of values. Equation (2) was used to calculate the values of 
the feature map

where G, I, and FS represent the feature map, input image, 
and kernel, respectively. i and j were used to obtain the size 
of the filters. In addition, the indexes of the resultant array 
were denoted with m and n. The value of moving the filter 
was confined by one more parameter known as a stride. In 
our study, we set the value of stride to 1 for all conv layers. 
By selecting the higher values of stride reduces the spa-
tial dimension and produces some issues; for instance, the 
receptive field can go outside of the input size. Hence, to 
overcome these problems, a zero-padding technique was 
applied which pads the zero around the border of the input 
radiographs to maintain the output size dimension as same 
as the input. The value of the stride was obtained using the 
zero-padding technique as expressed in Eq. (3)

where P represents the zero paddings and h contains the 
filter height or width, because both of the filter height and 
width are the same in our study. Conv layers have used 

(1)Filter Size (FS) = fw × fh,

(2)

G [m, n] = (I ∗ FS) [m, n] = Σ
i
Σ
j
FS (i, j) I [m + i, n + j],

(3)P =
h − 1

2
,

different numbers of filters for extracting the multiple and 
dominant features. The first conv layer of our model contains 
16 filters. The number of filters of other conv layers was 
changed from 16 to 512. The output volume which is also 
known as the activation map was calculated using Eqs. (4), 
(5), and (6), respectively

where Iw and Ih represent the height and width of the input 
image, and fw and fh are the filter size in terms of width and 
height. P shows the zero-padding and D is for stride, while 
Fn contains the number of filters applied to the conv layers. 
The first conv layer of our proposed model (see Table 2) 
consisted of Iw = 300, Ih = 300, fw = 3, fh = 3, D = 1, P = 0, 
and Fn = 16. Using Eqs.  (4–6), the following values are 
calculated:

(4)Vw =
Iw − fw +2P

D
+ 1

(5)Vh =
Ih − fh +2P

D
+ 1

(6)Oi = Fn,

Vw =
300 − 3 + 2(0)

1
+ 1 = 298

Vh =
300 − 3 + 2(0)

1
+ 1 = 298

Oi = 16.

Table 2  BDCNet model summary

Layer (type) Shape Parameters

Vgg19 (layers) (30,30,32) 9248
reshape (Reshape) (28,28,32) 9248
Conv2d (Conv2D) (26,26,32) 9248
Max_pooling2d_3 (MaxPooling2D) (13,13,32) 0
dropout_3 (Dropout) (13,13,32) 0
Conv2d (Conv2D) (11,11,64) 18,496
Conv2d (Conv2D) (9,9,32) 18,464
Conv2d(Conv2D) (7,7,32) 9248
Max_pooling2d (MaxPooling2D) (3,3,32) 0
dropout(Dropout) (3,3,32) 0
Conv2d (Conv2D) (1,1,64) 18,496
flatten (Flatten) 64 0
dense (Dense) 512 33,280
dropout (Dropout) 512 0
Dense (Dense) 2 1026
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The activation function rectified linear unit (ReLU) was 
applied on the conv outputs. The process of ReLU activation 
is to change all the negative results by zero. The purpose to 
use the ReLU function in our proposed CNN model is that it 
improves the nonlinearity and helps to increase the computa-
tional time without influencing the model accuracy [56], 57. 
The max-pooling (MP) layer was inserted after the conv lay-
ers which helps to reduce the spatial dimension of the input 
radiographs. In BDCNet, we fixed the filter of the size of 
2 × 2 and also set the value of stride to 2 for MP layers. This 
filter convolves all over the input volume and produced the 
highest value of the sub-area of the radiographs. It has been 
observed that MP layers consist of a particular feature`s posi-
tion about other features. It also reduces the computational 
cost by decreasing the number of weights and prevents the 
model from overfitting. Then, the dropout layer was added. We 
have applied different values of the dropout to our model such 
as 0.05, 0.20, and 0.25, but only the appropriate and signifi-
cant threshold of 0.20 was reported in this study. The reason 
behind applying the different dropout values was to prevent 
our proposed model from overfitting [51]. The working of 
this layer was to drop out the activation randomly and also 
confirm the model to predict the actual label. The flattened 
layer of our model was applied to convert the two-dimensional 
feature map into a one-dimensional feature vector. The data 
generated by the flatten layer were fed to the FCL. The FCL 
performed the classification process from the obtained one-
dimensional feature vector. For this study, FCL contains 512 
neurons. The initial dense layer of FCL passes the result of 
activation to the other dense layer. The last output of the model 
is developed from a dense layer with four neurons and a soft-
max activation function, which classifies the output image 

into one of the chest diseases classes: COVID-19, pneumo-
nia, lung cancer, or normal. The architecture of the proposed 
BDCNet model is presented in Fig. 3. The overall number of 
parameters is 15,733,060, which are divided into two portions; 
the total number of trainable parameters (TP) is 15,733,000, 
and the non-trainable parameters (NTP) are 60. The differ-
ence between TP and NTP is that the TPs are the parameters 
that change in time of training and are required by training 
to get the optimal value of these parameters, while NTPs are 
the parameters that are not changed at the time of the training 
process. Thus, the NTPs will not contribute during the clas-
sification phase. The layer used in our proposed BDCNet and 
their detailed description are presented in Table 2.

2.5  Performance evaluation

In this study, we solved the multi-classification problem, i.e., 
COVID-19, pneumonia, lung cancer, and healthy cases, so 
a confusion matrix was used to evaluate the model’s perfor-
mance. Figure 4 represents the structure of the confusion 
matrix.

The parameters of the confusion matrix defined in Fig. 4 
are discussed in Table 3.

The performance of our proposed BDCNet was calculated 
in terms of four metrics including accuracy (Acc), sensitivity 
(SN) is also called recall (R), precision (P), and F1-score (F). 
These metrics were measured by the following formulas which 
are given below in Eqs. (7–10).

(7)Acc =
TP + TN

TP + FP + TN + FN

Fig.4  Confusion matrix
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We also describe the variables of Eqs. (7–10) for True 
Positives (TP), True Negatives (TN), False Positives (FP), 
and False Negatives (TN) as in Table 4.

3  Results and discussion

The VGG19 + CNN-based BDCNet has been designed to 
classify different chest diseases using chest X-rays. Differ-
ent hyperparameters such as learning rate, epochs, and batch 
size of the proposed model were fine-tuned using grid search 
methods. The BDCNet was trained up to 30 epochs. The 
layers of all four pre-trained models and BDCNet were set 

(8)R =
TP

TP + FN

(9)P =
TP

TP + FP

(10)F = 2 ∗
P ∗ R

P + R
.

to 0.05 based on the initial learning rate using a “stochas-
tic gradient descent” (SGD) optimizer with the momentum 
of 0.8. After 10 epochs, the value of the learning rate was 
reduced by a factor of 0.1. The reason behind doing this 
was to prevent the model from overfitting. The batch size 
was set to 20 for our proposed BDCNet. The performance 
of the proposed BDCNet, Vgg-16, Vgg-19, ResNet-50, and 
inceptionv3 for each class label was calculated in terms of 
accuracy, sensitivity, F1-score, precision, confusion matrix, 
and ROC curve.

3.1  Experimental process

The BDCNet and all four pre-trained models were imple-
mented with the help of the Keras library. The methods 
which were not directly linked with the conv network were 
programmed in the python programming language. The 
experiment was run on a Windows-based operating system 
with 16 GB GPU NVIDIA GeForce GTX and 32 GB RAM.

3.2  BDCNet results

The training accuracy and validation accuracy of our pro-
posed BDCNet relating to 30 epochs are shown in Fig. 5. It 
has been noticed that the highest obtained training accuracy 
was 99.92% and validation accuracy was 95.01%. The train-
ing and validation loss of our proposed model was 0.0011 
and 0.069, respectively. These outputs showed that our pro-
posed BDCNet was trained well and can correctly identify 
the multi-chest diseases such as COVID-19, pneumonia, 
lung cancer, and normal radiographs.

To evaluate the performance of the proposed BDCNet 
and four pre-trained models, several performance metrics 
were applied for measuring the classification of COVID-19, 
pneumonia, lung cancer, and normal X-rays. The dataset was 
divided with the ratio of 70:20:10 for training, validation, 
and testing, respectively. Therefore, a total of 2596 X-rays 
including 234 COVID-19, 773 pneumonia, 1000 lung can-
cer, and 589 normal images were used to measure the clas-
sification accuracy of BDCNet and other transfer learning 
classifiers. The confusion matrix of all these classifiers is 
presented in Fig. 6. In the confusion matrix (see Fig. 4), the 
rows represent the actual cases, while columns show the 
predicted cases output.

Table 3  Parameters used in confusion matrix along with their 
descriptions

Parameters Descriptions

PCC COVID-19 were correctly classified as covid-19
PCP COVID-19 were incorrectly classified as pneumonia
PCL COVID-19 were correctly classified as lung cancer
PCN COVID-19 were correctly classified as normal
PPC Pneumonia was incorrectly classified as COVID-19
PPP Pneumonia was correctly classified as pneumonia
PPL Pneumonia was incorrectly classified as lung cancer
PPN Pneumonia was incorrectly classified as normal
PLC Lung cancer was incorrectly classified as COVID-19
PLP Lung cancer was incorrectly classified as pneumonia
PLL Lung cancer was correctly classified as lung cancer
PLN Lung cancer was incorrectly classified as normal
PNC Normal was incorrectly classified as COVID-19
PNP Normal was incorrectly classified as pneumonia
PNL Normal was incorrectly classified as lung cancer
PNN Normal was correctly classified as normal

Table 4  Confusion matrix equations

Labels TP TN FP FN

Normal PNN PPC + PPL + PCL + PLC + PLP + PCP + PCC + PLL + PPP PNL + PNC + PNP PLN + PCN + PPN
Pneumonia PPP PNL + PNC + PLN + PCN + PNN + PCL + PLC + PCC + PLL PPL + PPC + PPN PLP + PCP + PNP
COVID-19 PCC PLL + PPL + PNL + PNP + PPP + PLP + PLN + PPN + PNN PCN + PCP + PCL PNC + PPC + PLC
Lung cancer PLL PNN + PPN + PCN + PNP + PPP + PCP + PNC + PPC + PCC PLC + PLP + PLN PCL + PPL + PNL
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Figure 6 illustrates that, in a total of 234 coronavirus 
infected radiographs, our proposed CNN model accurately 
identified 233 COVID-19 cases and misclassified 1 case 
as pneumonia. In classifying pneumonia diagnosed radio-
graphs, our model accurately identified the 768 pneumonia 
cases and misclassified 2 cases as COVID-19, 2 cases as 
lung cancer, and 1 case as normal. For lung cancer, among 

1000 chest rays, BDCNet accurately classifies 999 cancer-
infected X-rays and misclassifies 1 case as pneumonia. Our 
proposed model also predicted the exact class label for all 
non-infected cases. The vgg-16 classifier correctly detected 
the 224 COVID-19, 758 pneumonia, 993 lung cancer, and 
587 normal cases. Vgg-19 predicted the 219 coronavirus 
radiographs and misclassified 2 infected cases as pneumonia, 

Fig.5  Performance analysis of BDCNet: (a) training and validation loss; (b) training and validation accuracy

Fig.6  Confusion matrix: (a) proposed model; (b) Vgg-16; (c) Vgg-19; (d) Resnet-50; (e) Inception v3
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5 cases of lung cancer, and 8 cases as normal. In addition, 
Resnet-50 and inception-v3 also diagnosed the 225 and 
200 COVID-19 cases respectively, among 234 cases. The 
results measured from evaluation parameters such as accu-
racy (Acc), sensitivity (SN) or recall (R), precision (P), and 
F1-score (F) for proposed BDCNet and other four transfer 
learning classifiers are shown in Table 5.

From Table  5, our proposed CNN model achieved 
remarkable results, i.e., 99.10% accuracy, 98.31% recall or 
sensitivity, 99.9% precision, and 99.09% f1-score for clas-
sifying normal and COVID-19 classes. The vgg-16 model 
achieved the accuracy of 97.35%, 97.14% precision, 98.99% 
recall, and 97.46% f1-score. The outputs attained by the 
resnet-50 were 97.15%, 98.30%, 98.50%, and 98.83% for 
accuracy, recall, precision, and f1-score, respectively. It has 
been also noticed that inception-v3 produced poor results 
as compared to its other competitor approaches. Finally, the 
classification accuracy of our proposed CNN is greater as 

compared to the other four pre-trained baseline classifiers. 
Because all these pre-trained classifiers contain deep net-
works, and their spatial resolution of the feature map for 
their last conv layer results has been significantly moderated, 
which affects their classification accuracy. Moreover, the 
filter size of these pre-trained classifiers is not appropriate 
for this kind of dilemma, ignored key features, and devel-
oped the great input related to the neuron’s receptive fields. 
Hence, our proposed CNN model overcomes the issues of 
low resolution and overlapping in the inflammatory portion 
of COVID-19-infected radiology images. Our model also 
contains the significant size of the filters and accelerates 
the convergence while significantly reducing the negative 
impact of the structured noise and further improving the 
classification performance. The model is considered to be 
appropriate and efficient if it achieved the highest value of 
area under the curve (AUC) of ROC. The ROC curve is 
measured using true-positive rate (TPR) and false-positive 
rates (FPR). Figure 7 represents the AUC (ROC) of our pro-
posed CNN and other four baseline pre-trained classifiers. 
The proposed CNN classifier achieved an AUC of 0.9833. 
For Vgg-16, Vgg-19, Resnet-50, and inception-v3, the AUC 
were 0.9585, 0.9423, 0.9626, and 0.9183, respectively. The 
results of AUC (ROC) divulge that our proposed classifier 
outperforms the other four classifiers. In addition, our pro-
posed model would be helpful for human diagnosticians in 
diagnosing the COVID-19 pandemic infected cases from 
chest radiography.

Furthermore, we also applied the Grad-CAM [1] heat-
map method to visually illustrate the output produced by 

Table 5  Performance comparison of BDCNet with pre-trained clas-
sifiers

Models Accuracy 
(%)

Recall (%) Precision 
(%)

F1-Score (%)

Vgg-16 97.35 97.14 98.99 97.46
Vgg-19 96.14 95.76 98.20 96.29
ResNet-50 97.15 98.30 98.50 98.83
Inception-

v3
95.10 95.80 96.66 98.83

BDCNet 99.10 98.31 99.9 99.09

Fig. 7  ROC of BDCNet and 
pre-trained classifiers
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our proposed model. The function of the heatmap is to 
highlight the significant portion that the model empha-
sizes on the chest radiographs. Figure 8. depicts the heat-
map of BDCNet model. In addition, the black dotted line 
represents the infected portion of the lungs.

3.3  Comparison with the state‑of‑the‑art

Table 6 determines the comparison of our proposed clas-
sifier BDCNet with other state-of-the-art methods in 
terms of accuracy, precision, recall, and f1-score.

3.4  Discussion

Chest radiographs can be used for the screening of multi-
chest disease classification. It provides a comprehensive 
image of a certain region, using which we can diagnose 
the disease and internal infected parts. Chest radiogra-
phy is a more reliable and efficient method especially for 
the detection of COVID-19, lung cancer, and pneumonia 
patients as compared to the current process of RT-PCR. 
However, the COVID-19 cases are increasing day by day; 
an automatic diagnosis process was needed to initially diag-
nose this deadly virus. With the use of deep learning (DL) 
techniques, we can automatically distinguish the COVID-
19-positive cases and other chest tract diseases from chest 

Fig. 8  The first row represents the heatmap of COVID-19, the second shows pneumonia, and the last one is of lung cancer
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radiography. Therefore, we designed a deep learning-based 
BDCNet model which significantly diagnoses COVID-
19, pneumonia, and lung cancer, which helps the clinical 
experts to start the treatment process of such patients at 
the initial stage. The above-performed experimental work 
shows that our proposed BDCNet is efficiently and signifi-
cantly trained on COVID-19, lung cancer, and pneumonia 
infection occurred on the lungs, and our model accurately 
classifies these infected cases. In comparison to the clas-
sification performance of the other four pre-trained clas-
sifiers, our BDCNet model has outstanding classification 
in the domain of healthy, COVID-19, lung cancer, and 
pneumonia-infected chest radiographs, having an accuracy 
of 99.10%. Our BDCNet model and transfer learning clas-
sifiers such as vgg-16, vgg-19, Resnet-50, and inception-v3 
were trained on the datasets with the fixed image resolution 
of 300 × 300 × 3. In addition, the cross-entropy loss func-
tion was used for training the proposed model. The com-
parative classification performance in terms of different 
metrics for the proposed BDCNet and all four pre-trained 
classifiers tested in this study are presented in Table 5. It is 
observed that our proposed model has achieved notable per-
formance, with the highest AUC of 0.9833, recall of 99.9%, 
precision of 98.31%, f1-score of 99.09%, and accuracy of 
99.10%. The diagnostic performances of other competitors’ 
methods of transfer learning techniques with pre-trained 
weights were slightly degraded. The Resnet-50 model also 
produced a significant AUC score of 0.9626 as compared 
to other Vgg-16, vgg-19, and inception classifiers. Among 
all, inception-v3 generates the less score of AUC (0.9583), 
recall of 95.80%, precision of 96.66%, f1-score of 98.83%, 
and accuracy of 95.10%. Generally, the selection of CNN-
based pre-trained architecture did not influence the overall 

binary classification dilemma. These pre-trained classifiers 
performed better at diagnosing disease from multiple cat-
egories [58], or for erudite problems such as segmentation. 
In addition, some researchers [51, 58, 59] believe that these 
networks did not work appropriately when the number of 
CNN layers increases for the specific binary classification 
issues. In Table 6, we also compare the classification accu-
racy of our proposed model with state-of-the-art classifiers. 
The analysis of experimental results with state-of-the-art 
methods demonstrates that our proposed method of clas-
sifying COVID-19, lung cancer, and pneumonia-infected 
radiographs has added significant output in assisting the doc-
tors. Zhang et al., [30], Apostolopoulos et al. [31], Tsiknakis 
et al.’s [32] and work presented by Saha et al. [34] gained 
the overall classification performance of the deep learning 
methods on multi-chest diseases using X-rays were 72.77% 
(CNN), 96.78% (MobileNet v2), 76% (inception v3), and 
98.91% (CNN and ensemble of ML classifiers), respectively. 
Xiao et al. [62] designed a CNN model called dense con-
nectivity network with parallel attention module (PAM-
DenseNet) for the classification of COVID-19 using lungs 
CT scans. Their proposed model achieves promising results 
with an accuracy of 94.29%, a precision of 93.75%, a sen-
sitivity of 95.74%, and a specificity of 96.77%. Chowdhury 
et al. [65] developed an ensemble of Convolutional Neural 
Network (CNN) based on EfficientNet, named ECOVNet, 
to detect COVID-19, normal, and pneumonia from chest 
X-rays. The results show that the ECOVNet significantly 
improves detection performance with an overall accuracy 
of 96.07%. Marques et al. [64] proposed an automated sys-
tem to support the diagnosis of COVID-19 patients using 
EfficientNet, and they achieved the average accuracy value 
for multi-classification was 96.70%. Canayaz [65] designed 

Table 6  Comparison of BDCNet with state-of-the-art classifiers

Ref. Classifiers Accuracy (%) Precision (%) Recall (%) F1-Score (%)

[30] CNN 72.77 73.83 71.70 –
[32] Inception-v3 76.0 87 93 –
[55] GoogleNet 80.56 84.17 80.56 82.32
[29] CNN 88.9 83.4 85.9 96.4
[56] Xception + ResNet50 V2 91.4 21.95 87.09 –
[33] ResNet50 + SVM 95.33 – 95.33 95.34
[31] MobileNet v2 96.78 96.46 98.66 –
[34] CNN + Ensemble of ML classifiers 98.91 100 97.82 98.89
[60] CNN 93.2 98.7 96.06 97.90
[61] Xception 97.97 97.0 78.0 86.0
[62] PAM-DenseNet 94.29 93.75 95.74 –
[63] ECONET 96.07 96.28 96.26 96.26
[64] EfficientNet 96.70 96.69 97.54 97.11
[65] C + EffxNet 99.0 98.0 98.0 98.0
Proposed model BDCNet 99.10 98.31 99.9 99.09
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a novel hybrid approach for COVID-19 diagnosis on CT 
images based on CBAM and EfficientNet. Their approach 
accurately predicts COVID-19 with a 99% accuracy rate. 
The results of Table 5 also show that our method is more 
capable of finding the patterns of abnormalities and extract-
ing the discriminative sequences in classifying different 
chest diseases from radiographs samples, with the highest 
accuracy result of 99.10%. The results produced by the dif-
ferent pre-trained classifiers are shown in Table 5 and in 
conjunction with the examination of the nature of COVID-
19, pneumonia, and lung cancer-infected chest radiographs 
classification task, we provide the detailed elucidation why 
prior arts show less diagnostics performance. Firstly, the 
pre-trained image classifier consists of deep networks, and 
their last conv layers have reduced the feature map of spatial 
resolution, which confines the classification performance of 
the models. Also, the filter size of these networks is not 
appropriate due to which the neurons linked with the input 
are large which directly ignores the significant features. Our 
BDCNet model can overcome these issues. We proposed a 
Vgg-19-based CNN model with the amalgamation of dilated 
convolution values for classifying the chest diseases using 
radiographs from different databases. Our BDCNet model 
has also overcome the problem of low resolution and over-
lapping in the inflammatory portion of chest radiography. 
In addition, our model accelerates the convergence while 
significantly reducing the negative impact of the structured 
noise and further enhancing the diagnostic performance. 
Furthermore, we also applied a suitable filter size of 3 × 3 
to the proposed model. The analysis of experimental results 
demonstrates that our proposed method for multi-classifica-
tion of chest diseases from radiographs based on lungs opac-
ity has added significant and appropriate output in assisting 
human diagnosticians.

4  Conclusion

In the present study, a multi-classification BDCNet model 
was developed and evaluated for detecting multi-chest 
problems such as COVID-19, pneumonia, and lung cancer 
from chest radiographs. Nowadays worldwide, the COVID-
19 and other chest infection diseases are growing rapidly 
and affecting the community. With an immense number 
of cases, a quick and efficient testing process is required. 
Many people have been died and admitted into ICUs due to 
inappropriate and slow testing processes, inadequate ameni-
ties, and unable to diagnose multiple chest ailments at an 
early stage. We have proposed a framework for multi-chest 
diseases detection named as BDCNet which can contrib-
ute to automatically detect the COVID-19, lung cancer, and 
pneumonia-infected patients from chest radiographs. The 
CNN-based BDCNet can extract foremost patterns from 

chest radiographs. An extensive experiment shows that our 
proposed BDCNet has the best diagnostic performance as 
compared to renowned pre-trained and state-of-the-art clas-
sifiers. Considering all these outputs, it is concluded that 
BDCNet can play a vital role as a helping hand of medical 
experts. It is also highly capable of relieving stress and pres-
sure on paramedical staff and helps them in controlling the 
epidemic. In our future work, we will consider more datasets 
for chest radiographs and extract their features using pre-
trained models. Integration of deep learning into radiology 
systems could be very helpful to suggest at the point of care, 
and it can enhance the quality, ease of use, and cost of chest 
diseases diagnosing from chest X-rays worldwide.
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