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Abstract Recently, deep convolutional neural networks show

good effect for single image deraining. These networks al-

ways adopt the conventional convolution method to extract

features, which may neglect the characteristic of rain streak.

A novelty vertical module is proposed to focus on the ver-

tical characteristic of rain streak. Such module uses 1 × X

convolution kernel to extract the vertical information of rain

streaks and a X × X convolution kernel to keep relative lo-

cation information. Use this module in the front of deraining

network can better detach rain streaks from background. In

addition, the contrastive learning is employed to improve the

performance of the model. Extensive experimental results

demonstrated the superiority of the deraining methods with

the proposed methods in comparison with the base ones.
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Fig. 1 3 × 3 and 5 × 5 Vertical Module

1 Introduction

Rain is a common natural phenomenon. while shooting with

this weather, the images captured outdoors under the influ-

ence of this weather will have many disadvantages, such as

rain streaks in the image will have a certain obscuring and

distorting effect on the background scene or the heavy rain

obscures the important things.

In image processing, the rain streaks and other noise in

the image will produce certain obscuration and distortion of

the background scene, making the key information in the

image more disturbed, which is not conducive to the post-

use of the image.

However, many computer vision applications for out-

door scenes generally require high quality and clear images.

Occluded and distorted images due to rain can make these

computer vision applications less effective or lose their orig-

inal functionality. Based on these demands, use computer

programs such as deraining[1] and dehazing[2,3] to make

images clearer have developed rapidly in recent years. With

the development of deep learning, deep learning-based de-

rain network has been widely used. [1] proposed a progres-

sively optimized residual network progressive ResNet (PRN)

and progressively optimized recurrent network (PReNet) to

complete the image rain removal. [4] proposed bilateral re-
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current network further improves the accuracy of deraining

network. To generate higher quality derained images, [5]

Ding et al. proposed a recurrent distributed feedback net-

work (DFN). The new feedback block is proposed to use

high-level information to correct low-level input.

Lots of deraining networks before have not fully exploited

the vertically oriented features of rain marks. In order to

make reasonable use of this feature to make the network

achieve better results, we propose vertical module in this pa-

per in the figure 1. The convolution kernel of vertical module

is in the shape of a vertical strip, this allows the convolution

to better extract feature information in the vertical direction.

Adding vertical convolution before the deraining network

can better extract the low-level information of rain streaks.

Fig. 2 Schematic diagram of contrastive learning

To gain better performance, proposed frame uses a con-

trastive learning method in the figure 2. Contrastive learn-

ing has been widely used in various deep learning networks

and achieved good results [6,7,8]. The proposed method

use a norain picture and a raining picture (same as the in-

put of the model) as samples, compare the output of model

and the sample picture with the pre-trained VGG to calcu-

late a new loss. Make the training model close to positive

sample(norain picture) and far away from Negative sample

(raining picture) to gain better training model.

2 Related Work

In this section, we present a briefly over for the approaches

and results of deraining algorithms.

These studies can be divided into three parts: deep network-

based deraining methods, special convolution and contrastive

learning.

2.1 Developing of Deraining Models

A rainy image is consists of a clean image and a rain layer.

Linear summation deraining models have been used in video

deraing [9,10,11,12,13] . Inspired by the success of its suc-

cess in video editing, linear summation model have been

developed in combination with proper regularizers on both

background image and rain layer. With the help of Gaussian

mixture model and other models, linear summation image

deraining models have shown significant promise [14] . A

further improved model, the screen blend [15,16] model,

can remove rain streaks with the use of the discriminative

dictionary learning to separate rain streaks.

Deep learning-based models for removing rain marks

have been developed after 2017. From Derainnet to DNN

[17,18], a residual neural network based on processing the

relationship between the rain and the background layers was

proposed by Fu.

Based on previous studies, Ren et al. [1] provided a bet-

ter and simpler baseline deraining network by improving

the network architecture, the input and output, and the loss

functions, and repeatedly using ResNet proposed progres-

sive ResNet to take advantage of the recursive computation.

Based on bilateral LSTMs, BRN [4] is also proposed later

to improve the interplay between rain layers and background

layers.

2.2 Special Convolution

Asymmetric convolutions is a type of special convolutions

which are compression and acceleration-optimized for com-

putational complexity on the basis of square-kernel convo-

lutional.

Previous studies [19,20] have shown that a typical con-

volution with a kernel d × d can be replaced with two con-

volution with d × 1 and 1 × d kernel to reduce the pa-

rameters. This result, however, is based on the fact that the

learned kernels’ eigenvalues’ intrinsic rank is not equal to

one, therefore, applying the new kernel instead of the typ-

ical one would result in significant information loss [21].

Denton et al.[19] developed an optimization algorithm with

a low-rank approximation by using SVD algorithm and suc-

cessfully reduced losses of this method. Jin et al. [21]Jin et

al. used structural constraints to separate 2D kernels and ob-

tained comparable performance as conventional CNN with 2

times speed-up. Asymmetric convolutions also have a good

effect on reducing

the amount of parameters.
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Fig. 3 vertical module

EDANet [22] replaced 3 × 3 convolution kernel with a

similar method and reduced the relevant part by one-third of

the parameters computations with minor performance degra-

dation. Ding et al. propose Asymmetric Convolution Blocks(ACNet[23]),

the method replaced the traditional 3 × 3 convolution in the

existing network with the mix of 1 × 3 convolution, 3 ×

1 convolution and 3 × 3 convolution as the output of the

convolutional layer.

2.3 Contrastive Learning

Contrastive learning is widely used in self-supervised learn-

ing [24,25,26,27,28] and deep learning-based image pro-

cessing models [6,28,27,26,29]. Contrastive learning uses a

positive point and a negative point to judge the output loss of

the training model. Contrastive learning makes the output of

the model close to the positive result and away from the neg-

ative result faster and more accurate by changing the method

of calculating the loss value. It has been shown that con-

trastive learning leads to a better effect in image-to-image

translating. Recently, Wu et al. [6] proposed a new sam-

pling method and a novel pixel-wise contrastive loss with

contrastive learning and used the method to image dehazing

with success. We propose that the similar model would be

applicable to deraining network.

3 Derainining Frame with vertical module and

contrastive learning

This section describes the composition of the proposed de-

raining framework in the present study. The proposed method

first uses vertical module to make the network better extract

features, then use contrastive learning to optimize the train-

ing of the model.

Fig. 4 Contrastive learning for Single Image Deraining Method
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Fig. 5 training model schematic

3.1 Vertical Module for Single Image Derain

3.1.1 Structure of vertical module

Special convolutions provide an efficient way to process and

extract information. According to the information to be pro-

cessed, special convolution can improve the accuracy or ef-

ficiency of the convolutional extraction of information or re-

duce the amount of operations and parameters by changing

the way the convolution operates. To improve the effect of

single image deraining network, we propose vertical module

3 to extract low-level information of the rain image. Due to

gravity, rain streaks are usually in the vertical direction, the

proposed method uses a 1 × X strip convolution kernel to

extract the vertical features of rain streaks. Simultaneously,

in order to preserve the positional relationship between rain

streaks and surrounding images, an X × X convolution ker-

nel is also used to extract relevant spatial position informa-

tion. The proposed method superimpose the output of each

convolution to form the final vertical module to achieve bet-

ter extraction of the vertical direction features of rain streaks

without losing position information.

3.1.2 vertical module with Single image derain Networks

In order to improve the effect of the single image derain-

ing networks, vertical module is proposed to add to the net-

work to improve the effect. Vertical module is more effective

in extracting low-level information. Due to the operation of

the neural network, the low-level information including rain

streaks has been destroyed in the middle and rear parts of

the neural network, which is not conducive to the proposed

module to detach the rain streaks from background. But in

the front section of the neural network, the data contains ver-

tical features of rain marks obviously can make our mod-

ules work better. After considering many factors, we found

adding vertical module in front of the deraining neural net-

works to process rain streaks directly can gain better effect

in detaching rain streaks from background and remove them.

Based on this, the proposed method add the vertical module

to the single image deraining neural network to better im-

proving the effect of original single image deraining method.

Fig. 6 A Clear Image in Rain100L

Fig. 7 Rainy image 004 in Rain100L

Fig. 8 Rainy image 003 in Rain100L
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Fig. 9 Rainy

Fig. 10 Ground Truth

Fig. 11 PReNet

Fig. 12 PReNet With Proposed Frame
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PSNR/SSIM GMM DDN SSIR PRN PReNet PReNet with Proposed frame

Rain100L 28.66/0.865 32.16/0.936 32.37/0.926 36.99/0.977 37.48/0.979 37.88/0.980

Rainlight - 21.92/0.764 32.20/0.929 - 37.93/0.983 38.33/0.982

Rain12 32.02/0.855 31.78/0.900 34.02/0.935 36.62/0.952 36.66/0.961 37.17/0.962

Table 1 Experiments on Other Datasets

3.2 Contrastive Learning for Deraining Method

Contrastive learning aims to learn a representation to pull

the result with positive sample in some metric space and

separate apart the representation between negative sample.

The application of this method to rain removal involves two

parts: to find suitable positive and negative samples, and to

find a proper method to determine the difference between

the network output and the sample. In this paper, we use

common deraining datasets such as Rain100L, Derain datasets

usually contains a certain number of rain image such as Fig.7,8

and their corresponding clear image such as Fig.6. In the

contrastive learning of the single image deraining neural net-

work, we define clear images as positive sample and raining

images as negative samples. Contrastive learning can make

the image output by the model closer to the norain image and

away from the raining image to achieve the purpose of single

image deraining. In order to better extract the characteristics

of the image to determine the difference between the net-

work output and the sample, we use the pre-trained VGG-19

[30] to extract the features of the picture to more accurately

and efficiently judge the difference between the output pic-

ture and sample pictures; See Fig. 5 for a schematic illus-

tration of the proposed training model. In addition, we com-

pared that L1 loss work better than L2 loss[31] and choose

L1 loss to cooperate with the proposed module.

4 Experimental Results

In this section, we compare the method of the proposed frame

with other methods, including PReNet[1], BRN, et al. In ad-

dition, we also compare the proposed framework with non-

contrastive learning and other methods with special convo-

lutions, including ACNet[23], dynamic convolution [32], et

al.

4.1 Datasets and Training Settings

We conduct experiments on multiple datasets , including

Rain100L[33], Rain12[14], Rainlight[34], et al. Datasets such

as Rain100L are widely used in rain removal tasks. Rain100L

contain 100 pictures of light or heavy rain respectively, sim-

ulating various rainy scenes. Fig. 6 shows a norain picture

in the dataset, and Figs. 7 and 8 show the rainy versions,

respectively.

4.2 Environment and Implementation

We used the pytorch framework to train the proposed model.

We refer to the method in Ref. [23] for the optimized imple-

mentation of the vertical module. We refer to [6] for the op-

timized implementation of our proposed contrastive learn-

ing and the adjustmend of the scale coefficients of the con-

trastive learning loss and SSIM loss according to the training

situation.

The model was trained with 2 NVIDIA titan Xp graph-

ics card and intel i7-6950X CPU with 128GB RAM. Our

dataset processor uses h5py to pack the dataset into groups,

and then feed each group of data into the network separately

for training, similar to PReNet [1]. The training batch size is

set to 18 to run under a suitable computing power, and run

each experiment for 200 epochs to make the model achieve

a more stable effect. We use 0.001 as the initial learning rate

for model training and automatically adjust it multiple times

during training.

4.3 Experiments on Rain100L Datasets

Rain100L is a widely used single image deraining datasets

with a training sets of 200 images and a test sets of 100 im-

ages. The proposed method uses the single image derain net-

work PReNet and the PReNet with our proposed framework

to train on the Rain100L training set and test on Rain100L

to reflect the role of the proposed single image derain frame-

work.

PRN PReNet PReNet with Proposed Frame

PSNR 36.99 37.48 37.88

SSIM 0.977 0.979 0.98

Table 2 PSNR and SSIM of three method

Table 2 shows that the proposed frame plays a great role

in the task of single image deraining. The vertical module

in the proposed framework can better extract the features of

the vertical direction of the rain streak in the light rain im-

age, resultinh in an improved accuracy in the rain removal.

Adding this module to the single-image deraining network

can improve the peak signal-to-noise ratio of the output im-

age and improve the image quality.
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Fig. 13 Rainy

Fig. 14 Ground Truth

Fig. 15 PReNet

Fig. 16 PReNet With Proposed Frame



8 Short form of author list if too long for running head

We select one of the output pictures from the models

trained with dataset Rain100L. In Figs. 11 and 12, compar-

isons between the outputs of the original model and of the

model with our proposed framework suggest that the model

with our proposed framework can better recognize and re-

move rain streaks through vertical module.

4.4 Experiments on Other Datasets

To further test the proposed method, we have also tested the

proposed model with (test) datasets RainLight and Rain12.

Specifically, we trained the proposed model on PReNet and

tested the model on these test datasets and compare our re-

sults with PReNet and other deraining networks.

Experimental data in table 1 shows that our proposed

framework performs well for the task of removing rain. The

frame results in an enhanced Peak Signal to Noise Ratio

from 37.48 to 37.87 in dataset Rain100L and from 36.66

to 37.1657 in dataset Rain12.

Experimental data in table 4.3 shows that with the help

of the vertical module, the experimental model preserves

many vertical and bar-shaped image details. These phenom-

ena reflect the enhancement of rain streaks recognition in the

vertical direction by our proposed vertical module, which

can better distinguish rain streaks from background .

4.5 Ablation Study

To better understand the contribution of vertical module and

contrastive learning to image deraining in network model,

we changed the network structure and trained two models to

compare the results with the network structure proposed in

this study. We trained one of the models with only vertical

module and the other with only contrastive learning.

PSNR SSIM

PReNet 37.48 0.979

Only vertical module 37.7093 0.9793

Only Contrastive Learning 37.8046 0.9793

proposed frame 37.8763 0.9795

Table 3 Ablation study

From the experiment results in table 3, we find that the

vertical module and contrastive learning can indeed lead to

improvements in single image deraining, and the proposed

framework, which integrates the advantages of both meth-

ods, results in further improved results.

5 Conclusion

We have developed a novel framework for single image de-

raining. A novelty vertical module was proposed in order to

detach rain streak from background. The proposed vertical

module includes an 1 × X and a X × X convolution kernel

to gain better derain effect when used in front of derain net-

works. In the meantime, we introduce contrastive learning to

make the direction more accurate and the training more ef-

fective. Extensive tests on a widely used deraining datasets

demonstrate the validity and effectiveness of our approach.
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