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Abstract

Domain Generalization (DG) aims to transfer knowledge learned from multiple
source domains to unseen domains. One of the primary challenges hinders DG is
the insufficient diversity of source domains, which hampers the model’s ability to
learn to generalize. Traditional data augmentation methods, which fuse content,
style, labels, etc., unable to effectively learn the global features from the source
domains. In this paper, we present an innovative approach to domain general-
ization learning technique, called PatchMix, by stitching the patches of different
source domains together to build domain mixed samples. This approach helps the
model to learn the common features of different source domains at every glimpse.
Meanwhile, a domain discriminator is introduced to preserve the model’s ability
to distinguish the source domains, which is proved to be helpful for the model to
generalize to unseen domains. To our best knowledge, we are the first to unveil
the equation that elucidates the correlation between the number of patches and
the number of source domains. Our method, PatchMix, outperforms the current
state-of-the-art (SOTA) on four benchmark datasets.

Keywords: Domain Generalization, PatchMix, Domain Discriminator, Vision
Transformer, Data Augmentation
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1 Introduction

Deep learning has made great achievements in computer vision, natural language
processing, machine learning, etc., which assumes that training and test data obey
the principle of independent and identical distribution. In the real world, however,
data is very diverse in background, shape, and color, making it difficult to meet this
assumption. The phenomenon in which the training and test data have a significantly
different distribution is known as the domain shift problem [1–3]. This problem results
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PatchMix

Cartoon Photo Sketch
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Fig. 1 Unlike Vision Transformer (ViT) [4], CutMix [5], and JiGen [6] methods, PatchMix reads
images from different domains and generates new images to improve the generalization ability of the
model.

in a well-trained model that can only achieve poor performance on the test set, either
crashing or failing to converge. Even worse, the training data is not accessible, and
we lack any information about the shape, distribution, or labels of the data before
testing. This study is known as domain generalization (DG) [1, 7–10]. As shown on
the left side of Figure 1, the model is trained on the data from Cartoon, Photo, and
Sketch, then evaluate on the Art data. This is common in autonomous driving and
medical diagnosis, thus attracting more and more attention.

Aligning the distribution of data through adversarial learning [11–14] is main-
stream in the DG area. Besides, learning the data commonality of different domains
through meta-learning [15–17], self-supervised learning [18, 19] and decoupling the
domain-invariant and domain-first features in the data through feature disentangle-
ment [20, 21] are also representative works. Recently, Huang et al. [22] proposed to
enhance the data diversity using data augmentation such as changing the angle, crop-
ping the raw data, or constructing generative adversarial networks [23–26]. Zhou et
al. [27] edited an unseen style and then mixed the content and style of images to gen-
erate new images, which achieves a higher diversity of training data as well as better
generalization.

In addition to the aforementioned DG methods, there are some data augmentation-
based techniques to improve model generalization, shown on the right side of Figure 1.
One such method is MixUp [28], proposed by Zhang et al., which mixes the contents
and labels of two images in proportion to generate a new image. However, MixUp
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requires prior knowledge about the linear interpolation ratio, which is not available
in DG problems where the target domain is not visible during training. Additionally,
MixUp is typically designed for blending two images and not work well for more than
three images, making it unsuitable for DG tasks. Another method is CutMix [5],
proposed by Yun et al., which randomly selects a rectangular patch from one image
and fills the corresponding region of another image with the selected patch. However,
CutMix is designed to handle the combination of two images, making it less suitable
for handling multiple domain images in DG tasks. JiGen [6] is another method based
on the idea of patch, which resembles a child’s jigsaw puzzle. JiGen uses self-supervised
signals to solve the problem of disrupted image patch order. However, JiGen mainly
focuses on solving the internal order of a single image and is not suitable for handling
multiple images. In contrast, our proposed PatchMix method aims to address the
domain generalization problem by using a different data fusion strategy. It cuts the
data from the same class but different domains into patches and assembles them into
domain mixed images for training. By doing this, PatchMix enhances the data diversity
and improves the generalization of the model across multiple domains.

Beyond data augmentation, as a simple and effective technique for DG, Patch-
Mix leverages the idea of splitting images into patches from Vision Transformer (ViT)
and goes beyond traditional data augmentation methods to address the domain gen-
eralization problem. It reads data from multiple domains simultaneously, divides the
images into different patches, and then assembles them into new composite images in
various combinations. The process is illustrated in the lower shaded part on the right
side of Figure 1. For example, if we take a picture of a dog from the Cartoon, Photo,
and Sketch datasets, PatchMix will split these images into different patches and then
select one patch from each domain to stitch them together into a new composite image.
By using PatchMix, the model can effectively learn common features across different
domains, enabling it to generalize better to unseen domains.

Meanwhile, we introduce domain labels as a supervised signal to achieve better
distinction among patches, which enables the model to adapt to the differences among
various domains and effectively distinguish the common and specific features present
in each domain. Furthermore, it facilitates learning the domain-invariant and domain-
variant aspects across different domains, thus mitigating the risk of overfitting and
ultimately enhancing the model’s generalization capabilities. Additionally, through
experiments conducted on various datasets, we have derived insights into the corre-
lation between the number of domains and the number of in-sample patches. These
findings serve as a valuable reference, aiding in the optimal selection of the number
of patches to maximize the efficacy of domain generalization. In summary, our major
contributions are as follows:

• We propose the PatchMix method, which cuts the data from the same class but
different domains into patches and assembles them into domain mixed images for
effective cross-domain training.

• In model training, we introduce the domain discriminator as a regularization term,
which allows the model to learn the common and specific properties among different
domains and improves the generalization of the model.
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• Experiments on four datasets, VLCS, PACS, OfficeHome, and Domainnet generalize
the relationship between the number of patches and the number of domains, and
show improvements over SOTA methods.

2 Related Work

Domain Generalization

The domain generalization (DG) methods can be categorized into three main
approaches: data manipulation, representation learning, and strategy learning. The
first approach is data manipulation: Yue et al. [29] proposed style randomization
of real images with synthetic data from auxiliary datasets. Zhao et al. [26] utilized
data generation methods to enhance model generalization. Some DG methods aim to
learn domain-invariant representations by minimizing the domain discrepancy between
available source data [12, 30, 31]. The objective is to learn features that are invariant to
multiple source domains, thus generalizing them to unseen domains. The second is rep-
resentation learning: Vapnik et al. [32] introduced Empirical Risk Minimization (ERM)
as a classic approach. Muandet et al. [33] employed Maximum Mean Discrepancy
(MMD) constraint. Ganin et al. [11] proposed Domain Adversarial Neural Network
(DANN) to acquire domain-invariant feature representations. Li et al. [12] introduced
a Conditional Invariant Adversarial Network (CDANN) for learning domain-invariant
representations. Sun et al. [34] used Deep CORAL to align layer activation corre-
lations in deep neural networks with nonlinear transformations. Arjovsky et al. [35]
introduced Invariant Risk Minimization (IRM), enforcing uniformity of the optimal
classifier in the representation space across all domains. The third is an analysis from
learning strategies: Li et al. [16] proposed Meta-Learning for Domain Generalization
(MLDG). Sagawa et al. [36] proposed GroupDRO, which requires explicit group anno-
tation of samples for DG. Krueger et al. [37] reduced the variance of training domain
risk extrapolation (VRex). Cha et al. [38] introduced the Stochastic Weighted Dense
Averaging (SWAD) method for locating the minimum. Iwasawa et al. [39] focused on
the Test-Time Template Adjuster (T3A) phase and calculated pseudo-prototype rep-
resentations for each category, classifying samples based on their distance from the
pseudo-prototypes. Carlucci et al. [6] improved model generalization by learning self-
supervised signals solving jigsaw puzzles (JiGen) on the same images. Zhou et al. [27]
proposed a probabilistic hybrid instance-level training sample-based approach. In this
paper, the proposed method involves cropping and assembling images of the same cat-
egory from different domains into patches for model training, leading to good results
in domain generalization.

Vision Transformer

The Transformer [40] architecture was originally introduced in the field of natural lan-
guage processing. However, its application was extended to computer vision tasks with
the introduction of ViT [4]. ViT transformed images into sequences of patches and
leveraged the benefits of global context modeling and large-scale pre-training data,
rather than relying on image-specific inductive biases like Convolutional Neural Net-
works (CNNs). DeiT-Small [41] introduced a token-based distillation strategy that
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allowed ViT to be trained on smaller datasets while still achieving better results than
CNNs trained only on ImageNet data. CvT [42] was a hybrid model that combined
the powerful feature extraction capabilities of CNNs and ViT, resulting in a more
robust model compared to ViT alone. SDViT [43] proposed using self-distillation dur-
ing training to reduce overfitting to the source domain. T2T-ViT [44] introduced a
progressive tokenization approach, where adjacent tokens were recursively aggregated
into a single token, leading to more effective representations. Swin Transformers [45]
presented a novel approach that confined self-attention to non-overlapping local
windows, establishing cross-window connections using shift windows. GE-ViTs [46]
introduced a generalization-enhanced view of ViT, leveraging information theory and
self-supervised learning to improve the model’s generalization performance. All of
these methods have achieved promising results in the domain generalization task.

Data Augmentation

Data augmentation is a common tool for deep learning and it is important to pro-
vide the performance of the model. Basic image processing such as rotation, flip,
and crop are all direct operations on the image itself. Mixup [28] conducted convex
combinations of sample pairs and their labels and established a linear relationship
between data increments and supervised signals. CutMix [5] replaced deleted areas
with patches from other images and could generate more natural images compared to
Mixup. Fmix [47] utilized random masks of various shapes to enhance the performance
of the model. AugMix [48] introduced multiple enhancement operations mixed into
three enhancement chains, which are then combined using the convex combination
principle. AutoAugment [49] employed an automatic search method to find effective
data augmentation strategies. FastAutoAugment [50] proposed a fast augmentation
algorithm for density matching, enabling the identification of suitable augmentation
strategies through a more efficient search process. RandAugment [51] focused on saving
computational resources by reducing the search space for data augmentation. In this
paper, the patch method is enhanced, and the domain label is incorporated as a super-
vised signal during model training to further improve the generalization of the model.
By leveraging both the improved patch method and domain label supervision, the
proposed approach aims to achieve better performance in the domain generalization
task.

3 The Proposed PatchMix Method

3.1 Preliminaries

Problem Settings

We assume a set of 𝑀 available source domains as S = {S𝑚}𝑀𝑚=1
, where S𝑚 =

{(𝑥𝑚
𝑗
, 𝑦𝑚
𝑗
)}𝑁
𝑗=1

} denotes a distribution over the input space X and label space Y, 𝑁 is
the number of samples in S𝑚. In addition, we assume a set of unseen target domains
{T }𝑇𝑡=1, where 𝑇 represents the number of target domains, typically set to 1. DG aims
to learn a proper mapping F : X → Y, which is trained on the available S and
generalized well on the unseen T .
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Fig. 2 Illustration of the proposed PatchMix. First, we cut the images of the multi-source domains
𝑆 into small patches, including four domains above. Second, we sample one patch from each source
domain 𝑆𝑚, and stitch them into domain mixed images, where each patch is in a fixed quadrant
according to domain index 𝑚. For example, the Clipart domain is fixed on the top-left quadrant,
while the Sketch domain is fixed on the bottom-right quadrant. Third, these domain mixed images
are used to train a standard vision transformer. Finally, we use the standard image classification loss
and the proposed domain classification loss to supervise the training process.

ViT Backbone

The ViT backbone first reshapes an image 𝑥 ∈ R𝐻×𝑊×𝐶 into a sequence of flattened

2D patches R𝐺×(𝑃2 ·𝐶 ) , where 𝐶 is the number of channels, (𝐻,𝑊) represents the
resolution of the original image, (𝑃, 𝑃) denotes the resolution of each image patch, and
𝐺 = 𝐻𝑊/𝑃2 is the number of patches. The output of layer 0 𝑎0 can be expressed as:

𝑎0 = [𝑥𝐶𝐿𝑆; 𝑥1𝑝𝑈; 𝑥2𝑝𝑈; ...; 𝑥𝐺𝑝𝑈] +𝑈𝑝𝑜𝑠 , (1)

where 𝑥𝐶𝐿𝑆 is a learnable embedded [CLS] token, 𝑥𝑝 ∈ R𝐺×(𝑃2 ·𝐶 ) , 𝑈 ∈ R (𝑃2 ·𝐶 )×𝐻 ,
𝑈𝑝𝑜𝑠 ∈ R (𝐺+1)×𝐻 means the standard learnable position embedding.

Then, the Self-Attention (SA) module projects these patches into three type vec-
tors: queries 𝑄 ∈ R𝐺×𝑑𝑘 , keys 𝐾 ∈ R𝐺×𝑑𝑘 and values 𝑉 ∈ R𝐺×𝑑𝑣 . 𝑑𝑘 and 𝑑𝑣 indicate
their dimensions. SA module aims to emphasize the relationships among patches by
computing the attention score as follows:

𝑆𝐴(𝑄, 𝐾,𝑉) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝑄𝐾
𝑇

√
𝑑𝑘

)𝑉. (2)

The Multi-Head Self-Attention (MSA) concatenates multiple scaled dot-product self
attention modules, which is defined as:

𝑀𝑆𝐴(𝑄, 𝐾,𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ𝑒𝑎𝑑1, ..., ℎ𝑒𝑎𝑑ℎ)𝑊𝑂, ℎ𝑒𝑎𝑑𝑖 = 𝑆𝐴(𝑄𝑊𝑄

𝑖
, 𝐾𝑊𝐾

𝑖 , 𝑉𝑊
𝑉
𝑖 ), (3)
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where ℎ is the number of heads, 𝑄𝑊𝑄

𝑖
, 𝐾𝑊𝐾

𝑖 and 𝑉𝑊𝑉
𝑖

are three projection functions of
ℎ𝑒𝑎𝑑𝑖, 𝑊

𝑂 is the output projection function. The ViT block is composed of MSA and
MLP modules, which apply Layer Normalization (LN) before each block and residual
connectivity after each block, this can be defined as follows:

𝑎
′
𝑙 = 𝑀𝑆𝐴(𝐿𝑁 (𝑎𝑙−1)) + 𝑎𝑙−1 (4)

𝑎𝑙 = 𝑀𝐿𝑃(𝐿𝑁 (𝑎′
𝑙)) + 𝑎

′
𝑙 . (5)

where the 𝑙 ∈ {1, . . . , 𝐿} means the number of block of ViT. In this paper, the value
of L is set to 12 for both ViT and DeiT-Small. After several iterations of layers, the
final prediction result can be represented as 𝐿𝑁 (𝑎0

𝐿
).

3.2 PatchMix

Patch and Mixup

PatchMix is a novel approach that integrates the concepts of image patches and mixup.
In traditional mixup, the images from different classes or domains are linearly com-
bined to synthesize new samples, which encourages the model to learn from diverse
sources. However, this method may not fully exploit the unique information present
in individual images, especially easy to lose the domain characteristics. As shown
in Figure 2, PatchMix addresses this limitation by taking advantage of both image
patches and mixup. By combining patches from various domains, we create domain
mixed samples that offer a more comprehensive view of the data distribution. This
technique enhances the model’s ability to capture the underlying features and enables
more robust generalization across domains.

�0 �1 �3�2 �4
Fig. 3 An image can generate five type patches: 𝑒0, 𝑒1, 𝑒2, 𝑒3, and 𝑒4 with two strategies.

Given an image, we apply two strategies to generate the image patches, as illus-
trated in Figure 3. The first strategy zooms out the original image to a fixed patch size,
like 𝑒0. The second strategy cuts a quarter of the original image as one patch, like 𝑒1,
𝑒2, 𝑒3, and 𝑒4. The domain mixed images are constructed by sampling patches from
various source domains with these two strategies. This process is shown in Algorithm 1,
where Bernoulli(0.5) is a Bernoulli distribution with probability 0.5, Uniform(1, |𝑆𝑖 |)
is a uniform distribution over the integers from 1 to the number of images in source
domain |𝑆𝑖 |, the function sample(𝑆𝑖) selects an image from the i-th domain, while the
function sample patch(𝑆𝑖 [ 𝑗]) cuts a patch from the j-th image in |𝑆𝑖 |. After sampling
Φ patches, we stitch them together to build a domain-mixed sample.
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Algorithm 1 Sampling patches from source domains

1: for i=1 to Φ do

2: 𝑥 ∼ Bernoulli(0.5)
3: if 𝑥 = 1 then

4: 𝑃𝑖 = sample(𝑆𝑖) ⊲ sample the original image
5: else

6: 𝑗 ∼ Uniform(1, |𝑆𝑖 |)
7: 𝑃𝑖 = sample patch(𝑆𝑖 [ 𝑗]) ⊲ sample one patch from the original image
8: end if

9: end for

Table 1 The generation process of Domain Soft label.

Domain Soft Label Encodings

Φ S Relationship between Φ and S Encodings Is valid

{𝜑1, 𝜑2, 𝜑3, 𝜑4} {𝑆1} {𝜑1, 𝜑2, 𝜑3, 𝜑4} ∈ 𝑆1 {1, 0, 0} 𝑇𝑟𝑢𝑒

{𝜑1, 𝜑2, 𝜑3, 𝜑4} {𝑆1, 𝑆2, 𝑆3} 𝜑1 ∈ 𝑆1, {𝜑2, 𝜑4} ∈ 𝑆2, 𝜑3 ∈ 𝑆3 {0.25, 0.5, 0.25} 𝑇𝑟𝑢𝑒

{𝜑1, 𝜑2, 𝜑3, 𝜑4} {𝑆1, 𝑆2, 𝑆3} 𝜑1 ∈ 𝑆1, 𝜑2 ∈ 𝑆2, 𝜑3 ∈ 𝑆3, 𝜑4 ∈ 𝜙 {0.333, 0.333, 0.333} 𝑇𝑟𝑢𝑒

{𝜑1, 𝜑2, 𝜑3, 𝜑4} {𝑆1, 𝑆3} 𝜑1 ∈ 𝑆1, {𝜑2, 𝜑4} ∈ 𝜙, 𝜑3 ∈ 𝑆3 {0.5, 0, 0.5} 𝑇𝑟𝑢𝑒

{𝜑1, 𝜑2, 𝜑3, 𝜑4} {𝑆1} 𝜑1 ∈ 𝑆1, {𝜑2, 𝜑3, 𝜑4} ∈ 𝜙 {1, 0, 0} 𝑇𝑟𝑢𝑒

{𝜑1, 𝜑2, 𝜑3, 𝜑4} {} {𝜑1, 𝜑2, 𝜑3, 𝜑4} ∈ 𝜙 {0, 0, 0} 𝐹𝑎𝑙𝑠𝑒

Training Objective

Given an input 𝑥𝑖, a standard cross-entropy loss is used to supervise the image
classification process, which is defined as:

L𝑐𝑒 = −
𝐼

∑︁

𝑖=1

𝑦𝑖𝑙𝑜𝑔(F (𝑥𝑖)), (6)

where 𝐼 is the number of training samples, F (𝑥𝑖) and 𝑦𝑖 are the prediction and ground
truth, respectively.

Domain Soft Label

To enhance the learning of valuable features from diverse domains, we introduce a novel
domain label supervision method that leverages both general and specific information
from each domain patch. Our approach aims to train a versatile classifier capable of
not only making accurate classifications but also determining the contribution of each
source domain. Unlike previous methods that attempt to confuse multiple domains,
we take inspiration from human cognitive processes, where individuals make inferences
based on their retained domain knowledge. Under this perspective, we introduce the
concept of imbalanced domain mixed sample to augment the training process, thus
improving the model’s ability to distinguish between different domains. To achieve
this, we design a simple yet effective domain-imbalanced sampling strategy, where
each patch can be sampled from any source domains or set to zero as 𝜙. For instance,
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considering a domain-mixed image with four patches 𝜑1, 𝜑2, 𝜑3, 𝜑4 from three source
domains 𝑆1, 𝑆2, 𝑆3, Table 1 illustrates the candidate domain soft labels. We use the
Kullback-Leibler divergence as the domain classification loss, which can be defined as:

L𝑘𝑙 = −
𝐽

∑︁

𝑗=1

𝑃(𝑥 𝑗 )𝑙𝑜𝑔
𝐺 (𝑥 𝑗 )
𝑃(𝑥 𝑗 )

), (7)

where 𝑃(𝑥 𝑗 ) is the domain label prediction, 𝐺 (𝑥 𝑗 ) is the domain label ground truth, 𝐽
is the number of source domains in this sample. Finally, the overall learning objective
is formulated as:

L = L𝑐𝑒 + 𝜆L𝑘𝑙 , (8)

where 𝜆 is a coefficient to control the proportion of two loss functions.

3.3 Analytical Evaluation

During the training process, PatchMix integrates information from patches in multiple
source domains to enhance the diversity of training data. The method aims to find a
model 𝑓 ∈ F , such that the loss function, defined as the expectation of the discrepancy
between the hypothetical 𝑓𝜃 (𝑥) and the actual sample 𝑦, is minimized. Formally, this
loss function can be defined as:

L( 𝑓 ) = 𝐸 [ℓ( 𝑓𝜃 (𝑥), 𝑦)] =
∫

ℓ( 𝑓𝜃 (𝑥), 𝑦)𝑑 (𝑝(𝑥, 𝑦)), (9)

where ℓ(·) represents the loss function, 𝑓𝜃 (𝑥) is the output of the model 𝑓 on input
𝑥 parameterized by 𝜃, and (𝑥, 𝑦) is a data sample drawn from the distribution 𝑝, the
goal of the model is to find a 𝑓 ∗ = 𝑎𝑟𝑔𝑚𝑖𝑛L( 𝑓 ). The approximation of L( 𝑓 ) is ERM
can be defined as:

L𝑒𝑟𝑚 ( 𝑓 ) =
1

𝑀

𝑀
∑︁

𝑖=1

ℓ( 𝑓𝜃 (𝑥𝑖), 𝑦𝑖). (10)

The empirical Rademacher complexity of the hypothesis class can be used to define
R𝑀 (F ). This complexity measure is a tool for characterizing the capacity of the
hypothesis class to fit the empirical distribution. It can be defined as follows:

R𝑀 (F ) = 𝔼𝜌

[

sup
𝑓 ∈F

1

𝑀

𝑀
∑︁

𝑖=1

𝜌𝑖ℓ( 𝑓 (𝑥𝑖), 𝑦𝑖)
]

, (11)

where 𝜌𝑖 are Rademacher random variables. By using R𝑀 (F ), we can establish
bounds [52–55] on the generalization error of the learning algorithm. Note that
Ψ(S) = sup 𝑓 ∈F

1

𝑀

∑𝑀
𝑖=1 (L( 𝑓 ) − L𝑒𝑟𝑚 ( 𝑓 )) satisfies the bounded differences property

required by McDiarmid’s inequality. This property means that if we construct S′
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by replacing any one of the (𝑥, 𝑦) pairs in S with another random variable also
drawn from 𝑝, then |Ψ(S) − Ψ(S′) | ≤ 1

𝑀
. As a result, McDiarmid’s inequality can be

used to define the confidence interval as follows: with confidence at least 1 − 𝛿
2

, we

have Ψ(S) ≤ 𝔼𝑆𝑝 [Ψ(S)] +
√︃

ln(2/𝛿 )
2𝑀

. We proceed by bounding the expected value of

𝔼𝑆𝑝 [Ψ(S)] as:

𝔼𝑆𝑝 [Ψ(S)] = 𝔼𝑆𝑝

[

sup
𝑓 ∈F

(

𝔼𝑆𝑞 [L( 𝑓 )] − 1

𝑀

𝑀
∑︁

𝑖=1

L𝑒𝑟𝑚𝑖
( 𝑓 )

)]

(12)

= 𝔼𝑆𝑝

[

sup
𝑓 ∈F

𝔼𝑆𝑞

(

1

𝑀

𝑀
∑︁

𝑖=1

(L𝑞𝑖 ( 𝑓 ) − L𝑒𝑟𝑚𝑖
( 𝑓 ))

)]

(13)

≤ 𝔼𝑆𝑝 ,𝑆𝑞

[

sup
𝑓 ∈F

1

𝑀

𝑀
∑︁

𝑖=1

(

L𝑞𝑖 ( 𝑓 ) − L𝑒𝑟𝑚𝑖
( 𝑓 )

)]

(14)

= 𝔼𝑆𝑝 ,𝑆𝑞𝔼𝜌

[

sup
𝑓 ∈F

1

𝑀

𝑀
∑︁

𝑖=1

𝜌𝑖

(

L𝑞𝑖 ( 𝑓 ) − L𝑒𝑟𝑚𝑖
( 𝑓 )

)]

(15)

≤ 2𝔼𝑆𝑝𝔼𝜌

[

sup
𝑓 ∈F

1

𝑀

𝑀
∑︁

𝑖=1

𝜌𝑖L𝑒𝑟𝑚𝑖
( 𝑓 )

]

(16)

≤ 2R𝑀 (F ) + 2

√︂

𝑙𝑛(2/𝛿)
2𝑀

, (17)

where the 𝜌 is a vector of Radmacher random variables. Similarly, for Ψ(H) with 𝑀

domains and 𝑁 samples in each domain can be defined as:

Ψ(H) = 2R𝑀𝑁 (F ) + 3

√︂

𝑙𝑛(2/𝛿)
2𝑀𝑁

. (18)

To minimize the expected loss L( 𝑓 ), a combination of empirical risk minimization
L𝑒𝑟𝑚, Ψ(S) and Ψ(H) can be utilized, the function L( 𝑓 ) can be defined as:

L( 𝑓 ) ≤ L𝑒𝑟𝑚( 𝑓 ) + 2R𝑀𝑁 (𝐹) + 2R𝑀 (𝐹) + 3

√︂

𝑙𝑛(2/𝛿)
2𝑀𝑁

+ 3

√︂

𝑙𝑛(2/𝛿)
2𝑀

, (19)

where 𝑀 represents the number of domains, 𝑁 denotes the number of training sam-
ples in each domain, and R(𝐹) represents the empirical Rademacher complexity of the
hypothesis class, it becomes evident that PatchMix effectively reduces the generaliza-
tion gap. This reduction is achieved by enhancing the quantity and quality of training
data through the process of patch transformation, as indicated in Eq. (19).

4 Experiment

In this section, we present an overview of the datasets used in our experiments and pro-
vide a detailed outline of the experimental setup. Subsequently, we conduct extensive
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Table 2 PatchMix was compared to common DG methods on four datasets, VLCS, PACS,
OfficeHome, and DomainNet, with the best results shown in bold.

Algorithm Backbone Params VLCS PACS OfficeHome DomainNet Average

ERM [32] ResNet-50 [56] 25.6M 77.4 ± 0.3 85.7 ± 0.5 67.5 ± 0.5 41.2 ± 0.2 68.0
CORAL [34] ResNet-50 [56] 25.6M 77.7 ± 0.5 86.0 ± 0.2 68.6 ± 0.4 41.8 ± 0.2 68.5
DANN [11] ResNet-50 [56] 25.6M 78.7 ± 0.3 84.6 ± 1.1 65.4 ± 0.6 38.4 ± 0.0 66.8
GroupDRO [36] ResNet-50 [56] 25.6M 78.1 ± 0.2 86.8 ± 0.4 68.4 ± 0.1 39.6 ± 0.3 68.2
PatchMix ResNet-50 [56] 25.6M 78.8 ± 0.3 86.1 ± 0.4 68.9 ± 0.2 42.1 ± 0.5 69.0

ERM [32] ViT [4] 86.6M 78.5 ± 0.2 83.7 ± 0.6 78.6 ± 0.3 46.0 ± 0.1 71.7
CORAL [34] ViT [4] 86.6M 78.6 ± 0.4 83.8 ± 0.6 78.7 ± 0.3 46.1 ± 0.0 71.8
DANN [11] ViT [4] 86.6M 78.8 ± 0.3 84.1 ± 0.6 78.9 ± 0.7 46.2 ± 0.5 72.0
GroupDRO [36] ViT [4] 86.6M 78.7 ± 0.4 83.6 ± 0.1 78.7 ± 0.3 46.1 ± 0.5 71.8
PatchMix ViT [4] 86.6M 79.0 ± 0.2 84.5 ± 0.6 80.6 ± 0.3 46.6 ± 0.2 72.7

ERM [32] DeiT-Small [41] 22.1M 78.3 ± 0.1 87.2 ± 0.6 71.4 ± 0.3 45.5 ± 0.2 70.6
CORAL [34] DeiT-Small [41] 22.1M 78.5 ± 0.2 87.5 ± 0.8 72.3 ± 0.3 45.7 ± 0.1 71.0
DANN [11] DeiT-Small [41] 22.1M 78.4 ± 0.2 87.2 ± 0.4 72.8 ± 0.3 45.1 ± 0.7 70.9
GroupDRO [36] DeiT-Small [41] 22.1M 78.6 ± 0.4 87.6 ± 0.3 72.4 ± 0.6 45.6 ± 0.7 71.1
PatchMix DeiT-Small [41] 22.1M 79.1 ± 0.3 88.2 ± 0.6 74.2 ± 0.2 46.1 ± 0.2 71.9

Table 3 In the VLCS dataset, the performance of PatchMix in three different backbones,
ResNet-50, ViT and DeiT-Small.

VLCS

Model Backbone Params Caltech101 LableMe SUN09 VOC2007 Average

ERM [32] ResNet-50 [56] 25.6M 97.6 ± 1.0 63.3 ± 0.9 72.2 ± 0.5 76.4 ± 1.5 77.4
PatchMix ResNet-50 [56] 25.6M 97.9 ± 0.6 65.6 ± 0.8 74.2 ± 0.9 77.5 ± 0.4 78.8

ERM [32] ViT [4] 86.6M 97.1 ± 0.4 64.9 ± 0.6 74.3 ± 0.7 77.8 ± 1.2 78.5
PatchMix ViT [4] 86.6M 97.8 ± 0.4 65.3 ± 0.8 75.1 ± 0.3 77.6 ± 1.1 79.0

ERM [32] DeiT-Small [41] 22.1M 96.7 ± 0.8 65.2 ± 1.0 73.9 ± 0.3 77.4 ± 0.6 78.3
PatchMix DeiT-Small [41] 22.1M 97.4 ± 0.6 66.3 ± 1.0 74.7 ± 0.4 78.1 ± 1.2 79.1

experiments on four common datasets: VLCS, PACS, OfficeHome, and DomainNet.
These datasets encompass a wide range of domains and classes, making them suit-
able for evaluating the performance of our method. After presenting the experimental
results, we delve into a thorough analysis of each factor that could potentially influ-
ence the model’s performance. Through the investigation of various aspects, our goal
is to gain deeper insights into the effectiveness of our approach and its generalization
capabilities.

4.1 Datasets and Setup

Our proposed method was comprehensively evaluated on four benchmark datasets
commonly used in DG research: VLCS [58], PACS [59], Office-Home [60], and Domain-
Net [61]. The VLCS dataset comprises four domains: Caltech101 (1,415 images),
LabelMe (2,656 images), SUN09 (3,282 images), and VOC2007 (3,376 images), col-
lectively containing 10,729 images classified into 5 classes. The PACS dataset consists
of four domains: Art Painting (2,048 images), Cartoon (2,344 images), Photo (1,670
images), and Sketch (3,929 images). It contains a total of 9,991 images classified into
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Table 4 Comparison of PatchMix with different data augmentation methods and image stitching
methods on the PACS dataset with ResNet-50, ViT, and DeiT-Small as the backbone.

PACS

Model Backbone Params Art Cartoon Photo Sketch Average

ERM [32] ResNet-50 [56] 25.6M 88.1 ± 0.1 77.9 ± 1.3 97.8 ± 0.0 79.1 ± 0.9 85.7
JiGen [6] ResNet-50 [56] 25.6M 85.6 ± 0.2 78.1 ± 0.8 96.8 ± 0.3 77.6 ± 0.8 84.5
CutMix [5] ResNet-50 [56] 25.6M 85.7 ± 0.3 76.9 ± 0.7 96.2 ± 0.2 77.2 ± 1.1 84.0
CutOut [57] ResNet-50 [56] 25.6M 84.4 ± 0.2 77.1 ± 0.6 96.2 ± 0.6 76.9 ± 0.7 83.7
MixUp [28] ResNet-50 [56] 25.6M 86.5 ± 0.3 76.6 ± 1.5 97.9 ± 0.2 76.5 ± 1.2 84.4
MixStyle [27] ResNet-50 [56] 25.6M 86.9 ± 0.3 77.8 ± 0.3 98.1 ± 0.2 77.1 ± 0.5 85.0
PatchMix ResNet-50 [56] 25.6M 87.5 ± 0.1 78.9 ± 0.3 98.3 ± 0.6 79.8 ± 0.8 86.1

ERM [32] ViT [4] 88.6M 89.1 ± 0.2 83.4 ± 0.8 99.5 ± 0.1 62.8 ± 1.1 83.7
JiGen [6] ViT [4] 88.6M 90.7 ± 0.6 83.3 ± 0.3 99.0 ± 0.4 60.1 ± 0.9 83.3
CutMix [5] ViT [4] 88.6M 89.1 ± 0.1 81.5 ± 0.4 99.2 ± 0.6 57.9 ± 0.8 81.9
CutOut [57] ViT [4] 88.6M 91.8 ± 0.4 81.7 ± 0.3 98.8 ± 0.5 62.7 ± 0.9 83.8
MixUp [28] ViT [4] 88.6M 90.5 ± 0.2 81.5 ± 0.3 99.8 ± 0.1 64.1 ± 0.8 84.0
MixStyle [27] ViT [4] 88.6M 90.4 ± 0.1 81.8 ± 0.3 98.1 ± 0.6 65.1 ± 0.8 83.9
PatchMix ViT [4] 88.6M 89.7 ± 0.4 80.9 ± 0.6 99.8 ± 0.1 67.4 ± 1.3 84.5

ERM [32] DeiT-Small [41] 22.1M 89.3 ± 0.2 82.4 ± 0.3 98.9 ± 0.6 78.0 ± 1.2 87.2
JiGen [6] DeiT-Small [41] 22.1M 88.9 ± 0.3 82.9 ± 0.3 98.6 ± 0.4 77.9 ± 0.6 87.1
CutMix [5] DeiT-Small [41] 22.1M 88.4 ± 0.3 82.6 ± 0.3 98.9 ± 0.5 77.5 ± 1.6 86.9
CutOut [57] DeiT-Small [41] 22.1M 89.9 ± 0.6 83.4 ± 0.3 99.0 ± 0.4 78.4 ± 0.8 87.7
MixUp [28] DeiT-Small [41] 22.1M 86.3 ± 0.3 83.6 ± 0.3 98.6 ± 0.2 76.8 ± 1.1 86.3
MixStyle [27] DeiT-Small [41] 22.1M 88.5 ± 0.2 83.1 ± 0.3 98.5 ± 0.4 77.8 ± 0.9 87.0
PatchMix DeiT-Small [41] 22.1M 90.6 ± 0.6 83.4 ± 0.2 98.9 ± 0.3 79.8 ± 1.6 88.2

Table 5 Comparison of PatchMix results with ERM on ResNet-50, ViT and DeiT-Small
backbones on the OfficeHome dataset.

OfficeHome

Model Backbone Params Art Clipart Product Real World Average

ERM [32] ResNet-50 [56] 25.6M 62.7 ± 1.1 53.4 ± 0.6 76.5 ± 0.4 77.3 ± 0.3 67.5
PatchMix ResNet-50 [56] 25.6M 63.5 ± 1.0 54.7 ± 0.4 78.3 ± 0.1 79.1 ± 0.6 68.9

ERM [32] ViT [4] 88.6M 78.3 ± 0.8 61.0 ± 0.5 86.5 ± 0.4 88.5 ± 0.2 78.6
PatchMix ViT [4] 88.6M 80.1 ± 0.7 63.5 ± 0.2 88.7 ± 0.5 90.0 ± 0.7 80.6

ERM [32] DeiT-Small [41] 22.1M 67.6 ± 0.7 57.0 ± 0.4 79.4 ± 0.3 81.6 ± 0.6 71.4
PatchMix DeiT-Small [41] 22.1M 71.9 ± 0.4 58.9 ± 0.2 81.9 ± 0.6 84.3 ± 0.3 74.3

7 classes. The Office-Home dataset contains 15,588 images of 65 classes for object
recognition in office and home environments. It is organized into four domains: Art
(2,427 images), Clipart (4,365 images), Product (4,439 images), and Real World (4,357
images). The DomainNet dataset is more extensive, with six domains: Clipart (48,129
images), Infograph (51,605 images), Painting (72,266 images), Quickdraw (172,500
images), Real (172,947 images), and Sketch (69,128 images). It comprises 345 classes
and a total of 586,575 images.
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Table 6 Comparison of PatchMix results with ERM on ResNet-50, ViT and DeiT-Small
backbones on the DomainNet dataset.

DomainNet

Model Backbone Params Clipart Infograph Painting Quickdraw Real Sketch Average

ERM [32] ResNet-50 [56] 25.6M 58.4 ± 0.3 19.2 ± 0.4 46.3 ± 0.5 12.8 ± 0.0 60.6 ± 0.5 49.7 ± 0.8 41.2
PatchMix ResNet-50 [56] 25.6M 59.3 ± 0.6 19.6 ± 0.3 46.8 ± 0.7 13.2 ± 0.1 62.2 ± 0.3 51.6 ± 0.4 42.1

ERM [32] ViT [4] 88.6M 60.9 ± 0.3 27.2 ± 0.1 52.4 ± 0.4 15.8 ± 0.2 65.7 ± 0.1 53.9 ± 0.6 46.0
PatchMix ViT [4] 88.6M 61.9 ± 0.4 27.0 ± 0.2 53.6 ± 0.6 16.1 ± 0.3 66.2 ± 0.3 54.6 ± 0.5 46.6

ERM [32] DeiT-Small [41] 22.1M 62.9 ± 0.2 23.3 ± 0.1 53.1 ± 0.4 15.7 ± 0.6 65.7 ± 0.3 52.4 ± 0.2 45.5
PatchMix DeiT-Small [41] 22.1M 62.7 ± 0.2 25.4 ± 0.6 53.6 ± 0.3 15.4 ± 0.4 66.1 ± 0.1 53.2 ± 0.5 46.1

4.2 Implementation Details

To ensure fair comparisons, we adopt the training and evaluation protocol from
DomainBed [8]. Specifically, we select one domain as the test domain and use the
remaining domains as source domains to train the model. We use Top-1 classifi-
cation accuracy as the performance metric and average all results over three runs
with different random seeds. For all ViT-based methods, including our proposed
approach, we use AdamW [62] as the optimizer and the default hyperparameters of
ERM from DomainBed. These hyperparameters include a weight decay of 5e-04, a
learning rate of 1e-05, and a batch size of 32. To ensure the generalizability of our
proposed approach, we report results using three different backbones: ResNet-50 [56]
(25.6 million parameters), ViT(vit base patch16 224) [63] (88.6 million parameters)
and DeiT-Small [64] (22.1 million parameters). By using multiple backbones, we
demonstrate the effectiveness of our approach across different model architectures.

4.3 Comparison with the SOTA

As evident from Table 2, across the four datasets (VLCS, PACS, OfficeHome, and
DomainNet) and utilizing ResNet-50, ViT, and DeiT-Small as backbone models,
PatchMix achieves results of 69.0%, 72.7%, and 71.9%, respectively. Notably, these
results are 1%, 1%, and 1.3% higher than those obtained by ERM.

VLCS

As shown in Table 3, our approach yielded favorable outcomes in the Caltech101,
LabelMe, SUN09, and VOC2007 domains of the VLCS dataset. Specifically, when
ResNet-50 serves as the backbone, PatchMix achieves a 1.4% improvement over ERM.
Similarly, with ViT as the backbone, PatchMix outperforms ERM by 1.5%, and with
DeiT-Small as the backbone, PatchMix surpasses ERM by 0.8%.

PACS

To better showcase the exceptional performance of PatchMix, this paper conducts com-
parison experiments using ResNet-50, ViT, and DeiT-Small as backbones, along with
three common data augmentation methods, namely CutMix, CutOut, and MixUp.
Additionally, two other methods, JiGen (jigsaw puzzle method) and MixStyle (fusion
style), are included for a total of five methods. As demonstrated in Table 4, our
approach yields significant improvements across all domains of PACS. Specifically, in
the comparison experiment with ResNet-50 as the backbone, PatchMix achieves an
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average accuracy of 86.1% over the four PACS domains, surpassing ERM by 0.4%.
With ViT as the backbone, PatchMix outperforms ERM by 0.8% and MixUp methods
by 0.5%. Furthermore, in the experiment using DeiT-Small as the backbone, PatchMix
exhibits an improvement of 1.0% over ERM methods.

OfficeHome

Additionally, we conducted experiments on the OfficeHome dataset, and the results
presented in Table 5 showcase the exceptional performance of our method across all
four domains. Specifically, PatchMix outperforms ERM by 68.9%, 80.6%, and 74.3%
in the models utilizing ResNet-50, ViT, and DeiT-Small as the backbone, respectively.
These outstanding results confirm the robust generalizability of our method across all
the aforementioned domains.

DomainNet

As presented in Table 6, our method demonstrates impressive performance on the
DomainNet dataset across the six domains: Clipart, Infograph, Painting, Quickdraw,
Real, and Sketch. In comparison to ERM, PatchMix exhibits substantial superiority,
outperforming ERM by 42.1%, 46.6%, and 46.1% when tested with ResNet-50, ViT,
and DeiT-Small as the backbone, respectively.
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Fig. 4 Impact of a different number of patches on system performance in Painting Domain of
DomainNet dataset.
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Fig. 6 Comparing the effects of patch transformations in fixed position and random position.

4.4 Ablation Study and Analysis

Patch Number Analysis

This paper achieves favorable results by dividing images into 4 patches, as evident
from Table 2. To provide a clearer understanding of the impact of the number of
patches on accuracy, we conducted experiments on the dataset comprising six domains
of DomainNet: Clipart, Infograph, Painting, Quickdraw, Real, and Sketch. In these
experiments, we varied the number of patches per image, exploring values of 4, 8, and
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Fig. 7 Effect of different Hyper-parameter values 𝜆 on model performance.

16. The comparison revealed that cutting images into 8 patches yielded better results
compared to cutting them into 4 or 16 patches, as shown in Figure 4. Consequently,
based on our analysis of the VLCS, PACS, OfficeHome, and DomainNet datasets,
we conclude that the relationship between the number of patches and the number of
domains can be defined as follows:

Φ = min{2𝑚, 2𝑚 ≥ 𝑀, 1 ≤ 𝑚 ≤ 𝑀}, (20)

where 𝑀 is the total number of domains, and Φ is the number of patchs. Based on
Equation (20), we set the value of the patch number to 4 for the four domains of
VLCS, PACS, and OfficeHome. In contrast, for the six domains of DomainNet, we set
the value of the patch number to 8.

Patch 𝑒0 Effectiveness Analysis

To assess the impact of using an image-complete micrograph 𝑒0 as a patch on the
performance of PatchMix, we denote {𝑝𝑒𝑖 , 0 ≤ 𝑖 ≤ 𝑛} as the count of each image
containing 𝑒0. As shown in Figure 5, we compare the performance values (accuracy)
of the Art, Cartoon, Photo, and Sketch domains in PACS for ERM + ViT, ERM +
DeiT-Small, and PatchMix from 𝑝𝑒0 to 𝑝𝑒4 respectively. It is evident that at 𝑝𝑒0,
all four domains exhibit the highest performance, as the stitched graph at this stage
closely resembles the original graph. The performance of 𝑝𝑒3 is relatively closer to 𝑝𝑒0,
while the performance of 𝑝𝑒4 is comparatively lower. This trend can be attributed to
the fact that as the 𝑒0 number increases, the difference between the stitched image and
the test image becomes relatively large, leading to a decrease in recognition accuracy.
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Table 7 Analyze the impact of different components of PatchMix on the OfficeHome dataset.

Domain Soft Label Domain-mixed Sample Acc

71.4
✓ 73.5

✓ ✓ 74.2

To further validate the effectiveness of PatchMix, we conduct additional experi-
ments on the PACS datasets. In this set of experiments, we directly take the 224 ×
224 images from each of the three domains and stitch them together to create a larger
672 × 224 image. Subsequently, we modify the DeiT-Small network to accept input
dimensions of [672, 224], but unfortunately, the model fails to converge during pre-
training. we observe that although the model exhibits stronger oscillations, it fails to
achieve convergence, with the accuracy only reaching 23.73% after 60 epochs, which
is a substantial gap from the maximum accuracy of 88.2%.
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Fig. 9 Below are the confusion matrices for both the baseline method and PatchMix on
the PACS dataset. The labels for each class are represented as follows: ’0’ for Dog, ’1’ for
Elephant, ’2’ for Giraffe, ’3’ for Guitar, ’4’ for Horse, ’5’ for House, and ’6’ for Person.

Patch Position Analysis

To investigate the potential impact of patch positioning on accuracy, we conduct tests
using the Art domain from the PACS dataset. Specifically, we evaluate the perfor-
mance of 𝑝𝑒1 to 𝑝𝑒4 at both fixed and random locations. The results, depicted in
Figure 6, demonstrate that the model exhibits similar convergence and accuracy for
the same patch settings, regardless of whether they are positioned at fixed or random
locations. This finding verifies that the position of the image within the patch does
not significantly influence the model’s performance.

Hyper-parameter Analysis

The overall loss of the model consists of two components: L𝑐𝑒 and L𝑘𝑙. To determine
a suitable hyperparameter 𝜆. we conducted experiments on the PACS dataset, and
the results are presented in Figure 7. Remarkably, when setting the hyperparameter 𝜆
to 0.1, the model shows significantly improved convergence compared to other values.

Domain Soft Label Analysis

To evaluate the influence of domain soft labels on the model, we performed exper-
iments on the OfficeHome dataset, using DeiT-Small as the backbone architecture,
as indicated in Table 7. The results are summarized below: baseline (ERM) 71.4%,
domain-mixed sample only 73.5%, domain soft labels + domain-mixed sample up to
74.2%. The results clearly demonstrate that domain soft labels continue to be benefi-
cial in enhancing the model’s performance, as they lead to an improvement of up to
74.2% compared to the domain-mixed sample only accuracy of 73.5%.
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Feature Visualizations

Figure 8 illustrates the t-SNE display results for domain-wise comparisons across var-
ious blocks. Notably, our proposed approach, PatchMix, enables a significant increase
in the overlap between the features of the source and target domains.

Confusion Matrices

To offer a more intuitive comparison between the classification results and the ground
truth values, we employed a confusion matrix to assess the accuracy of our classifi-
cation approach. Notably, when tested on the PACS dataset, our method exhibited a
reduction in false positives, signifying its superior performance compared to the base-
line, which utilized ViT. Figure 9 presents the confusion matrix, further highlighting
PatchMix’s efficacy in generating fewer false positives.

5 Conclusion

This paper proposes PatchMix, a novel domain generalization technique that uses
patch and mixup to enable the neural network to learn global data characteristics
effectively. The method also introduces a domain discriminator as a regularization
term to improve model generalization. Experiments on four benchmark datasets show
that PatchMix outperforms current SOTA methods and presents a new equation for
the relationship between the number of patches and the number of domains. Overall,
PatchMix offers a simple and effective solution to domain generalization in machine
learning.

6 Acknowledgments

This work was supported by the Fundamental Research Funds for the Central
Universities (No.2042023kf1033).

References

[1] Zhou, K., Yang, Y., Qiao, Y., Xiang, T.: Domain generalization with mixstyle. In:
9th International Conference on Learning Representations, ICLR 2021, Virtual
Event, Austria, May 3-7, 2021

[2] Moreno-Torres, J.G., Raeder, T., Alaiz-Rodŕıguez, R., Chawla, N.V., Herrera,
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