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of compressed prerecorded video

Wu-chi Feng, Farnam Jahanian, Stuart Sechrest

Software Systems Research Lab, Department of Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, Michigan, USA
e-mail: {wuchi,farnam,sechreg®eecs.umich.edu.

Abstract. The transportation of prerecorded, compressedadjusting the quality of service to fit the resources avail-
video data without loss of picture quality requires the net-able [10]. Stored video applications, on the other hand, can
work and video servers to support large fluctuations in bandtake a more flexible approach to the latency of data deliv-
width requirements. Fully utilizing a client-side buffer for ery. In particular, they can make use of buffering to smooth
smoothing bandwidth requirements can limit the fluctuationsthe burstiness introduced by data compression. Because the
in bandwidth required from the underlying network and the entire video stream is knowan priori, it is possible to calcu-
video-on-demand servers. This paper shows that, for a fixedate a complete plan for the delivery of the video data that
size buffer constraint, the critical bandwidth allocation tech-avoids both the loss of picture quality and the loss of network
nigue results in plans for continuous playback of stored videdandwidth due to overstatement of bandwidth requirements,
that have (1) the minimum number of bandwidth increasesmaking network and server scheduling easier.
(2) the smallest peak bandwidth requirements, and (3) the The utility of prefetching is quite simple to explain. Since
largest minimum bandwidth requirements. In addition, thisthe bytes for any given frame can be supplied either by
paper introduces aoptimal bandwidth allocatioralgorithm  the network or by a prefetch buffer, the burstiness of the
which, in addition to the three critical bandwidth allocation network bandwidth requirement can be controlled by filling
properties, minimizes the total number of bandwidth changeshe prefetch buffer in advance of each burst by delivering
necessary for continuous playback. A comparison betweemore bytes across the network than needed, and draining it
the optimal bandwidth allocation algorithm and other criti- in the course of the burst. The size of the prefetch buffer,
cal bandwidth-based algorithms using 17 full-length movieof course, determines the size of burst that can be averaged
videos and 3 seminar videos is also presented. out in this way. With a small buffer, only a limited amount
of data can be prefetched without overflowing the buffer, so
the bandwidth required of the network will remain relatively
bursty. With a larger buffer, on the other hand, there is the
possibility that most of the burstiness of a video clip can
be eliminated through prefetching. This, however, requires a
plan for prefetching the data that ensures that the large buffer
is filled in advance of bursts which place high demand upon
1 Introduction the buffer.
In a previous paper, we introduced the notioncoti-

Video applications, such as video-on-demand services, relgal bandwidth allocation(CBA), which provides plans for
on both high-speed networking and data compression. Datémoothing the network bandwidth by utilizing a buffer of
compression can introduce burstiness into video data streant fixed size [6]. The critical bandwidth algorithm allows
which can complicate the problem of network and serverfor long sequences of monotonically decreasing bandwidth
resource management. For live-video applications, the probtequirements, such that, at any point during playback, the
lem of video delivery is constrained by the requirement thatbandwidth allocated is the minimum constant bandwidth
decisions must be made on-line and that the delay betweefecessary to play back the video without buffer overflow
sender and receiver must be minimized. As a result, live-0r underflow. In this paper, we first show that the CBA al-
video applications may have to settle for weaker guarantee§orithm results in plans for the continuous playback of video
of service or for some degradation in quality of service.that have (1) the minimum number of bandwidth increases,
Work on problems raised by the requirements of live video(2) the smallest peak bandwidth requirements, and (3) the
includes work on statistical multiplexing [2, 11], smooth- largest minimum bandwidth requirements. We then intro-
ing in exchange for delay [8], jitter control [12, 13], and duce (and prove) an optimal bandwidth allocation algorithm

for stored video which, in addition to the properties of the
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CBA algorithm, minimizes the total number of bandwidth
changes for continuous, uninterrupted video playback. That
is, the algorithm guarantees that the plan does not cause the
available buffer to underflow or to overflow while producing
the fewest possible changes in bandwidth.

In the following section, a description of the original BeginningofMovie | ,
critical bandwidth algorithm is presented along with an op- “ Frams Nomber
timal version of the a!gorlthm. A _prOOf of o_ptlmallty is also Fig. 1. Critical bandwidth allocation example. Tts®lid line in the graph
presented for the optimal bandwidth algorithm. The evalua-shows a possible graph d%,,,0vs. (i), while thedotted lineshows a plan
tion section compares and contrasts the alternative smoothietermined by the CBA algorithm. Thdbotted set of lineshow the CBA
ing algorithms using 17 full-length Motion-JPEG-encoded algorithm’s bandwidth plan that requires four decreases in bandwidth, while
movies. Finally, a summary and conclusions about the im-he squareson the dotted lines show the junctures between runs. The slope

portance of smoothing to the design of network services i{f ]:afach Fiottgd line is the bandedth req_wrement fpr tlha_t run. The m|n|mur;1
presented uffer size is represented by the maximum vertical distance between the

critical bandwidth allocation plan and the functi@f, e (¢)

End of movie

Bytes

Finovie()

Required buffer space

2 Bandwidth allocation algorithms (see Fig. 1). To avoid buffer underflow, any correct plan must

hhave the total bandwidth received (TBR) at frame i, such

niques attempt to remove the burstiness with appropriatéhat the.fo'llowmg condition holds for all frames, i, within
prefetching and delay. An understanding of how burstinesd"® Movie:
is introduced into a video stream can provide insight into the, (i) < TBR()
effectiveness of the various smoothing algorithms. For prere- ""*“*" = '
corded streams compressed with algorithms such as MPEG The CBA algorithm allocates a decreasing sequence of
[1, 9], burstiness occurs at two scales: in small runs of framegonstant bandwidths at the minimum bandwidths necessary
as a result of the pattern of frame types (I, P, or B) used ino play back the video without buffer underflow. This cor-
compression and at a larger scale with variations in scengesponds to creating a convex arc from the beginning of the
content. As was originally shown, the CBA algorithm can movie to the end of the movie with each run starting and end-
be an effective algorithm in smoothing variations in both ing on the function Fmovie(i), where the slope of each line
pattern and scene content burstiness [7]. In this section, wgrun) determines the bandwidth allocation that is required
review the critical bandwidth algorithm and prove severalfor that run (see Fig.1). As a result, the CBA algorithm re-
of its key results. In addition, we introduce and prove thesults in a plan with monotonically decreasing bandwidths
optimal bandwidth allocation algorithm. [7]. While the CBA algorithm does not observe any lim-
its in available buffer space, it does calculate the minimum
N ) ) necessary buffer to play the video clip with a single mono-
2.1 Critical bandwidth allocation tonically decreasing sequence of bandwidth allocations. The

. . . required buffer size is determined by the maximum verti-

The CBA algorithm without regard to the smoothing buffer .o jistance between the bandwidth allocation plan and the

size creates a bandwidth allocation plan for video data Wh'crfunction Fonovie(i). The magnitude of this minimum buffer
movie .

containsno increasesn bandwidth requirements for contin- size may vary for the same clip, depending on the encoding
uous playback and does not require any prefetching of dat@.peme’ysed and the long-term burstiness that results. Note

before pla_ybgck can begin. By caI(.:uIat.ir)g such a bandwidtfy, ¢ 5 plan that has a single constant bandwidth requirement
plan, admission control is greatly simplified. That is, the net-\ ould have a minimum buffer size of at least this amount
work manager needs to only ask is‘there enough band- but is generally much higher.

width to start the flow of datd?Because the CBA algorithm Formally, let C By, CBy, . .., CB, be the runs created
calculates the minimum bandwidths that are necessary fof)y the CBA'aIgorithrﬁs. Then the critical bandwidh3,
continuous playback, the buffer size requirement for contin-; | bytes per frame, is defined as '
uous playback, may be fairly substantial for long video clips. '

In dealing with compressed video data, smoothing tec

The buffer size requirement, however, is not as large as one S frame;
required by a single constant bandwidth allocation for theC'By = max = 7,
entire video. For clarity, we say that a bandwidth allocation lsisN J

plan consists of runs of constant bandwidth allocations. . . . .

We can describe the intuition behind the CBA algorithm whergN IS the n.umber of frames in the y|deo clip and
with a geometric model. Given any map of frame sizes for a/"@"¢j 1S the size in bytes of frame numbgr Thus, the
particular movie, a graph can be drawn that has the followin ritical bandwidth |s_detgrm|ned by the framig.for which

he average frame size foand all prior frames in the video

function: , clip is maximized. We call frame i, which sets the critical
NS ) bandwidth, thecritical point in the video clip, orC'P,. In
Frovie() = Z FrameSize; . the case where the maximum is achieved multiple times, we
=1 chooseC P, to be the last frame at which it is achieved.
This function is the running summation of frame sizes for  Starting at frame” Py + 1, we apply the definition of the
the movie, and must be a monotonically increasing functioncritical bandwidth to the rest of the clip, resulting@hB; and
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Fig. 2. Critical bandwidth allocation with a maximum buffer constraint. This figure shows a possible gragh, fa) and F,.,(¢). The total delivered
bandwidth (up to some framg, must lie betweerFy,;(:) and Fj,,, (i) or buffer overflow or underflow will occur. Thdotted linesrepresents a critical
bandwidth allocation plan that does not consider buffer overflow. Any time the allocation plan goestah@ije buffer overflow will occur

Fig. 3a,b. Critical bandwidth and critical point example. On thedt is an example calculation of a critical point using the maximum buffer constraint in
which a bandwidth decrease is required in the next run, while omigiine¢ is a similar calculation for the case where a bandwidth increase is required in
the following run. Thefrontiers of the runs are shown wittashed lineswhile the hubs are represented by tha solid lines

Fig. 4. Bandwidth increase search example. For the calculation okrti a search is performed on the line (frontier) connectifig(i) and Flow(j) to
find a starting point such that the critical point for the next run is as far out in time as possible

C P;. Thus, the critical bandwidthg; B,,, are determined by 1) requires no prefetching of data before playback begins

a sequence of critical poirt' P,,, where 2) has the minimum number of bandwidth increase changes
i 3) has the smallest peak bandwidth requirement
CB,= max (ZCPM fmmej) 4) has the largest minimum bandwidth requirement
CP,_1<i<N j—CP,_1

] ] ] ] Using our geometric model, we can graph the functions,
The use of the CBA algorithm is an effective technique £, .(;) and Fj,., (i), where Fi, (i) is the same a®novic (i)

to use for systems that have appropriate amounts of buffeffrom the last section anf,, (i) is Fi.(i) offset by the buffer
ing for several reasons. First, the playback of the video canjze (see Fig. 2). That is,

commence immediately. Second, the admission control al-

gorithm is simple s there enough bandwidth to start the i
channe? Third, these bandwidths are the minimum constantFy:(i) = Z FrameSize; | + Buf ferSize
bandwidth necessary for continuous playback without re- j=1

quiring an increase in the bandwidth allocation. Finally, e d

note that is possible to reduce the beginning bandwidth re- 4

quirement by prefetching data for the initial run. v

Flow(i) = Z FrameSize; .
5=1

2.2 Critical bandwidth allocation

with maximum buffer constraint Any valid plan must have the following condition hold for

all frames,i, within the movie:
Using the critical bandwidth algorithm results in the calcula- . : .
tion of the minimum buffer size necessary to treat the entireFl‘”U(Z) < TBER() < Fyii) -
video clip as a monotonically decreasing sequence of band- Thus, any bandwidth allocation plan must stay between
width allocations. In the event that this minimum buffer size Fj,,, (i) and F},;(i) to ensure that the buffer neither over-
exceeds the buffer space available, then the client must inflows nor underflows in the course of playing the video.
crease the bandwidth in the middle of the video clip, substi-In the presence of a maximum buffer constraint, the CBA
tuting increased network bandwidth for missing buffer band-plans must be modified in the runs that violate the buffer
width. The CBA with a maximum buffer constraint has the limitations.
same properties as the CBA algorithm but increases band- In our discussion, we modify the definition of critical
width only when necessary. As a result, the CBA algorithmpoints and critical bandwidths to work with a maximum
with a maximum buffer constraint (referred to from now on buffer constraint. Given some starting point and the buffer
as the CBA algorithm), results in a plan that occupancy at the starting point, the critical bandwidth is the
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Fig. 5a,b.Bandwidth search example. This figure shows the two representa-
tive cases that arise when the search forkuesults in another bandwidth
increase required in ruh + 1. In @), Fjo.,(m) lies on the line created by
runk — 1. In (b), Fjoq(m) does not lie on rurk — 1

CP;,

Fig. 6a,b. Bandwidth search example. This figure shows the two represen- Frame Number

tative cases that arise when the search for kuresults in a bandwidth

decrease required in run+ 1. In @), Fj,.,(m) lies on the line created by

runk — 1. In (), Fjow(m) does not lie on rurk — 1 Fig. 7. Critical bandwidth allocation with maximum buffer example. This
figure shows a sample construction of the CBA algorithm with a maximum
buffer constraint. Thelotted linesrepresent the runs within the bandwidth
plan

bandwidth such that the buffer limitations are not violated Fig. 8. This figure shows a rui1 that (1) requires a decrease in bandwidth

for the largest number of frames. This results in a uniquefrom the previous run and (2) requires an increase in the next run

run, given the initial starting conditions. Figure 3 shows two

representative examples of critical points for runs that re-

quire a decrease and increase in bandwidth in the followin

run and have an initial buffer occupancy of 0 bytes. For a

run which requires a bandwidth increase in tiextrun, the

critical point is determined by a point aofy,; (), while for a

run which requires a bandwidth decrease in the next run, th

critical point is determined by a point df,, (7). Finally, as

shown in Fig. 3, we use the terhubto refer to the part of Property 1. For a run k which (1) increases the bandwidth

the run that precedes the critical point and the téontier requirement over rurk — 1 and (2) requires an increase in

to refer to the trajectory of the run past the critical point.  bandwidth in runk + 1, the search for runk results in a

To create a bandwidth plan, the CBA algorithm startsunique run which is determined by the slope between the

at frame O with no initial buffer and calculates the critical points Fj,,,(m) and E},;(n), wherem < n.

bandwidth and critical point for the next run. Note, we can  This property essentially says that the search for kun

generally reduce the initially high bandwidth requirement by as shown in Fig. 5, which results in a bandwidth increase in

starting with an initial buffer size> 0, but it requires that run k + 1, is defined by two points, one froRj,.,(:) and the

the start playback of video to be delayed. If the critical point other from£3,;(:). In addition, because ruh + 1 requires an

is on Fy,,(7), then a decrease in bandwidth is required in theincrease in bandwidth, the frontier of run must end on a

next run and the critical point is used as the starting pointpoint on F},,,(3).

for the next run. If the critical point for the run is dfj,;(7),

then an increase in bandwidth is required in the next run.

search on the frontier of the run is performed for a starting

point such that the next run results in a critical point that

is as far out as possible. Thus, bandwidth decreases res

in a convex arc around points af,.(:), while increases

involve a slightly more complicated search. This property is the similar result for bandwidth de-

For a runk + 1 that requires an increase in bandwidth creases. That is, the search in fuis defined by two points,

from the last runk, the bandwidth is allocated at a slope one fromFy;(i) and the other fronf,,(:). Figure 7 shows

such that the run extends as far out in time as possible. Ta sample construction using the CBA algorithm.

implement this, a search is performed on the frontier of run  To recapitulate, the CBA algorithm consists of allocating

k as shown in Fig. 4. The actual search algorithm is not ofruns at their critical bandwidths. For bandwidth decreases,

great importance in the usual case, since these searches dhe end of the run is set to the critical point and the next

relatively infrequent. One can choose to implement eitherun is started on the next frame. For bandwidth increases, a

linear or binary search. This search results in one of two

ases (if it is not the last run in the movie): either an increase
or decrease in the bandwidth allocation is required for the
next run. Examples of these are shown in Figs.5 and 6,
éespectively. This results in the following two bandwidth
increase search properties.

AProperty 2. For a run k& which (1) increases the bandwidth
requirement over rurk — 1 and (2) requires an decrease in
bandwidth in runk + 1, the search for rurk results in a run

hich is determined by a slope between the poiiigm)
and Fj,,(n), wherem < n.
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search is performed on the frontier of the last run to find aruns are grouped into runs that consecutively increase the
starting point such that the critical point of the next run is bandwidth requirements, ruhn+ 1 must decrease the band-
maximized. By searching for a starting point such that thewidth requirement from rurk. Using Property 2, we note
critical point is as far out in time as possible for bandwidth that the search for ruk is performed along the frontier of
increases, an important theorem about the critical bandwidtihun k£ — 1, and that rurk connectsFy;(m) and Fy,,,(n) for
algorithm can be derived. somem < n. Because this run conneck$; (i) and F},,, (%),

any otherbandwidth plan not co-linear with runmust have

Theorem 1.The critical bandwidth allocation algorithm with a higher slope which crosses rin By showing for each

a fixed maximum buffer constraint results in a plan for play- set of consecutive runs that other plans cannot have a mini-

back of video without buffer starvation or buffer overflow .
that has (1) the smallest number of bandwidth increases posr_num peak bandwidth less than the CBA plan, the CBA plan

sible, (2) the smallest peak bandwidth requirement, and (3 esults in the minimum peak bandwidth requirement, thus,

the largest minimum bandwidth requirement roving part 2 of the theorem.
9 q ' To algebraically calculate the CBA plan requires the al-

Proof. Let the CBA plan consist of, runs, each with a con- location of constant bandwidth runs. The calculation of a run
stant bandwidth allocation. We prove the above theorem byequires the starting point for the ruRrames:qr+, and the
showing that all other plans (1) must have at least as manynitial buffer occupancy Bu ff;»i:, at that starting point. To
bandwidth increases, (2) cannot have a smaller peak bandalculate a run starting fromi'rames.q,+ With initial buffer
width, and (3) cannot have a larger minimum bandwidth. Buffn:., let

We first break the: runs into sets of consecutive runs
which increase the bandwidth requirements from the previ-
ous run in the CBA plan. Let rui be the first run in each
set, and let each set be numbered froto &, i < k. Be-
cause rur¥ is the first run in a set of bandwidth increases, FrameAve;
run: — 1 must have decreased the bandwidth overirur2. <( J¥i FrameSize;) — Bmem)

— FrameAve; be the average frame size from the begin-
ning of the run to the ith frame within the run. This can
be defined as:

This implies that ruri—2 is determined by a critical point on J=Framestare
Fi,,(2) and that runi — 1 starts onFj,,,(z). In addition, the
critical point for runi — 1 must be onF},;(4). This situation

7

is shown in Fig. 8. — MaxBW, be the maximum average bandwidth sustain-
We now note that because rdn- 1 connectsFj,.,(m) able from the beginning of the run to the ith frame that

and Fy,;(n) for somem < n, any otherbandwidth plan not does not overflow the buffer. This can be defined as

co-linear with runi — 1 must have a run that has a slope o BufferSize

less than that chosen by run- 1, resulting in a smaller MazBW; = 12}'22‘ (meeAvej + i .

bandwidth. By showing this for all the sets of consecutive B ) ] ]
bandwidth increases, part 3 of the proof is shown. That is, Then, the critical bandwidth for a run is defined as a
any other bandwidth plan cannot have a higher minimumsSet of k frames such that the following holds for all frames
bandwidth than the CBA plan. within the run:

To show part 1 of the theorem (CBA results in the mini- max FrameAve; < MazBWj
mum number of bandwidth increases), we first consider ruri<i<k
1 — 1. We note that any other plan not co-linear with run gnd such that
¢ — 1 must have a run that crosses rua 1 with a lower
bandwidth requirement (smaller slope). As a result, any otheg 2%, FrameAvej > MaxBWi.y .
plan cannothave a run that starts on or behind the hub of — _
runi—1 and cross the frontier of run— 1. Thus, any other
bandwidth plan must also increase the bandwidth require€'B = max FrameAve; .
mentbeforecrossing the frontier of run— 1 (see Fig. 8). In 1sj<k
the search for a rup the CBA plan maximizes the distance To calculate the critical bandwidth plan, we start with
reachable by run by performing a search along the fron- the first frame with no initial buffer and then calculate the
tier of runi — 1. Because any other bandwidth plan mustcritical bandwidth for the first run. If the critical point for
increase its bandwidth before crossing the frontier of runthe first run is alongf},., (i), then a decrease in bandwidth
¢ — 1, it cannotcross the frontier created by run other-  is necessary or the buffer will eventually overflow. The next
wise, the CBA algorithm would have found the same run inrun is then started at the critical point with initial buffer 0. If
its search along the frontier of run— 1. Because at each the critical point for the first run is along},;(¢), then a band-
step the other bandwidth plans also require an increase iwidth increase is necessary for the next run. As described
bandwidth and can never pass the frontier created by that cgarlier, a search is then performed on the frontier of the run
the CBA plan, the set of consecutive increases is minimumfor a starting point that maximizes the point reached by the
Applying this to all the sets of consecutive increases allowsnext run using the above equations. Note that this search
us to prove part 1 of the theorem. That is, the CBA planinvolves a fairly trivial calculation to find the appropriate
results in the minimum number of bandwidth increases. initial buffer for the next run.

Finally, to show that the CBA results in the minimum Using the critical bandwidth algorithm with a fixed size
peak bandwidth requirement, let us examine kuaf each  buffer minimizes the number of bandwidth increases re-
set of consecutive bandwidth increases. Because the set gliired during the playback of a video clip. In addition, it

The critical bandwidth for the run is then
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2000 T om omontie of the movie. The actual bandwidth used for the last run
22000 L Ave. Alos pacar B Alloc, —— | can be chosen so that it falls within the range of bandwidth

allocations already used, or it can be chosen in such a way as
to minimize the bandwidth or minimize the allocation time
of the channel.

For runs which require a bandwidth increase in the next
run, the same search is performed as in the CBA algo-
rithm, resulting in a search on a line connectifig(m) and
Fiow(n), with m < n (see Figs.5 and 6). For runs which
require a bandwidth decrease in the next run, a search at the
end of the current run results in four other possible outcomes.
These representative outcomes, which are essentially mirror
images of the four bandwidth increase cases, are shown in

8000 L—+ : L L . . L . . Figs.10 and 11. For a rub which decreases the bandwidth

Movie Franses (Minutos) from the last run, a search along a line that touchigg (m)
Fig. 9. This figure shows the same sample clip from the m@&peed The anth??(n)’ withm < nis performed to f_md a starting point
solid lineshows the bandwidth allocation plan using the OBA algorithm and fOr the next run that maximizes the point reachable for run
a 2-MB buffer, while theneavier dotted linshows the CBA algorithm. The k. This new line segment maximizes the critical point for the
main difference between the algorithms is that the OBA algorithm combinesnext run, while providing a transition from the last run to
all the bandwidth decreases into a few request the current run. This leads to two bandwidth decrease search
properties that are parallel to Properties 1 and 2.

20000

18000

16000

14000 ¢

Bandwidth Allocation (Bytes/Sec)

12000

10000

also has the smallest peak bandwidth requirement and thBroperty 3. For a runk which (1) decreases the bandwidth

largest minimum bandwidth requirement. An example of requirement over rurk — 1 and (2) requires an increase in

CBA smoothing can be found in Fig. 9. bandwidth in runk + 1, the search for rurk results in a run
which is determined by the slope between the pdihts(m)
and Fy;(n), wherem < n.

2.3 An optimal bandwidth allocation algorithm This property essentially says that the search for fun
as shown in Fig. 10, which results in a bandwidth increase

Using the critical-bandwidth-based algorithm, it is possiblein run k + 1, is defined by two points, one froif,., (i) and

to minimize the total number of bandwidth increases for thethe other fromF},;(7). In addition, because rui+ 1 requires

continuous playback of video. The CBA plans, however,an increase in bandwidth, the frontier of rikmmust end on

may require many adjustments that decrease the bandwidt point onFj,., (3).

requirement. For networks that place a premium on inter- . .
acting as little with the clients as possible, the CBA can peProperty 4. For a run k which (1) decreases the bandwidth

extended to have all the properties from Theorem 1 while'€duirement over rurk — 1 and (2) requires an decrease in

C : bandwidth in runk + 1, the search for rurk results in a run
also minimizing the total number of bandwidth changes re--"¢"." " : ’
quired. Theoptimal bandwidth allocatiofOBA) algorithm  Which is determined by a slope between the poinigim)
results in the same number of increases in bandwidth, th&nd Fow(1), wherem < n.
same smallest peak bandwidth, and the same largest mini- This property is the similar result for bandwidth de-
mum bandwidth as the CBA algorithm. The OBA algorithm creases. That is, the search in fuis defined by two points,
differs from the CBA algorithm by not returning bandwidth one from F},;(i) and the other fron¥,,.,(i). See Fig.11. A
to the network as soon as it has passed the critical point thaiample construction is shown in Fig. 12. Using this "greedy”

required the bandwidth. Instead, the OBA algorithm mayapproach in the allocation of each run within the OBA plan
hold the bandwidth past the critical point for a run in order results in the following theorem:
to reduce the number of decreases in bandwidth required . . _
and, hence, minimizes the interactions with both the net_Theorem 2. For video playback allocation plans using a
work and server. As a result of this, the OBA algorithm fixed size buffer, for wh.|ch €) the' bytes_dellverable are
has very few changes in bandwidth for a moderately sizedual to the aggregate size of the video clip and (b) where
buffer. In the rest of this section, we describe the OBA strat-Prefetching at the start of the movie are disallowed, the OBA
egy for the delivery of prerecorded video. We continue to@ldorithm results in (1) the smallest peak bandwidth, (2)
use the definitions of critical bandwidths and critical points the largest minimum bandwidth, and (3) the fewest possible
stated in the last section. bandwidth changes.

For our geometric model, the OBA algorithm allocates proof, To prove this theorem, we use the notation
runs by performing a search on the frontier of each run such
that the critical point for the next run is maximized. As a [inc, inc] — for a run which increases the bandwidth from

result, the OBA algorithm attempts to allocate runs such the last run and requires an increase in bandwidth
that each run maximizes the point reachable. At the end of a in the next run

particular line (run), there are two possibilities for the next [inc, dec] — for a run which increases the bandwidth from
run, either increase or decrease the bandwidth requirement. the last run and requires a decrease in bandwidth in

For our discussion, we ignore a run which can reach the end the next run
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Fig. 10a,b.Bandwidth search example. This figure shows the two representative cases that may resulk fahicim decreases the bandwidth requirement
from run k — 1, but requires a bandwidth increase for rfua 1

Fig. 11a,b. Bandwidth search example. This figure shows the two representative cases that arise when the searéhrisultsmin another bandwidth
decrease required in run+ 1. In @), Fp;(m) lies on the frontier created by run— 1. In (b), F};(m) does not lie on the frontier of ruh — 1

Fig. 12. Optimal bandwidth allocation construction example. This figure shows a sample construction of the optimal bandwidth allocation algorithm. Note,
this plan includes only four runs, while the same plan in Fig. 7 required six runs using the CBA algorithimeahesolid lineshow F},;(z) and Fj ., (),

while the light solid linesshow the slopes (bandwidths) selected by the optimal critical bandwidth allocation algorithndofeé linesshow the lines

along which the searches were performed to maximize the critical points of the following runs

[dec, inc] — for a run which decreases the bandwidth fromFurther, suppose that this plan is not optimal in the number
the last run and requires an increase in bandwidthof bandwidth changes. Therefore, another plalaiyesier,
in the next run must exist that has fewer thaki bandwidth changes in it.
[dec, dec] — for a run which decreases the bandwidth fromAs a result, there must exist at least one rurmplinyesie,
the last run and requires a decrease in bandwidth irthat spans greater than one run freian,,;. As will be
the next run shown, this cannot happen.

To prove part 1 of the theorem (smallest peak band- For algorithms that do not allow prefetching, both band-
width), let us consider all of theirjc, ded runs within the width plans must start on the first frame and have nothing

. in the smoothing buffer. As a resulplan,,:, whether it
grﬁggrlaé)néng\;ﬁ(tj;ﬁ’sttlieetrtjhng[éhgégﬁr?%gorﬂgqeg bgr(;urjs O]Jrequires an increase or decrease in bandwidth in the next
erty 2, runi is deterrﬁined by a’hub that runs frzéﬁay(m) t[()) run, results in a plan that has a critical point greater than or
Flow () for somem < n. We then note that any other plan equal to the first run imlanyese- If @an increase in band-

h . : . width is required in the next rumlan,,: picks the band-
that is not co-linear with rui, must have a run that crosses width such that any more bandwidth would result in buffer

the hub of runi. Because this slope must be greater thanoverflow before the critical point of the first run janp;.

that from FJ,;(m) 10 Fioy(n) in order to cross it, no other Any less bandwidth results in a critical point that is before

run can have a smaller bandwidth requirement that Crosses . .ritical point of the first run iplan,,,. If a decrease

thepéjbr%fvgumért 2 of the theorem. the mirror of part 1 is in bandwidth is required in the next run, then by definition,
P P ’ P plany, has chosen the minimal bandwidth necessary with-

gsBeg. II:; u_ls_h;ct)r}zldﬁ]rearllurc]); ?ﬁsocdr:gg(;ug] S rﬁgg'gftﬁ]aer erout overflow resulting in the furthest critical point possible.
plan. ' Y 9 Thus, planyete,- CaNNOt have a critical point that is further

ga?ngﬁghf{egmﬂggebc' S%Jgnthg(ta rLunnstrEé onp)etréy out thanplan,,; for the first run, and hence, cannot cross
F, ( )Zfor somem < )\/Ne then note that an Ogtﬁzr lan the frontier of the first run irplan,,: in the first run.
hi\ll mes . y P For each run after the first rup/an,,; starts by exam-

:Ezt ﬁigogfcﬂnegreghhséu?ﬁirsngf; hea\:r?uitnkj)re]: tg;taﬁgsfﬁ:nining the frontier of the last run and finds a starting frame
‘- P that maximizes the critical point of the current run. This

0 1 1 Jo cros 1, o Olersearch i sy perormed s ine comnecirg. (1) anc
9 q Fhi(i) OR Fy;(i) and F},,,(i). Because this search is on a

hub of runi. . . .
.. line that connects Fhi and Flow whiglian.,:., must cross,
L e e e S b o0, camno pick et run that s anger than e e
9 chosen byplan,y:. Otherwise plan,,: would have found it

bandwidth changes. Suppose the OBA algorithm creates & . . . e
bandwidth planplan,y:, that has¥ bandwidth changes in it. fi its search. We continue this process for all runs within the
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plan,,:. Because every ith run iplangetor Cannot have a  Our experiments confirmed our theoretical hypothesis and
critical point further than the ith run iplangp:, planpetter showed that for a small amount of client-side buffering we
must have at least as many runs @an,,. Therefore, can indeed reduce the number of bandwidth changes nec-
plang,: results in the fewest number of bandwidth changesessary to a small number. To our surprise, we found that
In order to algebraically construct the OBA plan, we having 20 MB of buffer space on the client-side could re-
use the same algorithm for finding the critical bandwidth duce the total number of changes for any of the clips tested
and critical point for a run as defined in Sect. 2.2. The OBAto less than 10. We expect that with tighter video encodings
plan then consists of three types of allocations: the beginninghat take advantage of temporal redundancy between frames,
run, a run that decreases the bandwidth allocation, and a rusuch as MPEG, that similar numbers can be achieved with
that increases the bandwidth allocation. smaller buffers. In the rest of this section, we describe our
The beginning run does not have any prefetch in orderexperimental set-up and the video clips that were digitized.
to minimize the latency between channel set-up and the beln addition, a more in-depth look at the performance of the
ginning of playback. Therefore, the first run, is set to thecritical bandwidth allocation based algorithms is presented.
critical bandwidth and critical point for the run starting at
the beginning of the movie with an initial buffer of 0. Next,
if the critical point for the run lies orfj,,(7) a bandwidth 3.1 Experimental set-up
decrease is required in the second run. If the critical point
for the run lies onF},;(7) a bandwidth increase is required To test the effectiveness of the various smoothing algorithms,
in the second run. we needed to digitize a few full-length movies. In previous
In the calculation of a run that decreases the bandwidthwork, we found that using the critical bandwidth allocation
allocation, a search on the frontier of the previous run isapproach on smaller clips created plans that required no in-
performed to determine how long the bandwidth should becreases in bandwidth and required small amounts of buffer-
held past the previous run’s critical point (See Figs. 10 andng to achieve this. To get a better representation of how
11). The search finds a framg, such that using the same the algorithms perform, we needed to capture a larger set of
bandwidth allocation from the end of the last run resultsfull-length movies.
in the critical point in the current run to be as far out as  Our PC testbed consists of a Pioneer Laser Disc player, a
possible. The bandwidth for the run is then set to the criticalMiroVideo DC1tv capture board, and a Pentium 90 proces-
bandwidth of the last run up to, and including, fragnevhile sor with 32 MB of memory. The MiroVideo Capture board
the bandwidth from framg + 1 to the critical point is set is a Motion-JPEG compression board. We do not have the
to the critical bandwidth for the run starting on frame 1,  equipment to perform rapid MPEG encodings. Because the
with the appropriate initial buffer. basic routine for encoding I-frames within an MPEG video
In the calculation for a run that increases the bandwidthare derived from the JPEG compression standard, the frame
allocation, a search on the frontier of the previous run is persizes for our experimental video data are roughly equiva-
formed to find a framek, such that the current run reaches lent to all I-frame encoded MPEG video movies. The CBA
as far a frame as possible. The current run is then started oiind OBA algorithms are most sensitive to scene content
frame k and has its bandwidth allocation set to the critical changes and not pattern burstiness, however, the size of the
bandwidth starting from frame. resulting streams strongly affects the buffer requirements.
For each subsequent run, we simply apply the same algaMIPEG encoded video could achieve the same performance
rithm to determine which of the calculations to use (whetherwith buffers that are approximately 4-6 times smaller. We,
for increasing or decreasing the bandwidth). A sample allotherefore, expect that the results presented here are some-
cation plan is shown in Fig. 9. what conservative compared to a system using MPEG as its
compression standard. The Miro Video board digitized the
movies at 64& 480 and then subsampled them to 32240
3 Evaluation of algorithms with guaranteed VHS picture quality.
Using our testbed, we captured 17 full-length movies at
From the point of view of network and server managementa range of 0.85-1.61 bits per pixel. The statistics for these
load estimation and admission control are crucial to provid-videos are shown in Table 1. In digitizing the video data, we
ing guarantees of service. These can be greatly simplifieéittempted to capture a variety of different movies in order to
if all channels exhibit constant behavior. In the absence okexamine the effects each had on the smoothing algorithms.
an entirely constant bandwidth allocation, the amount eaciThe Beauty and the Beasideo is an animated Walt Disney
channel strays from this constant allocation will determinemovie, resulting in scenes with a lot of high-frequency com-
the network’s performance. Several measures that influencponents as well as scenes that had large areas of constant
this performance are the frequency of requests for increasecblor. The1993 NCAA Final Fouwideo is a documentary
bandwidth, the size of these increase, and the peak bandlescribing theNCAA Final Fourbasketball tournament, re-
width requirements. The frequency and size of decreasesulting in many of the scenes with lots of detail. As a result,
can be interesting as well if the network management makethe 1993 NCAA Final Fourvideo had the highest average
some provision for lowering a bandwidth reservation. bit rate. The rest of the movies are a mix of conventional
To compare and contrast the differences between thentertainment containing a wide range of scene content, in-
critical bandwidth allocation based approaches, we digitizectluding digital effects and animations. TiS&minarvideos,
and Motion-JPEG compressed 17 full-length movies and 3as previously mentioned, contain single scenes and, thus,
seminars presented in our department to use as test dataave the smallest variation in frame sizes.
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Fig. 13. Critical bandwidth allocation minimum buffer requirement. This figure shows the maximum buffer requirements for the movies encoded using the
CBA algorithm with no buffer limitation

Fig. 14. Bandwidth change requests. The graphs show the total number of required bandwidth allocation change requests for Sipeeddvlie OBA
and CBA algorithms were run on the entire video clip for varying buffer sizes in 1-MB increments

Fig. 15. Bandwidth changes for all movies. This graph show the number of bandwidth changes required for all of the sample movies using a 10- and
30-MB buffer and the OBA and CBA algorithms

Fig. 16. Bandwidth decrease requests. The graphs show the total number of bandwidth allocation decrease requests for $peeddvie CBA and
OBA algorithms were applied to the movie segment with different buffer capacities

3.2 Critical bandwidth allocation without buffer constraint sustained area of smaller frames followed by a sustained
area of larger frames, the amount of buffering tends to be

When sufficient buffering is available, allocating the band-mUCh higher. As_examples, the seminar wdgos require T“‘%Ch
width plan using the critical bandwidth algorithm without smaller buffer sizes, because both the size and variation
a buffer constraint is useful because, in a system where afPf fra_lmes Slzes are small in these videos. Ehe. V|_de(_)s .
streams are using this algorithm, admission control become€dUIre proportionately Iarger buffers_ as the quality is in-
trivial. The admission control algorithm simply sees if there creas_ed. Because these videos exhibit the same Iong-ter_m
is enough bandwidth to start the flow of data. Recall thatburstmess, 'ghe dlff.er_ences are due mostly to the Increase in
the critical bandwidth algorithm results in a monotonically the frame sizes W'.th'n th? v_|deqs. Just the average size of
decreasing sequence of bandwidth allocations. In additionframes’ however, is not indicative of the minimum buffer

. : quirements. The movi8peedequires a larger buffer than
g‘cecgg)?ggigktﬁé t::tv\cgjrio can start once the video has bee e E.T. (Quality 100) video even though both the variance

As shown in Fig. 13, the amount of buffer required to in frame sizes and the average frame sizes are smaller in the
play back the sample videos varies quite a bit. The total peetdwdeg. T?us, the tzjuft'fer sllze IS grlmarllytr?ule to ttr:]e q
amount of buffering depends primarily on three factors, the ong- errr; urstiness, "ﬂh O.?j esser degree, the length an
average size of the frames, the length of the video, andVeérage frame sizes of the videos.
the long-term burstiness of the video. If the movie has a
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Table 1. This table shows the statistics of the Motion-JPEG video clips that were digitized with the MiroVideo
capture board and used in the evaluation of the critical bandwidth algorithms

Video clip name Quality Length Ave.Bit Rate Max frame  Min frame  Std. dev.
(min)  (Mbits/s) size (bytes) size (bytes) (bytes)
Beauty and Beast 90 80 3.04 30367 2701 3580
Big 90 102 2.96 23485 1503 2366
Crocodile Dundee 90 94 259 19439 1263 2336
ET 75 75 110 1.51 14269 1153 1840
ET 90 90 110 2.17 19961 2333 2574
ET100 100 110 3.78 30553 6827 3294
Home Alone I 90 115 2.73 22009 3583 2480
Honey, | Blew Up the Kid 90 85 3.32 23291 3789 3183
Hot Shots, Part Duex 90 84 3.06 29933 3379 3240
Jurassic Park 90 122 2.73 23883 1267 3252
Junior 90 107 3.36 25119 1197 3188
Rookie of the Year 90 99 298 27877 3531 2731
Seminar 90 63 2.07 10977 7181 592
Seminar2 90 68 2.12 12309 1103 608
Seminar3 90 52 2.26 11167 7152 690
Sister Act 90 96 2.86 24907 1457 2608
Sleepless In Seattle 90 101 2.28 16617 3207 2459
Speed 90 110 2.97 29485 2741 2707
Total Recall 90 109 2.88 24769 2741 2692
1993 Final Four Video 90 41  3.95 29565 2565 4138

3.3 Bandwidth changes

3.4 Bandwidth decrease requests

As Fig. 14 shows, the OBA algorithm results in a fewer As shown in Fig. 16, the total number of bandwidth de-
number of bandwidth changes than the CBA algorithm forcreases for th&peed/ideo are similar to the total number of

a given buffer size, as expected. As an example, using thbandwidth change graph (Fig. 14). This is not entirely unex-
Speedvideo, a 5-MB smoothing buffer, and the OBA al- pected because the CBA and OBA algorithms result in the
gorithm results in 21 bandwidth changes over the 110-minminimum number of bandwidth increases necessary for con-
movie, while the critical bandwidth algorithm requires 37 tinuous playback. Thus, a large percentage of the bandwidth
changes in bandwidth. On average the optimal bandwidtithanges are due to decreases in bandwidth, which from a net-
allocation algorithm requires a bandwidth change approxi-work point of view should be easier to satisfy. In comparing
mately every 5min. After the initial start of the movie, the the optimal bandwidth algorithm with the critical bandwidth
Speedmovie using the OBA algorithm has a minimum run algorithm, we see that the main difference between these al-
length of approximately 1 min and 45s and a maximum rungorithms is in the number of bandwidth decreases (as shown
length of approximately 14 min. By using a 10-MB buffer by the same relative differences in total bandwidth changes
for buffering, the shortest and longest run lengths grow toand total number of decreases). The CBA algorithm allo-
13min and 25.5min, respectively. As a result, a modestcates each run at the minimum bandwidth requirement to
amount of buffering can reduce the number of interactionsavoid underflow, while the optimal bandwidth starts each
required from the network to the order of tens of minutes. run at the minimum bandwidth requirement but holds the
As shown in Fig. 15, the total number of bandwidth bandwidth past the critical point of the run to prefetch data
changes required for the rest of the video data are relativelyor the next run.
small even for a 10-MB buffer with loosely encoded video.
For a 10-MB smoothing buffer, the moviE.T. (Quality
100) requires 23 bandwidth changes with the OBA algo-3.5 Bandwidth increase requests
rithm, which is the maximum number of changes required
for all the movies using the OBA algorithm. On average, For bandwidth increases, using the CBA and OBA algo-
the OBA algorithm results in 73% fewer bandwidth changesrithms results in the same number of increases across all
than the CBA algorithm for a 10-MB smoothing buffer and buffer size constraints for each movie, as expected. As
63% fewer bandwidth changes at 30 MB. The distinction be-shown in Fig. 18, the number of increases required for the
tween increases and decreases in the bandwidth allocatianovie Speeddrops to five increases for buffers greater than
plan can be useful, because the requests for decreases 8MB and drops to only two increases for buffers greater than
bandwidth can generally be satisfied, while increases may4 MB. As a result, interactions with the network for more
require further negotiations with the network. In addition, bandwidth are required, on average, every 21 and 55 min for
it highlights the main differences between the various algo-an 8- and 14-MB smoothing buffer, respectively! As shown
rithms. in Fig. 19, all the other movies exhibit similar behavior to
the Speedvideo.
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Fig. 17. Bandwidth decreases for all movies. This graph show the number of bandwidth decreases required by the OBA and CBA algorithms for 10- and
30-MB buffers for all the sample movies

Fig. 18.Bandwidth increase requests. The graph shows the total number of bandwidth allocation increase requests for 8peetbiMire CBA and OBA
algorithms were applied to the video with different buffer capacities, all resulting in the same number of bandwidth increases

Fig. 19. Bandwidth increases for all movies. This graph shows the number of bandwidth increases required using the OBA and CBA algorithms with a
10-MB and 30-MB buffer

Fig. 20. Peak bandwidth utilization for aAll movies. This figure shows the utilization of resources allocated using the peak bandwidth requirement and the
OBA and CBA algorithms (with no initial prefetching at the start of the movie)

3.6 Peak bandwidth requirements high bandwidth requirement is passed, a lower peak band-
width requirement results for the rest of the movie. To show

For systems that allocate resources based on the peak barfflis, we have also graphed what we call thenbling uti-
width requirements, the peak bandwidth requirement can pdization measurement, which measures the utilization of the
an important measure. While the peak bandwidth requirebandwidth reserved in the same way as the peak bandwidth
ment gives the amount of resources necessary, it does néfilization measurement, with one exception. Once the peak
give a method for comparing the results of different movies.Pandwidth requirement has passed for the entire movie, the
To show the effects of smoothing on our sample movies pandwidth can be reduced to the peak bandwidth for the
we have assumed that the peak bandwidth requirement st of the movie. An example of the tumbling bandwidth
used for the entire movie and then calculated the utilizatiorttilization calculation is shown in Fig. 21. As Fig. 22 shows,
of the bandwidth reserved. The peak bandwidth utilizationthe tumbling bandwidth utilizations are much higher than the
measurements are shown in Fig. 20. From this graph, w@eak bandwidth utilization measurements, mostly due to the
see that some movies (particularly the ones with low uti-initially high bandwidth requirement of the OBA plans. The
lization) do not improve their utilization of bandwidth be- mMovie Junior has the lowest utilization of all the movies.
tween 10 MB and 30 MB of buffering_ The main reason for This movie has a |al’ge burst of frames at the end of the
this is that the optimal bandwidth algorithm may have anmovie, resulting in the peak bandwidth requirement at the
initially high bandwidth requirement in order to satisfy a €nd of the movie, resulting in a lower utilization than ex-
low-latency start of the video, however, once this initially hibited by the other movies. With the exception Jfnior,
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Peak Flan Many live-video applications have fairly consistent band-

N width requirements across time, although compression will
E]:ﬂ:ﬁ lead to pattern burstiness at a small scale. This sort of video

Peak plan = 24 units Peak Util = 15/24 stream can be smoothed by an algorithm with a narrow win-
EE@IE < dow [8]. On the other hand, streams such as stored movies
Tumbling Plan are inhomogeneous at the level of scenes within the movie.
CBA Plan = 15 units To effectively smooth such streams, it is necessary to exam-
B:@jiﬁ ine longer segments within the stream. This is the approach

Tumbling Util = 15/21 taken by the CBA and the OBA algorithms. Both algorithms
aggressively prefetch data to smooth network bandwidth re-
quirements and differ on the approach used in returning
bandwidth back to the network. The critical bandwidth algo-

Tumbling plan = 21 units

I Aok P Iy rithm calculates a bandwidth plan such that the bandwidth
1§ v \ W coatoms is returned as soon as the critical point that forced the band-
| v cBAcomB width is passed. The OBA algorithm, on the other hand,
| W | B osatows continues to hold the bandwidth until the optimal amount of
%{ H A osasoms prefetch for the next run is obtained, minimizing the number

of interactions necessary with the network and server.

The choice between using the OBA algorithm and the
CBA algorithm depends on the network cost model. In some
cases, it may be more beneficial for the network to have
the clients allocate at their minimum constant bandwidth re-
quirements, making the critical bandwidth algorithm more
useful. In other cases, it may be more beneficial for the net-
work to have as few interactions with the video application
22 as possible, in which case, the OBA algorithm may be the
Fig. 21. Peak utilization vs. tumbling utilization. This figure shows the appropriate choice.
difference between Fhe_ peak a_nd tumblirjg utilization_ calculations. The The amount of buffering needed in any system depends
bCBA plan (eavy solid ling requires 15 units of bandwidth (represented ,, the sjze of the data stream and the effectiveness of

y square$. The tumbling utilization plan always results in a utilization . . . . .
greater than or equal to the peak utilization encoding. Th(_a video clips used in our analysis do not t_ake
Fig. 22. Tumbling bandwidth utilization for all movies. This figure shows advantage of inter-frame dependencies, however, these inter-

g9 g g ; :
the tumbling utilization for the OBA and CBA algorithms on the sample frame depend«_anmes tend to reduce the number of bandV\”d'fh
movies. The tumbling utilization is the same as the peak bandwidth requireChanges required as long as the pattern of frame types is
ment utilization, except once the peak bandwidth requirement is passed, eepeating. Nonetheless, our results are indicative of the re-
channel may reduce its peak bandwidth requirement once the peak hasources required for smooth video delivery. These require-
passed ments are not large in terms of today’s workstations and
should be achievable for tomorrow’s televisions.

it is interesting to note that the optimal bandwidth algorithm !N the playback of video, VCR functions such as stop,

result in utilizations between 94% and 100%, with 10 of the P2uSe, rewind, and fast-forward may be required. For ac-
movies having greater than 99% utilization. cesses that occur around the point of playback such as pause

or a short rewind, the buffer can be used to service some of
the requests. For these local requests, the only change nec-
4 Summary and conclusions essary to the bandwidth plan is that the reservations must be
moved forward in time. Because the CBA-based algorithms
The smoothing of video data will play an important role in have nearly constant bandwidth allocations (as exhibited by
the design of video playback systems. Smoothing of comtheir 90+be efficiently handled. For accesses that are more
pressed video data through prefetching allows the data delivvandom, the use of contingency channels can be used to re-
ery service to substitute buffer bandwidth for network band-turn the user to the originally agreed upon bandwidth reser-
width. By smoothing the rate of video transmission throughvation level [3]. A more in-depth handling of VCR functions
buffering, network and server scheduling can be simplified.in bandwidth smoothing environments can be found in [4]
In this paper, we have proven that the CBA algorithm re-and [5].
sults in plans for the continuous playback of stored video
that have (1) the minimum nu,mber of ,ba”dW'dth Increa‘SesAcknowledgementsThis work was supported by the National Science
(2) the smallest peak bandwidth requirements, and (3) th@oundation under grant CCR-9502341.
largest minimum bandwidth requirements. We have also in-
troduced the notion of the OBA algorithm which is based
on the critical bandwidth algorithm. As we have shown, this
OBA algorithm, in addition to having the three CBA proper-
ties, also minimizes the total number of bandwidth changes
required, making the best use of the available buffer band-
width.
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