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Abstract Data-centric AI is at the center of a fun-

damental shift in software engineering where machine

learning becomes the new software, powered by big data

and computing infrastructure. Here software engineer-

ing needs to be re-thought where data becomes a first-

class citizen on par with code. One striking observation

is that a significant portion of the machine learning pro-

cess is spent on data preparation. Without good data,

even the best machine learning algorithms cannot per-

form well. As a result, data-centric AI practices are now

becoming mainstream. Unfortunately, many datasets in

the real world are small, dirty, biased, and even poi-

soned. In this survey, we study the research landscape

for data collection and data quality primarily for deep

learning applications. Data collection is important be-

cause there is lesser need for feature engineering for re-

cent deep learning approaches, but instead more need

for large amounts of data. For data quality, we study

data validation, cleaning, and integration techniques.

Even if the data cannot be fully cleaned, we can still

cope with imperfect data during model training using

robust model training techniques. In addition, while
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bias and fairness have been less studied in traditional

data management research, these issues become essen-

tial topics in modern machine learning applications. We

thus study fairness measures and unfairness mitigation

techniques that can be applied before, during, or after

model training. We believe that the data management

community is well poised to solve these problems.
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1 Overview

Deep learning is widely used to glean knowledge from

massive amounts of data. There is a wide range of

applications including natural language understanding,
healthcare, self-driving cars, and more. Deep learning

has become so prevalent thanks to its excellent perfor-

mance with the availability of big data and powerful

computing infrastructure. According to the IDC [5],

the amount of data worldwide is projected to grow ex-

ponentially to 175 zettabytes (ZB) by 2025. In addition,

powerful GPUs and TPUs enable software to have su-

perhuman performances in various tasks.

We are going through a fundamental paradigm shift

in software engineering where machine learning be-

comes the new software (referred to as Software 2.0

[15]). Conventional software engineering involves de-

signing, implementing, and debugging code. In com-

parison, machine learning starts with data and trains a

function on the data. It is known that data preparation

is an expensive step in end-to-end machine learning.

In particular, collecting data, cleaning it, and making

it suitable for machine learning training takes 45% [7]

or even 80–90% [4,154] of the entire time. In addition,

the code on a machine learning platform (e.g., PyTorch
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Fig. 1: Deep learning challenges from a data-centric AI perspective. Data collection and quality issues cannot be

resolved in a single step, but throughout the entire machine learning process. This survey thus focuses on the

breadth of available techniques.

[117]) is high level and thus requires significantly fewer

lines compared to conventional software. Finally, the

trained model may need to be continuously improved

with hyperparameter tuning. This entire process from

data preparation to model deployment is widely viewed

as a new software engineering paradigm, and companies

have been actively developing open source [27, 43] and

proprietary Software 2.0 systems [19,20,35,75,78,138].

Solving data issues is increasingly becoming critical in

machine learning research.

While data collection and quality issues are im-

portant, machine learning research has mainly focused

on training algorithms instead of the data. According

to [154], a common complaint in the industry is that

research institutions spend 90% of their machine learn-

ing efforts on algorithms and 10% on data preparation,

although based on the amounts of time spent, the num-

bers should be 10% and 90% the other way.

At the same time, many companies are promising to

use responsible and data-centric AI practices. For ex-

ample, Google [13] says that AI has a significant poten-

tial to help solve challenging problems, but it is impor-

tant to develop responsibly. Microsoft [14] pledges to

advance AI using ethical principles that put people first.

Other companies make similar statements [12,17]. More

recently, data-centric AI [6] is becoming critical where

the primary goal is not to improve the model training

algorithm, but to improve the data pre-processing for

better model accuracy.

These trends motivate us to investigate data col-

lection and quality challenges for deep learning from

a data-centric AI perspective. Figure 1 shows a sim-

plified end-to-end process starting from data collection

to model deployment. Deep learning systems are more

complicated in practice [123, 142], and we only show

the essential steps. The first topic we cover is data col-

lection. In comparison to traditional machine learning,

in deep learning feature engineering is less of a con-

cern, but there is instead a need for large amounts of

training data. Unfortunately, many industries do not

adopt deep learning simply because of the lack of data

and the lack of explainability of the trained models.

The second topic is data cleaning and validation. While

there is a vast literature on data cleaning, unfortunately

not all the techniques directly benefit deep learning ac-

curacy [102]. In addition, there are recent deep learn-

ing issues including data poisoning that needs to be

addressed, especially by the data management commu-

nity. Data poisoning is becoming a significant threat

as attackers generate data with a malicious intent to

reduce the model accuracy of AI applications. In re-

sponse, there is a branch of research called data san-

itization where the goal is to defend against such at-

tacks. The third topic is robust model training. Even

after we carefully validate and clean our data, the data

quality may still be problematic because there is no

guarantee that we fixed all the data problems. Hence,
we may still need to cope with dirty, missing, or even

poisoned data in model training. Fortunately, there are

various robust training techniques [150] available. The

fourth topic is fair model training. Traditional research

on data management has not focused on bias and fair-

ness issues. However, in addition to cleaning and val-

idating data to improve model accuracy, also showing

fairness against biased data is becoming essential for re-

sponsible AI. In fact, many data validation works now

mention that supporting AI ethics including fairness is

an important future research direction [32]. Model fair-

ness research [26,49,106,165] largely consists of fairness

measures and unfairness mitigation before, during, or

after model training. Recent studies are now address-

ing model fairness and robustness together due to their

close relationship where data bias and noise may affect

each other in the same training data [90,134,136,149].

While the coverage of this survey is broad, we be-

lieve it is important to have a birds-eye view of data
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Fig. 2: Decision tree on how data-centric AI techniques

connect with each other in one workflow.

issues in the entire deep learning process in order to

advance data-centric AI. Each subtopic is not only sub-

stantial, but studied by different communities. Data col-

lection, cleaning, and validation have been traditionally

studied in the data management community. Robust

model training is a central topic in the machine learn-

ing and security communities while fair model training

is a popular topic in the machine learning and fairness

communities. Both fairness and robustness topics are

increasingly being researched in the data management

community as well because they are closely related to

the input data. Data-centric AI is a nascent field that

cannot be covered by solving just one of these areas

either, but instead will ultimately need an orchestra-

tion within a holistic framework. Our contribution is

thus to connect these related topics together at a high

level with a focus on recent and significant works. Ta-

ble 1 shows a taxonomy of the techniques covered in this

survey. Figure 2 shows a decision tree of how the tech-

niques connect with each other in one workflow. Our

work targets researchers and practitioners who need a

starting point of understanding how data plays a key

role in data-centric AI.

In summary, deep learning is becoming prevalent

thanks to big data and fast computation, and soft-

ware engineering is going through a new paradigm shift.

However, big data for deep learning has been relatively

understudied, but is becoming critical in data-centric

AI. We cover the following topics in the next sections:

– Data collection techniques for machine learning

(Section 2).

– Data validation, cleaning, and integration tech-

niques for machine learning (Section 3).

– Robust training techniques for coping with noisy

and poisoned data (Section 4).

– Fair training techniques for coping with biased data

(Section 5)

– Overall findings and future directions (Section 6).

We choose papers using three criteria. First, we include

papers to cover the diverse areas in each section. Sec-

ond, in each area, we select prominent papers preferably

with many citations. Third, we cover recent techniques

that are emerging, but are yet to be widely cited ac-

cording to our judgment and tutorials.

Note that Table 1 also specifies the data types each

technique focuses on. For both robust and fair train-

ing (Sections 4 and 5), we mainly consider supervised

learning.

2 Data Collection

Our coverage of data collection originates from a sur-

vey [133] by two of the authors, so we keep it brief with

new updates based on a tutorial [169]. There are three

main approaches for data collection. First, data acquisi-

tion is the problem of discovering, augmenting, or gen-

erating new datasets. Second, data labeling is the prob-

lem of adding informative annotations to data so that

a machine learning model can learn from them. Since

labeling is expensive, there is a variety of techniques to

use including semi-supervised learning, crowdsourcing,

and weak supervision. Finally, if one already has data,

improving existing data and models can be done instead

of acquiring or labeling from scratch.

2.1 Data Acquisition

If there is not enough data, the first option is to per-

form data acquisition, which is the process of finding

datasets that are suitable for training machine learn-

ing models. In this survey we cover three approaches:

data discovery, data augmentation, and data genera-

tion. Data discovery is the problem of indexing and

searching datasets. Data augmentation takes labeled

examples and distorts or combines them to generate

synthetic examples. If there is not enough data around,

the last resort is to take matters in one’s own hands

and create datasets using crowdsourcing or synthetic

data generation techniques.

2.1.1 Data Discovery

Data discovery is the problem of indexing and search-

ing datasets that exist either in corporate data lakes

[63, 157] or the Web [38]. One example is the Goods

system [71], which searches tens of billions of datasets

in Google’s data lake. Goods takes a post-hoc approach
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Operation Category Section Data Type Technique Key References

Data Collection

Data Acquisition 2.1 All

Data discovery [37,38,63,71,110,157,183]

Data augmentation [53,65–67,77,95,127,181]

Data generation [1, 92,120,158,159]

Data Labeling 2.2 All

Utilize existing labels [160,174,188]

Manual labeling [2, 9, 132,143]

Automatic labeling [24,125,126,163]

Improve Existing Data 2.3 Tabular Improve labels and model [69,115,147]

Data Validation,
Cleaning, and

Integration

Data Validation 3.1 Tabular & Image

Visualization [99,164]

False discovery control [64,184]

Schema-based validation [27,36,122]

New functionalities [70,70,107,128,139–141,170]

Data Cleaning 3.2 Tabular & Image
Data-only cleaning [81,130]

ML-aware cleaning [57,58,88,94,102,113,131]

Data Sanitization 3.3 Tabular & Image
Data poisoning [144,187]

Poisoning defenses [52,79,93,119]

Data Integration 3.4 Multimodal Multimodal integration [25,56,153]

Robust Model
Training

Noisy Features 4.1 Image Adversarial learning [41,118,129]

Missing Features 4.2 All Data imputation [42]

Noisy Labels 4.3 Image Robust learning [72,85,101,105,150]

Missing Labels 4.4 Image Semi-supervised learning [31,156]

Measuring
Fairness

Statistical Fairness 5.1 All

Independence criteria (Ŷ⊥Z) [61,62]

Separation criteria (Ŷ⊥Z|Y ) [29,73,176]

Sufficiency criteria (Y⊥Z|Ŷ ) [29,48,55]

Other Fairness 5.1 All
Individual fairness [61]

Causal fairness [89,91,96,112,182]

Unfairness
Mitigation

Pre-processing 5.2 Tabular & Image

Repair data [62,86,137]

Generate data [47,171]

Acquire data [23,44,155]

In-processing 5.2 Tabular

Fairness constraints [18,87,177]

Adversarial training [51,134,178]

Adaptive reweighting [83,84,135,179]

Post-processing 5.2 Tabular Fix predictions [50,73,121]

Convergence with
Robustness

5.3 Tabular & Image

Fairness-oriented [74,97,98,168]

Robustness-oriented [90,172,180]

Equal Mergers [134,136,149,167]

Table 1: Taxonomy of data collection and quality techniques for deep learning.

where it crawls the datasets from multiple sources and

extracts metadata to maintain a central dataset cata-

log, which does not require any work from the dataset

owners. Each entry in the catalog contains metadata

about one dataset including its size, provenance on

which job created it and which job read it, and schema

information. Goods provides search, monitoring, and

dataset annotations as well. A public version of Goods

called Google Dataset Search [37] supports science

dataset searching. More recently, these data discovery

tools have become more interactive. A representative

system is Juneau [183], which is an interactive data

search and management tool built on top of the Jupyter

Notebook data science platform. Here the key techni-

cal challenge is finding the related tables. Juneau uses

similarity measures for comparing records and schemas

and provenance information that intuitively captures

the purpose of creating each data set. Finding tables

that can be joined or unioned in data lakes efficiently

is critical, and LSH-based algorithms that perform set

overlap search or unionable attribute retrieval on tables

have been proposed [110].
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2.1.2 Data Augmentation

For data augmentation, a popular method for gener-

ating data in the machine learning community is gen-

erative adversarial networks (GANs) [66, 67, 95]. We

start from a training set that has real data. There are

two components: a generator that generates fake data

that is realistic using some random noise as an input

and a discriminator that tries to distinguish the real

data from the fake data of the generator. The genera-

tor and discriminator are trained in an adversarial fash-

ion. One limitation of a GAN is that it cannot generate

data that is completely different than the existing data.

Using policies [77, 127] is a way to complement that

limitation where one can apply various custom trans-

formations provided by domain experts as long as the

data remains realistic. AutoAugment [53] automates

this process where the idea is to have a controller that

suggests a strategy for applying transformations with

certain probabilities and magnitudes on the data. The

system then trains a child model on this augmented

data and measures the accuracy on a validation set.

This result is then used to decide whether the strategy

produces useful data that is within realistic bounds and

should thus be used.

The data augmentation literature continues to grow

rapidly. Mixup [30, 31, 76, 175, 181] has been proposed

as a simple, but effective augmentation technique where

the key idea is to mix pairs of data points of different

classes. The additional data effectively regularizes the

model to predict in-between training data points as-

suming linearity. Model patching [65] utilizes GANs to

augment the data of specific subgroups of a class so that
the model accuracy is similar across subgroups.

2.1.3 Data Generation

Another option for collecting or acquiring new data is to

generate data. A popular option is to use crowdsourcing

platforms like Amazon Mechanical Turk [1] where one

can create tasks and pay human workers to create or

find data. For example, a task may ask workers to find

face images of a certain demographic from public web-

sites [155]. In addition, one can use a simulator or gen-

erator for specific domains, e.g., Hermoupolis [120] for

mobility data and Crash to Not Crash [92] for driving

data. Domain randomization [158, 159] is an effective

technique for generating a wide range of realistic data

from a simulator by varying its parameters. We note

that GANs also generate new data, but they require

sufficient amounts of real data for model training.

2.2 Data Labeling

Once there are enough datasets, the next step is to label

the examples. We cover data labeling techniques for

utilizing existing labels and manually or automatically

labeling from no labels.

2.2.1 Utilize Existing Labels

The traditional approach for labeling is semi-supervised

learning [160, 188] where the idea is to use existing la-

bels to predict the other labels. One can utilize existing

machine learning benchmarks [11, 60] that provide la-

beled data for a variety of tasks. The simplest form

is Self-training [174] where a model is trained on the

available labeled data and then applied to the unla-

beled data. Then the predictions with the highest con-

fidence values are trusted and added to the training set.

This approach assumes that we can trust the high con-

fidence, but there are other techniques including Tri-

training [186], Co-learning [185], and Co-training [34]

that do not rely on this assumption.

2.2.2 Manual Labeling from No Labels

If there are no labels to start with, but one has funds to

employ workers, a standard approach is to use crowd-

sourcing platforms like Amazon Mechanical Turk to

perform labeling. Since labeling is such an important

task, there are labeling-specialized services like Amazon

Sagemaker Ground truth [2] and Google Cloud Label-

ing [9]. When using Sagemaker, one can choose labeling

tasks and recruit labelers who are assisted with a UI

and tools to label the data. Sometimes, crowdsourcing

may not be feasible because the workers do not have

the right expertise. Hence, the last resort is to rely on

domain experts, but this option can be expensive.

Active learning [132, 143] is an effective method to

reduce the crowdsourcing cost. The idea is to ask hu-

man labelers to label uncertain examples that, when an-

swered, are likely to improve model accuracy the most.

While a full coverage of active learning is out of scope,

the example selection techniques can largely be cate-

gorized into identifying uncertain examples and using

decision theoretic approaches to analyze the effect of a

newly-labeled example on the model accuracy.

2.2.3 Automatic Labeling from No Labels

Recently, weak supervision is becoming popular where

the idea is to (semi-)automatically generate labels that

are not perfect (therefore called “weak” labels), but at

scale where the larger volume may compensate for the
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lower label quality. Weak supervision is useful in appli-

cations where there are few or no labels to start with.

Early techniques include crowdsourcing and distant su-

pervision [111], which uses external knowledge bases

to generate labels for the training data. More recently,

data programming builds on these techniques where

multiple labeling functions are developed and combined

to generate weak labels.

Snorkel [24,125,126] is the seminal system for data

programming. Given user-provided labeling functions

(e.g., Python functions that detect spam), Snorkel com-

bines them in one generative model by intuitively tak-

ing a probabilistic consensus. Then given unlabeled

data, Snorkel can generate probabilistic labels. The un-

labeled data and the probabilistic labels are used to

train a final discriminative model like a deep neural

network. Another way to combine labeling functions is

to use majority voting. Empirically, the number of la-

beling functions determines whether a generative model

or majority voting is better. Snuba [163] automates the

process of constructing labeling functions using a small

labeled dataset, if that is available.

2.3 Improving Existing Data

In addition to searching and labeling datasets, one can

also improve the quality of existing data and models.

This approach is useful in several scenarios. Suppose

the target application is novel or non-trivial where there

are no relevant datasets outside, or collecting more data

no longer benefits the model’s accuracy due to its low

quality. Here a better option may be to improve the

existing data. One effective approach is to improve the

labels through re-labeling. Sheng et al. [147] demon-

strates the importance of improving labels by showing

the model accuracy trends against more training exam-

ples for datasets with different qualities. As the data

quality decreases, even if more data is used, the accu-

racy of the model does not increase from some point

and plateaus. In this case the only way to improve the

model accuracy is to improve the label quality, which

can be done by re-labeling and taking majority votes on

multiple labels per example. In fact, one could clean the

entire data including labels, which naturally leads to

the next section where we cover data validation, clean-

ing, and integration.

3 Data Validation, Cleaning, and Integration

It is common for the training data to contain vari-

ous errors. Machine learning platforms like TensorFlow

Extended (TFX) [27] have data validation [122] com-

ponents to detect such data errors in advance using

data visualization and schema generation techniques.

Data cleaning can be used to actually fix the data,

and there is a heavy literature [81] on various integrity

constraints. However, recent studies [82,102] show that

cleaning the data before machine learning by only fixing

well-defined errors does not necessarily benefit machine

learning accuracy. Instead, it is more effective to clean

for machine learning with the direct purpose of improv-

ing accuracy [113] and making the model training more

robust to noise in the data [104]. A recent survey [82]

mentions that robust training is considered more ef-

fective than data cleaning before model training. Data

noise can also be adversarial where it contains malicious

poisoning, and cleaning against this is called data sani-

tization in the security community. Yet another issue is

incorporating AI ethics like model fairness [32] where

data may be biased, which may cause the trained model

to be discriminatory. So far the data validation litera-

ture does not cover robust and fair training in depth,

but these areas are heavily studied in the machine learn-

ing community, so we make a connection by elaborating

on their techniques in Sections 4 and 5, respectively.

3.1 Data Validation

Data visualization is a widely-used and effective way to

validate data for machine learning (see a tutorial [122]

and survey [123]). Compared to traditional data clean-

ing, visualization is effective for a human to perform

quick, but important sanity checks on the data to pre-
vent larger errors downstream. A representative open-

source tool is Facets [8], which shows various statis-

tics and the contents of datasets that can be used for

sanity checks on data to prevent larger errors down-

stream. In addition to manual visualization, there has

also been research on automatic generation of new visu-

alizations [99] that can be used for validation purposes.

SeeDB [164] is a seminal framework that repeatedly

generates visualizations of interest. To capture the no-

tion of interestingness, SeeDB uses a deviation-based

utility metric that gives a high value when groupings of

the data result in different probability distributions.

Automatically generating visualizations can run

into the problem of false positives, so there is also a line

of research that proposes false discovery control tech-

niques. CUDE [184] controls false discovery in the con-

text of multiple hypothesis testing for visual interactive

data exploration. Here users can repeatedly generate

visualizations and mark the ones that are significant.

Based on this user feedback, the goal is to automati-
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cally choose the visualizations that are significantly in-

teresting in a statistical sense.

Schema-based validation [27, 122] is widely used in

practice. Tensorflow Data Validation (TFDV) [36, 59]

assumes a continuous training setting where input data

periodically streams in as shown in Figure 3. TFDV

generates a data schema from previous data sets and

uses the schema to validate future data sets and alert

users on data anomalies. For each anomaly, TFDV pro-

vides concrete action items to possibly fix the root

cause. A schema here is different from a traditional

database schema where it contains a summary of data

statistics of the features. In case a new dataset violates

the current schema, either the data needs to be fixed,

or the schema needs to be updated, and the user makes

the decision.

Data Analyzer Data 
Statistics

Data 
ValidatorSchema

TFDV in TFX

Training & 
Serving Data

Suggested schema edits / anomaly alerts

User approved 
schema updates

Fig. 3: TensorFlow Data Validation (TFDV) [36] uses

a user-approved schema to validate the statistics of the

training and serving data.

More recently, data validation systems are equipped

with additional functionalities. Deequ [139, 140] al-

lows one to write data quality constraints declaratively,

which then are automatically generated into unit tests.

The mlinspect library [70] enables declarative machine

learning pipeline inspection. Other additions include

automatic identification of error types [128], testing the

impact of errors on models [141], ease of usage [107],

and efficient human-in-the-loop validation [170].

3.2 Data Cleaning

Data cleaning has a long history of removing various

well-defined errors by satisfying integrity constraints in-

cluding key constraints, domain constraints, referential

integrity constraints, and functional dependencies. For

an introduction see the book Data Cleaning [81]. There

is also a recent survey on data cleaning techniques for

machine learning and vice versa [82].

We first introduce one of the state-of-the-art data

cleaning techniques to give a sense of how sophisticated

these techniques have become. HoloClean [130] repairs

data using probabilistic inference using three main in-

gredients: satisfying various integrity constraints, using

external dictionaries to check the validity of values, and

using quantitative statistics.

Unfortunately, only focusing on fixing the data does

not necessarily guarantee the best model accuracy. At

first glance, it seems that perfectly cleaning the data

would be most useful for the model training. How-

ever, the notion of clean data is not always clear cut,

and removing all possible errors is not always feasi-

ble. CleanML [102] is a framework that evaluates var-

ious data cleaning techniques and seeing if they actu-

ally help model accuracy. The authors show that data

cleaning does not necessarily improve downstream ma-

chine learning models. In fact, the cleaning may some-

times have a negative effect on the models. However,

by selecting an appropriate machine learning model,

one can eliminate the negative effects of data cleaning.

Also there is no single cleaning algorithm that performs

the best, and one must adaptively choose the algorithm

depending on the type of noise to clean. Moreover,

many data cleaning primitives have high-impact param-

eters like thresholds that need to be tuned, similar to

machine learning hyperparameter tuning. Hence, data

cleaning techniques that are not originally designed for

machine learning must be used carefully.

Recently there are data cleaning techniques with the

specific purpose of improving model accuracy [58]. Ac-

tiveClean [94] is a seminal framework that iteratively

cleans samples of dirty data and updates the model.

Figure 4 shows the workflow where there is a sampler

that chooses an example that is likely to be dirty, and

data quality rules can be used to identify such dirty

samples. The reason for sampling data is that clean-

ing the entire data is presumed to be very expensive.

Each sample can be cleaned by an oracle or domain

expert. Then the model is updated to be more accu-

rate and also chooses the next sample. ActiveClean has

theoretical guarantees where, by repeatedly training a

model on the clean sample plus previously-cleaned data,

the model eventually obtains an accuracy as if it was

trained on clean data only. ActiveClean assumes con-

vex loss models like SVMs, and the data cleaning is

assumed to be done perfectly.

Another branch of research is to clean the labels for

the purpose of improving model accuracy. TARS [57] is

a system that predicts model accuracy out of noisy la-

bels that are produced from crowdsourcing. TARS first

chooses labels that are likely to be flipped because they

were labeled by poor-performing workers and thus have

low confidence values. TARS then estimates how much

the model will improve if the label is flipped after clean-

ing. The confidence values of labels can be computed by
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Dirty 
Data

Dirty 
Model

Sampler Cleaner Updater

Current 
Model

Clean 
Model

Fig. 4: ActiveClean [94] iteratively selects data that is

likely to be dirty and cleans it.

using confusion matrices of workers, which capture the

history of how well they performed in past tasks. A con-

fusion matrix thus contains the previous false positive,

false negative, true positive, and true negative rates.

Given the probability that a label is flipped, TARS es-

timates the resulting model accuracy and subtracts that

by the estimated accuracy of the current model to de-

termine whether the label is worth examining. Hence,

TARS can selectively clean labels that are expected to

benefit model accuracy the most.

More recently, there are more systematic approaches

to support data cleaning for machine learning. One

study [131] shows how data quality issues affect MLOps

and proposes various solutions to tackle them. For

example, CPClean [88] is proposed to analyze how

missing data impacts the certainty of predictions. An-

other work [113] distinguishes data cleaning before ma-

chine learning versus for machine learning and sug-

gests to clean data throughout the entire machine learn-

ing pipeline. Some common challenges include handling

multimodal data and data that changes over time.

3.3 Data Sanitization

Data poisoning has recently become a serious issue be-

cause changing a fraction of training data, which may

come from an untrusted source, may alter the model’s

behavior. Compared to dirty data, there is a malicious

intent to make the model fail. Data poisoning is a real

problem because data is now easier to publish through

dataset search engines. A dataset owner can simply post

metadata to the public, which will be automatically

crawled by the search engine. Then one can simply har-

vest that data using web crawlers without knowing that

the data is poisoned. Data sanitization [52] is the prob-

lem of defending against such poisoning attacks and can

be viewed as an extreme version of data cleaning.

A simple type of data poisoning is called label flip-

ping where a label of a training example is flipped from

one class to another, but other works generate new data

as well. Recently, data poisoning techniques have be-

come much more sophisticated and therefore harder to

defend against [144, 187]. We illustrate a state-of-the-

art data poisoning techniques for deep learning [187].

A major challenge when poisoning data for deep learn-

ing is that the victim’s model cannot be easily ana-

lyzed. Hence, transferable poisoning attacks have been

proposed, which can still succeed without accessing the

victim’s model. The idea is to train an ensemble of sub-

stitute models, which are assumed to be similar to the

victim’s model. Any attack that negatively affects the

substitute models will presumably attack the victim’s

model as well. Given a set of clean data points of differ-

ent classes, the poisoning algorithm adjusts the clean

points to “move closer” to the target within the feature

space and form a convex polytope that surrounds it to

maximize the chances of the target to be misclassified.

How do we defend against such data poisoning us-

ing data sanitization? The main approach is to perform

outlier detection to detect poisonings and discard them.

Figure 5 shows a simple setting where a classifier’s be-

havior changes after introducing poisoning (top right

data points). If the data sanitization can identify and

discard these points as outliers, then the model’s accu-

racy can be restored. Compared to traditional outlier

detection, the challenge is that poisonings are inten-

tionally designed by the adversary to be difficult to de-

tect while reducing model accuracy. Data sanitization

techniques [52,79,119] have been proposed throughout

the years, and a recent study [93] evaluates various de-

fenses by developing attacks and seeing if the defenses

work are still effective. Unfortunately, the conclusion is

that no technique can adequately defend against care-

fully designed attacks. We suspect that data poisoning

and sanitization techniques will continue to evolve and

compete with each other.

Before attack After attack After sanitization

Discarded 
as outliers

Fig. 5: Data Sanitization [52] identifies and discards

data poisoning for better model accuracy.

3.4 Multimodal Data Integration

Another dimension of data management to consider is

the issue of multimodal data integration [25]. So far, we

implicitly assumed single-source datasets, but in prac-

tice, data scientists often deal with multimodal data

from multiple sources. For example, autonomous vehi-
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cles can generate a wide range of data including multi-

ple video streams, radar and lidar data, and thousands

of irregular times series from the Controller Area Net-

work (CAN) of the vehicle. Analyzing all of this data

together requires some form of data integration. In ma-

chine learning, two relevant integration techniques are

alignment and co-learning. Alignment is to find rela-

tionships of sub-components of instances that have mul-

tiple modalities. For example, if there are multi-view

time series, one can perform subsampling, forward or

backward filling, or aggregate in time windows so that

the time series can be better integrated. Co-learning is

to train better on a modality using a different modal-

ity. For example, if there are embeddings from differ-

ent modalities, one approach is to concatenate them

together for a multimodal representation. In general,

data integration is by itself a large research area that

has been studied for decades [56,153], although not all

techniques are relevant to machine learning.

4 Robust Model Training

Even after collecting the right data and cleaning it, data

quality may still be an issue during model training. It

is widely agreed that real-world datasets are dirty and

erroneous despite the data cleaning process. As sum-

marized in Table 2, these flaws in datasets can be cate-

gorized depending on whether data values are noisy or

missing and depending on whether these flaws exist in

data features (attributes) or labels.

The problem of data poisoning has been studied in

theory (i.e., robust statistics) and practice for over fifty

years and has gained a lot of attention in the machine

learning community [80, 161]. It starts with a basic

question, ‘can the machine learning model learn and

predict as if the data was not corrupted?’ and aims

to develop machine learning algorithms robust to the

worst-case corruptions where we cannot recover the en-

tire clean information from the data. It mainly con-

siders the corruptions in data features, which include

outliers and adversarial examples.

Statistical approaches like robust mean estimation

[103] aims to recover the mean of the distribution in the

presence of data flaws. Convex programming [54] and

filtering [46] address the problems by assigning a score

to each data point based on the degree to which the

sample is considered corrupted. This series of studies

have been inspiring a lot of machine learning robust-

ness optimization techniques such as loss reweighting

and sample selection. In addition, robust machine learn-

ing involves many problems depending on what sorts

of damages we consider. For example, privacy machine

Noisy Missing

Features
Adversarial Learning

(Section 4.1)
Data Imputation

(Section 4.2)

Labels
Robust Learning

(Section 4.3)
Semi-Supervised Learning

(Section 4.4)

Table 2: Types of data poisoning covered in this survey.

learning aims to respect the privacy of the users pro-

viding the data [124].

4.1 Noisy Features

Noisy features are often introduced by adversarial at-

tacks. Among several types of attacks, we focus on the

poisoning attack, which is known as contamination of

the training data, to be aligned with the main theme

of this survey. During the training phase of a machine

learning model, an adversary tries to poison the train-

ing data by injecting maliciously designed data to de-

ceive the training procedure. Besides the adversarial

noise, noisy features can include natural noise like im-

age blurring and color noise, possibly not removed by

data cleaning. There have been some approaches to suc-

cessfully denoising the natural noise using Sparse Cod-

ing [145] and Feature Attention [22], but they are out

of the scope of this survey.

Either features or labels or both can be the target

of the poisoning attack. The poisoning attack can be

done in three ways depending on the capability of ad-

versaries. First, an adversary can randomly perturb the

labels, i.e., by assigning other incorrect labels, picked
from a random distribution, to a subset of training data.

Since the label flipping result in overfitting to wrong la-

bels like noisy labels, the robust training methods for

this type of attack will be discussed in Section 4.3. Sec-

ond, an adversary is more powerful and can corrupt the

features of the examples possibly determined by ana-

lyzing the training algorithm [33]. The corrupted fea-

tures deceive the model into making wrong predictions.

Third, unlike manipulating the features, an adversary

may add adversarial examples into the training data

such as out-of-distribution examples. These examples

lead to a sharp drop in generalization capability of ma-

chine learning models under distributional shifts. For

more details, the reader can refer to [40,146].

Various defense strategies have been actively stud-

ied for robust training on adversarial examples (e.g.,

noisy features). Most of the current strategies are not

adaptive to all types of attacks, but are effective to only

a specific type. We summarize a few well-known, rep-

resentative strategies in this section.
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Most notably, in adversarial training, the robustness

of a model can be improved using a modified objective

function based on the fast gradient sign method [68].

It is defined as a weighted sum of an usual loss function

on clean examples and the loss function on adversarial

examples. By this regularization, the model is forced

to predict the same class for legitimate and perturbed

examples in the same direction.

Knowledge distillation has been shown to be effec-

tive for adversarial attacks [116]. Defensive distillation

is almost the same as typical knowledge distillation, ex-

cept that the same network architecture is used for both

the original network and the distilled network. Specifi-

cally, instead of hard labels, where only the true label

has the probability 1 in a probability vector, soft tar-

gets, which are generated by the original network as

the prediction result, are used for training the distilled

network. The benefit of using soft targets comes from

the additional knowledge found in probability vectors

compared to hard class labels [116].

Feature squeezing [173] reduces the degree of free-

dom available to an adversary by squeezing out un-

necessary input features. If the original and squeezed

inputs result in substantially different outputs by a

model, the corresponding input is determined to be ad-

versarial. A popular squeezing technique for images is

reducing the color depth on a pixel level.

Another idea is to detect adversarial examples using

separate classification networks [109]. A sub-network,

called an adversary detection network or simply a detec-

tor, is trained to produce an output that indicates the

probability of the input being adversarial. For this pur-

pose, a classification network is trained using only non-

adversarial examples, and adversarial examples are gen-

erated for each example in the training set. Then, the

detector is trained using both the original dataset and

the corresponding adversarial dataset. MagNet [108]

falls into this category, and it also contains a reformer

that corrects an adversarial example to a similar legit-

imate example using autoencoders.

4.2 Missing Features

Since missing data can reduce the statistical power and

produce biased estimates, data imputation has been an

active research topic in statistics and machine learn-

ing. Missing features can occur in any types of data,

but, in this paper, we focus on multivariate time-series

data because its high input rate and sensor malfunction

generate missing values very often.

Missing values in multivariate time-series data are

ubiquitous in many practical applications ranging from

healthcare, geoscience, astronomy, to biology and oth-

ers. They often inevitably carry missing observations

due to various reasons, such as medical events, saving

costs, anomalies, inconvenience, and so on. These miss-

ing values are usually informative where the missing

value and patterns provide rich information about tar-

get labels in supervised learning tasks.

We first describe informative missingness. Figure 6

shows MIMIC-III critical care dataset [42]. Starting

form the bottom, there are the missing rate of each vari-

able, the correlation between missing rate of each vari-

able and mortality, and the correlation between missing

rate of each variable and each ICD-9 diagnosis category.

Here, we observe that the values of missing rates are

correlated with labels, where the values with low miss-

ing rates are highly correlated with the labels. In other

words, the missing rate of variables of each patient is

useful, and this information is more useful for the vari-

ables that are more often observed in the dataset.

Fig. 6: Informative missingness in the MIMIC-III

dataset [42].

For existing approaches, a simple solution is to omit

the missing data and to perform analysis only on the ob-

served data, but it does not provide good performance

when the missing rate is high and the samples are inad-

equate. Another solution is to fill in the missing values

with substituted values, which is known as data impu-

tation. However, these methods do not capture variable

correlations and may not capture complex patterns to

perform imputation. Combining the imputation meth-

ods with prediction models often results in a two-step

process where imputation and prediction models are

separated; the missing patterns are not effectively ex-

plored in the prediction model, thus leading to subop-

timal analysis results.

GRU-D [42] is a deep learning model based on the

gated recurrent unit (GRU) to effectively exploit two

representations of informative missingness patterns—

masking and time interval. Masking informs the model

of which inputs are observed or missing, while time

interval encapsulates the input observation patterns.
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Fig. 7: Robust training categorization [150].

GRU-D captures the observations and their depen-

dencies by applying masking and time interval, which

are implemented using a decay term, to the inputs

and network states of the GRU, and jointly train all

model components through back-propagation. GRU-D

not only captures the long-term temporal dependencies

of time-series observations, but also utilizes the missing

patterns to improve the prediction results.

We elaborate on the two components of GRU-D:

making and time interval. The value of a missing vari-

able tends to be close to some default value if its last

observation happened a long time ago, because the in-

fluence of the last observation fades away over time. As

lots of missing patterns are informative and potentially

useful in prediction tasks, but unknown and possibly

complex, the goal is to learn decay rates from the train-

ing data rather than fixing them a priori. The GRU-D

model incorporates two different trainable decay mech-

anisms. For a missing variable, an input decay γx is

added to decay it over time toward the empirical mean,

instead of using the last observation as it is. A hidden

state decay γh in GRU-D has an effect of decaying the

extracted features (GRU hidden states) rather than raw

input variables directly.

We now extend the discussion to cover tabular data

and present interesting studies in statistics, machine

learning, and query optimization.

– Statistics: MICE [162], which is one of the most

commonly-used packages in R, creates multiple im-

puted datasets to take care of uncertainty in miss-

ing values. By default, linear regression is applied

to predict missing values. Besides, users can build

models on all imputed datasets for evaluation and

combine the results from these models to obtain a

consolidated output.

– Machine learning: XGBoost [45] internally handles

missing values. It implements gradient boosted deci-

sion trees, and node splits are determined by consid-

ering missing values. In more detail, when a value is

missing, the instance is classified into the default di-

rection because there is nothing to evaluate for the

split criteria. Here, the optimal default directions

are learned from the data.

– Query optimization: ImputeDB [39] selectively ap-

plies imputation to a subset of records dynamically

during query execution. The rationale behind this

optimization is that the subset which imputation is

needed for a specific query is generally much smaller

than the entire database. Thus, the computation

spent for imputation is significantly saved.

4.3 Noisy Labels

Because data labeling is done manually in many cases,

incorrect or missing labels are, in fact, very common;

the proportion of incorrect labels is reported to be 8–

38% in several real-world datasets [151]. As an example

of ANIMAL-10N [150], which is real-world noisy data

with human annotation errors, human annotators mis-

takenly classified the Cheetah images as other animals

like Jaguars instead of Cheetahs. In this example, it

may be difficult to distinguish the patterns of Cheetahs

and Jaguars, resulting in noisy labels in training data.

So wrong annotations can be caused by such human

errors. Similarly, labeling errors occur with data types

other than images. For sentiment analysis, annotators

often disagree on the polarity (e.g., positive or negative)

of the sentiment expressed in the text [166]. Another

type of error is software error. If there are many im-

ages to annotate, one may use automatic object recog-

nition software. However, the object recognition itself

may have errors. Thus, many deep learning techniques

have been developed to consider the existence of label

noises and errors, which are more critical in deep learn-

ing than in conventional machine learning as a deep

neural network completely memorizes such noises and

errors because of its high expressive power.

We explain what kinds of problems occur with noisy

labels. In standard supervised learning, training data

consists of example and label pairs {(xi, yi)}Ni=1. In a

practical setting, however, the label yi is actually ỹi,

which means it can be incorrect. If one trains power-

ful models like VGG-19 on noisy data, the model may

simply memorize the noise as well and perform worse

on clean data. The goal of the noisy label problem is to

train the network as if there are no noisy labels.
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Clean samples

Mini-batch 𝑛 Mini-batch 𝑛

Corrected samples

(a) Loss correction. (b) Sample selection.

Fig. 8: Two directions of robust training covered in this

survey.

Figure 7 from a recent survey [150] shows the cat-

egorization of robust training techniques. There are

largely four components in the training procedure: deep

neural architecture, loss function, input training data,

and regularization. For each component, there are rele-

vant robust training techniques. For deep neural archi-

tectures, robust architectures have been developed. For

training data, various sample selection techniques have

been proposed. For the loss function, robust loss func-

tions and loss adjustment techniques have been pro-

posed. More specifically, loss adjustment can be further

divided into loss correction [118], loss reweighting [41],

and label refurbishment [129]. For regularization, ro-

bust regularization techniques have been proposed.

In this survey, we focus on the most representative

techniques: sample selection and loss correction tech-

niques as illustrated in Figure 8. Loss correction is to

correct the loss of all samples before a backward step.

The representative techniques include Bootstrap [129],

F-correction [118], and ActiveBias [41]. Sample selec-

tion is to select expectedly clean samples to update the

network. The representative techniques include Decou-

ple [105], MentorNet [85], and Coteaching [72].

We first introduce ActiveBias [41], which is a loss

correction technique. ActiveBias performs a forward

step on a given mini-batch and computes the sample

importance for each sample. There are many statistics

for the importance, e.g., variance of predictions. Active-

Bias then corrects the loss by multiplying the normal-

ized importance. If a label is noisy, then its importance

µi decreases. The corrected loss is used to update the

network. We then explain sampling selection through

its representative technique Coteaching [72], where the

noise rate τ is assumed to be given. It then performs

a forward step on a given mini-batch and selects the

(100− τ)% low-loss samples as clean samples. The net-

work is updated using the loss of the clean samples.

Although these two methods have improved the ro-

bustness to noisy labels, there are limitations of the

two methods. Loss correction suffers from accumulated

noise due to the large number of false corrections. Since

all the examples are used for the training step, false cor-

rections can accumulate for heavily noisy data. On the

Clean

Mini-batch 𝑛

Corrected

High precision
High coverage

Fig. 9: SELFIE is a hybrid of loss correction and sample

selection [150].

other hand, sample selection uses only clean samples

having low losses and easy to classify. Hence, we may

end up ignoring many useful, but hard samples that are

classified as unclean.

SELFIE [150] was proposed to overcome the above

limitations by using a hybrid of loss correction and

sample selection (see Figure 9). SELFIE introduces re-

furbishable samples where labels can be corrected with

high precision. The key issue of SELFIE is construct-

ing the refurbishable and clean samples. For the clean

samples, SELFIE adopts the small-loss trick [72] and

uses the (100− τ)% low-loss samples in the mini-batch.

The refurbishable samples are ones that have consistent

label predictions. Each label is replaced with the most

frequently predicted label during the training step. For

example, if an image is predicted mostly as a dog and

only sometimes a cat, then the label predictions are

considered consistent, and such a cat label is consid-

ered noisy and corrected to a dog. Finally, the loss is

calculated for the refurbishable samples with correct la-

bels and the clean samples; the samples that are neither

refurbishable nor clean are discarded. The advantage of

SELFIE is that it minimizes false corrections during the

model training by selectively correcting refurbishable

samples. As a result, the correction error of refurbish-

able samples is low. Also as the training progresses, the

number of refurbishable samples also increases, so most

training samples are exploited in the end.

Prestopping is another technique [150] for avoid-

ing overfitting to noisy labels by early stopping the

training of a deep neural network before the noisy la-

bels are severely memorized. The algorithm resumes

training the early-stopped network using a maximal

safe set, which maintains a collection of almost cer-

tainly true-labeled samples. MORPH [152] further im-

proves Prestopping through a novel concept of self-

transitional learning, which automatically switches its

learning phase at the transition point. The optimal

transition point is determined without any supervision

such as a true noise rate and a clean validation set,

which are usually hard to acquire in real-world sce-

narios. MORPH rather estimates the noise rate by fit-

ting the loss distribution to a one-dimensional and two-

component Gaussian mixture model (GMM).
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DivideMix [101] is a recent technique that trains

two networks simultaneously. At each epoch, a network

models its per-sample loss distribution with a GMM

to divide the dataset into a labeled set (mostly clean)

and an unlabeled set (mostly noisy), which is then

used as training data for the other network (i.e., co-

divide). At each mini-batch, a network performs semi-

supervised training using an improved MixMatch [31]

method, which we cover in the next section. When

training on the CIFAR-10 dataset with 40% asymmetric

noise, standard training with cross-entropy loss causes

the model to overfit and produce over-confident predic-

tions, making the loss difficult to be modeled by the

GMM. Also, adding a confidence penalty during the

warm up leads to more evenly-distributed loss. Finally,

training with DivideMix can effectively reduce the loss

for clean samples while keeping the loss larger for most

noisy samples.

4.4 Missing Labels

We cover the issue of missing labels where training

labels may not exist for either some or all examples.

There are largely semi-supervised and unsupervised ap-

proaches. In semi-supervised approaches, clean labeled

data exists together with unlabeled (or incorrectly la-

beled) data. The goal is to exploit unlabeled data to

improve accuracy as much as possible. Here, the loss

is defined as the supervised loss for labeled data plus

the unsupervised loss for unlabeled data. The represen-

tative techniques include unsupervised loss (e.g., con-

sistency loss) like Mean-Teacher [156] and augmenta-

tion techniques like MixMatch [31]. For unsupervised

approaches, the representative techniques include self-

supervised learning and generative models, and we will

cover a self-supervised learning technique called Jig-

sawNet [114].

In Mean-Teacher [156], the teacher model is the av-

erage of consecutive student models. Both the student

and teacher models evaluate the input in a training

batch. The softmax output of the student model is com-

pared with the one-hot label using a classification cost.

Additionally, the output is compared with the teacher

output using the consistency loss. After the weights of

the student models are updated via gradient descent,

the teacher model weights are updated as an exponen-

tial moving average of the student model weights. A

training step with unlabeled examples is done without

the classification cost.

In MixMatch [31], to exploit an unlabeled dataset,

it performs label guessing where stochastic data aug-

mentation is applied to an unlabeled image K times;

Fig. 10: Example of the jigsaw puzzle task for a given

unlabeled image [114].

then, each augmented image is fed through the clas-

sifier. The average of these K predictions is sharp-

ened by adjusting the distribution’s temperatures. The

MixMatch algorithm mixes both labeled examples and

unlabeled example with label guesses. In more detail,

when mixing two images, the images are overlayed, and

the labels are averaged, following the MixUp augmen-

tation [181].

We now proceed to unsupervised techniques. Since

there are no labels, we need to develop new tasks ex-

ploiting labels that can be obtained from the data for

free. JigsawNet [114] is one of such techniques. If an

image is divided into smaller regions without labels, we

can randomize the regions and solve the jigsaw puzzle

where we know the correct order and positions, as il-

lustrated in Figure 10. JigsawNet trains a context-free

network (CFN) to solve the jigsaw task. The trained

network can be transferred or fine-tuned to solve the

given task using a small amount of labeled data.

5 Fair Model Training

We now focus on the issue of model fairness where bi-

ased data may cause a model to be discriminating and

thus unfair. This problem is closely related to robust

model training where instead of addressing noise in the

training data, the goal is to address bias. A famous ex-

ample is the COMPAS tool by Northpointe, which pre-

dicts a defendant’s risk of committing another crime.

According to an analysis by ProPublica [21], black de-

fendants are far more likely to be judged as high risk

compared to white defendants, which turns out to be

inaccurate in practice. Other popular examples include

an AI-based recruiting system discriminating against

job applicants by gender [3], an AI-based photo app

tagging people of a certain race inappropriately [10],

and an AI chatbot generating hate speech towards mi-

norities [16]. These incidences fueled the new research

area of algorithmic fairness.

There could be multiple reasons why COMPAS dis-

criminates. The training data could be biased where

there is more data for certain demographics. Or there

can be external factors where the surrounding environ-
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ment may have caused more crime than race itself. Even

the fairness measure can be in question where it does

not accurately reflect reality. In general, analyzing fair-

ness can be an extremely complicated issue that in-

volves factors outside the data.

An extensive discussion on fairness and ethics can

be found in the recent fair ML book [26], and here we

only focus on fairness issues with technical solutions. In

particular, we discuss how to measure fairness and how

to mitigate unfairness. In addition, we discuss a recent

trend of how fair and robust techniques are converg-

ing. This trend is natural, as bias and noise can affect

each other, and only addressing fairness may negatively

affect robustness and vice versa. This section extends

recent tutorials [100,169] by the authors.

5.1 Fairness Measures

Fairness cannot be described by one notion, and there

are tens of possible definitions summarized in various

surveys [26,49,106,165] used for predicting crime, hir-

ing, giving loans, and more. We illustrate representative

measures using a running example and then categorize

them according to reference [26] as shown in Table 1 on

Page 4. We use the following notations: Y denotes the

label of a sample, Ŷ the prediction of a model, and Z

is a sensitive attribute like race or gender. Choosing a

sensitive attribute depends on what is considered sensi-

tive in the application. For example, if a company may

run into trouble by discriminating based on age, then

an attribute that is related to age can be considered

sensitive.

We illustrate fairness using the simplest-possible

model: a perceptron, which is the most basic unit in a

neural network. Suppose the perceptron receives three

input features: “Race = black” has a value of one if

the person is black (e.g., Z = 0) or zero otherwise (Z

= 1). “Race = white” has one if it is a white person

or zero otherwise. “Previous crime” is one if the per-

son has a previous crime and zero otherwise. The last

feature is a constant to make the prediction threshold

equal to zero. Given an example, we take the weighted

sum by multiplying the feature values with the weights

[2, 1, 1, -2] and, if the sum is at least zero, the model

predicts (i.e., the Ŷ value) recidivism (i.e., Y = 1) and

otherwise not (i.e., Y = 0). For example, if a white per-

son committed a previous crime, the weighted sum is

0 × 2 + 1 × 1 + 1 × 1 − 1 × 2 = 0, which is larger or

equal to the threshold zero. The interpretation is that

the person previously committed a crime, so is likely

to re-offend. A black person who committed a previous

crime gets the same prediction. However, for people who

did not commit a previous crime, the model starts to

discriminate where only a black person is predicted to

still re-offend as shown in Figure 11. The prediction is

obviously unfair and is shown for illustration purposes

to show how even a model as simple as a perceptron

can be discriminating.

Race = black

Race = white

Previous crime

1
-2

2

1

1

Predicts recidivism if 
weighted sum ≥ 0

1

0

0
1×2 + 0×1 + 0×1 - 2 = 0 ≥ 0

No previous crime, but 
black, so likely to reoffend 
(an unfair prediction)

weights

Fig. 11: A perceptron receiving input features and per-

forming a weighted sum. Even a model as simple as a

perceptron may show unfairness.

For our running example, let us assume there are

four people: (a) one white person who committed a

crime before and committed a crime again, (b) one

white person who never committed a crime, (c) one

black person who committed a crime before and com-

mitted a crime again, and (d) one black person who

never committed a crime. In this example, the percep-

tron correctly predicts for a, b, and c but wrongly pre-

dicts for d.

We summarize the prominent group fairness mea-

sures for fairness.

– Demographic parity [61, 62] requires that sensitive

groups must have the same positive prediction rates.

The formulation is as follows: P (Ŷ = 1|Z = 0) =

P (Ŷ = 1|Z = 1) where the Z value indicates the
sensitive group. Ŷ = 1 means that the prediction

of the model is positive, e.g., predicting recidivism.

Demographic parity says that the positive predic-

tion rates of the two groups must be the same. In

our running example, P (Ŷ = 1|Z = 0) = 0.5 while

P (Ŷ = 1|Z = 1) = 1, which shows unfairness.

– Equalized odds [29, 73, 176] is defined as P (Ŷ =

1|Z = 0, Y = A) = P (Ŷ = 1|Z = 1, Y = A), A ∈
{0, 1}. That is, we would like to guarantee demo-

graphic parity when the label Y is zero (in our ex-

ample, the person did not commit crime again) and

when Y is one (the person committed crime) sepa-

rately. In other words, equalized odds says that the

accuracy conditioned on the true label must be the

same for the groups. In our running example, P (Ŷ =

1|Z = 0, Y = 1) = P (Ŷ = 1|Z = 1, Y = 1) = 1, but

P (Ŷ = 1|Z = 0, Y = 0) = 0 6= P (Ŷ = 1|Z = 1, Y =

0) = 1, so there is some unfairness.

– Predictive parity [29, 48, 55] is defined as P (Y =

1|Z = 0, Ŷ = 1) = P (Y = 1|Z = 1, Ŷ = 1). That
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is, given that the predictions are positive, we would

like the actual likelihood of the label being positive

to also be the same. Note that this measure can be

extended to other label classes (e.g., Y = 0, Ŷ = 0).

In our running example, P (Y = 1|Z = 0, Ŷ = 1) =

1 6= P (Y = 1|Z = 1, Ŷ = 1) = 0.5, which shows

unfairness.

Interestingly, many statistical fairness measures are

equivalent to or variants of the following fairness crite-

ria [26]: independence: Ŷ⊥Z, separation: Ŷ⊥Z|Y , and

sufficiency: Y⊥Z|Ŷ . Note that demographic parity is

equivalent to independence, equalized odds is equiva-

lent to separation, and predictive parity is equivalent to

sufficiency. An impossibility result says that no two fair-

ness criteria can be fully satisfied together (see proofs

in [26]).

There are remaining fairness criteria beyond the

three above, and we cover the two popular ones: in-

dividual fairness and causality fairness.

– Individual fairness [61] only uses the classifier for its

definition and is defined as D(f(x), f(x′)) ≤ d(x, x′)

where d is a distance function among examples, and

D is a distance function between outcome distribu-

tions. Intuitively, the predictions for similar people

must be similar as well. For example, if two people

are similar to each other, then their recidivism rates

must be similar as well. Choosing proper distance

functions is a key challenge in individual fairness.

– Causality fairness [89, 91, 96, 112, 182] assumes a

causal model, which is a diagram of relationships

between attributes. An edge from attribute A to at-

tribute B means that A’s value affects B’s value. For

example, suppose that race not only affects crime,

but also the zip code of a person’s address, which

provides an environment for committing more or

less crime. A causal graph could have three nodes

race, zip code, and crime with edges from race to

zip code, race to crime, and zip code to crime. One

can perform a counterfactual analysis to see if zip

code indeed affects crime rates by comparing similar

people that live or do not live in that zip code.

5.2 Unfairness Mitigation

Although there are many ways to measure fairness,

one would ultimately like to perform unfairness mitiga-

tion [26, 28]. Data bias can be addressed either before,

during, or after model training. These approaches are

referred to as pre-processing, in-processing, and post-

processing approaches respectively. Pre-processing ap-

proaches can be viewed as data cleaning, but with a fo-

cus on improving fairness. For each approach, we cover

representative techniques.

Pre-processing Mitigation The goal is to fix the unfair-

ness before model training by removing data bias. The

advantage is that we may be able to solve the root cause

of unfairness within the data. A disadvantage is that it

may be tricky to ensure that the model fairness actually

improves when we only operate on the data. A näıve

approach that does not work is to remove sensitive at-

tributes (also referred to as unawareness) because they

are usually correlated with other attributes. For ex-

ample, removing sensitive attributes like race, income,

and gender does not ensure fairness because their val-

ues can be inferred using correlated attributes like zip

code, credit score, and browsing history, respectively.

We cover three natural approaches for pre-processing –

repairing data, generating data, and acquiring data.

For fair data repairing, we first cover a method [62]

that guarantees demographic parity while preserving

important statistics like the ranking of data. As an ex-

ample (Figure 12), let us say that we have test scores

and distributions for different genders where the data

follow normal distributions, but the women’s distribu-

tion has a higher mean and larger variance. Now let us

say that we want to train a model that uses the test

score to make a prediction. If we keep the men and

women distributions as they are, then a model using a

single threshold is going to be unfair for male versus

female and violate demographic parity. Hence, the idea

is to combine the two distributions by averaging the

scores of the same percentile without losing the rank-

ing information. This method can be extended to more

than two sensitive groups.

Score

Fr
eq
ue
nc
y

Fig. 12: Repairing distribution by averaging scores of

the same percentiles [62].

A more recent system called Cappucin [137] repairs

data such that a new causality-based fairness called in-

terventional fairness is satisfied. The key insight is that

satisfying interventional fairness can be reduced to sat-

isfying multivalued functional dependencies (MVDs).
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The authors then propose minimal repair methods for

MVDs by reducing the problem to MaxSAT or matrix

factorization problems.

If there is not enough data to satisfy fairness, an

alternative is to generate new data using the available

data. A recent method [47] is to generate unbiased data

using weak supervision. The input is biased data and an

unbiased data that is smaller than the biased data that

we have some control on. The idea is to train a genera-

tive model on the bias data except that we are adjusting

the example weights such that it is as if the generative

model is being trained on unbiased data. Then the gen-

erative model generates new data that is unbiased. An

example weight reflects how likely the example is part

of the biased or unbiased data and can be computed by

training a separate classifier for distinguishing the bi-

ased data from the unbiased data. The generative model

that uses the example weights for training is guaran-

teed to produce unbiased synthetic data. In addition,

GANs [171] have also been used for data generation

where a generator competes with two discriminators:

one for telling apart real and fake data and another for

predicting the sensitive attribute.

As data is increasingly available, acquiring data

from external data sources is also becoming a viable

option [23, 44]. A recent approach called Slice Tuner

[155] selectively acquires examples with the purpose of

maximizing both accuracy and fairness of the trained

model (Figure 13). Slice Tuner assumes a set of non-

overlapping data slices (e.g., regions), and the fairness

measure is equal error rates [165] where the model’s

accuracies on different slices must be similar. The key

idea is to maintain learning curves of slices, which can

be used to predict accuracies on those slices given more

data. Slice Tuner then solves a convex optimization

problem to determine the amount of data to acquire

per slice. Two challenges are that learning curves may

be unreliable and that acquiring data for one slice may

influence the model’s accuracy on another slice. Slice

Tuner solves these problems by iteratively updating the

learning curves using a proxy for estimating influence.

As a result, a model can obtain better accuracy and fair-

ness compared to various baselines given a fixed bud-

get for data acquisition. Another system called Deep-

diver [23] performs data acquisition such that all pos-

sible slices contain sufficient amounts of data. Here the

slices may overlap with each other, and the objective is

to guarantee minimum coverage instead of improving

model accuracy or fairness.

In-processing Mitigation We now cover representa-

tive in-processing techniques for unfairness mitigation

where the model training is fixed. The advantage is that

Learning Curve 
Estimator

Selective Data 
Acquisition Optimizer

Data Acquisition 
and Labeling

Slices
and Data

Slice Tuner

Model Training 
and Analysis

...

Fig. 13: Slice Tuner [155] is a selective acquisition

framework for accurate and fair models where it itera-

tively estimates learning curves to determine how much

data to acquire per data slice.

one can directly optimize accuracy and fairness. On the

other hand, the downside is that the model training it-

self may have to change significantly, which may not be

feasible in many applications. There are largely three

in-processing approaches. The first is to directly modify

the objective function of the model training by adding

fairness constraints. The second is to make the model

compete with a fairness discriminator via adversarial

training. The third is adaptive sample reweighting tech-

niques that re-weight input samples for fairness.

Directly adding fairness constraints to the model

training objective function is an effective way to op-

timize for fairness. Zafar et al. propose fairness con-

straints techniques [177] to use in the objective function

of model training to satisfy demographic parity. The fo-

cus is on convex margin classifiers like SVMs. However,

as the demographic parity constraint is not convex, it

cannot be directly added to the objective function. In-

stead, the idea is to use a proxy that approximates de-

mographic parity and is convex. For the proxy, the au-

thors use the covariance between the sensitive attribute

and the signed distance to the decision boundary. Fig-

ure 14 provides an intuition why covariance is a good

proxy. A limitation of fairness constraints is that it does

not readily generalize to deep neural networks that are

not convex. Other optimization techniques [18, 87] for

maximizing fairness and accuracy have been proposed

as well.

If one does not want to modify the loss function in

the model, another approach is to perform adversarial

training with another model for fairness. Adversarial

de-biasing [178] is a representative work in this direc-

tion. Here the idea is to do adversarial training between

a binary classifier and an adversary that tries to infer

the sensitive attribute value (Figure 15). For example,

the classifier may predict recidivism while the adver-

sary infers the gender of the person based on the classi-

fier predictions. Suppose the fairness measure is demo-



Data Collection and Quality Challenges in Deep Learning: A Data-Centric AI Perspective 17

Low covariance High covariance

Fig. 14: Suppose we are classifying circles versus squares

where the color of the shapes indicate the sensitive

group. The left image has little correlation between

the sensitive group and being on one side of the deci-

sion boundary, which means the covariance is low. The

right image, on the other hand, shows a high covari-

ance where just by looking at the sensitive group, one

can figure out whether the data point is on which side

of the decision boundary. Hence, by minimizing the co-

variance, one can also make the sensitive attribute more

independent of the model predictions and thus satisfy

demographic parity as well.

graphic parity. A key theoretical result is that, if the ad-

versary optimally predicts the sensitive attribute, but

the classifier completely fools the adversary, it means

that the model prediction is independent of the sen-

sitive attribute. In our example, recidivism will have

nothing to do with the gender. One downside of ad-

versarial debiasing or adversarial training in general is

that stability is sometimes an issue where the model

training may not easily converge to a single solution.

“Predictor”

Recidivism?

“Adversary 
for Fairness”

Distinguish race

Yes
or
No

Black
or

White

Fig. 15: Adversarial de-biasing [178] competes a classi-

fier with a fair discriminator.

Adversarial training can also be used to attain both

fair and robust training. FR-Train [134] uses a mutual

information-based approach to train a model that is

both fair and robust. The classifier’s fairness-accuracy

tradeoff is harmed when the data is poisoned. FR-train

avoids this problem by competing a classifier with two

discriminators for fairness and robustness. The robust-

ness discriminator uses a clean validation set that can

be constructed using crowdsourcing techniques. We will

continue discussing this work in Section 5.3.

A major downside of the previous methods is that

the model training needs to be replaced or modified sig-

nificantly, and a more convenient approach is to only

re-weight the samples in order to obtain similar fair-

ness results. FairBatch [135] is a batch selection tech-

nique with the purpose of improving fairness. During

batch selection, it is common to select a random sam-

ple from the training set. Instead, the idea of FairBatch

is to adjust the sensitive group ratios within each batch

of examples being used for training as illustrated in

Figure 16. For example, suppose the training set is bi-

ased where a certain sensitive group has very few ex-

amples. If an intermediate model shows poor fairness,

then the next batch of examples will contain more ex-

amples of that sensitive group. How exactly the sen-

sitive group ratio should be adjusted is the technical

challenge. OmniFair [179] is a declarative system for

supporting group fairness for any model by reweighting

samples. While the goals are similar to FairBatch, the

specific optimization techniques differ where Omnifair

uses a Lagrangian multiplier to translate a constraint

optimization problem into an unconstrained optimiza-

tion problem and leverages a monotonicity property.

Other techniques include an adaptive sample reweight-

ing approach that corrects label bias [84] and an adap-

tive boosting technique for maximizing fairness [83].

Model
Training

. . .

#1 #2 #n
Sensitive
Group 1

(e.g., white)

Sensitive
Group 2

(e.g., black)

Training Data

If Group 2 is discriminated, 
increase its portion in next minibatch

Fig. 16: FairBatch [135] is a batch selection framework

for model fairness where sensitive group ratios are ad-

justed based on intermediate model fairness.

Post-processing Mitigation The final approach for un-

fairness mitigation is to fix model predictions for fair-

ness, which is the only option if the data and model

cannot be modified. However, post-processing usually

results in a tradeoff of worse accuracy.

We introduce a representative work [73] that com-

bines models to adjust fairness. The method we explain

here assumes equalized odds for binary classifiers, al-

though other settings are supported in the paper as

well. We assume a model M for each Z value and then

construct the following models: a trivial model that

only returns 0, another trivial model that only returns

1, and the “inverted” model 1 −M , which returns the
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opposite prediction of M . The idea is to combine these

models using randomization such that the fairness cri-

teria is satisfied. Figure 17 illustrates how this combina-

tion can be done for Z = 0 and Z = 1. In each case, we

can generate a model with the desired positive predic-

tion rate as long as it is inside the parallelogram. If we

generate a model in the intersection of the two parallelo-

grams, we can find a model where P (Ŷ = 1|Z = 0, Y =

A) = P (Ŷ = 1|Z = 1, Y = A), A ∈ {0, 1}, which is ex-

actly the definition of equalized odds. Among the possi-

ble combined models, we then choose the one with the

lowest expected loss (i.e., closest to the top left as high-

lighted in the figure). Other post-processing approaches

leverage unlabeled data [50] and calibration [121].

0 1
0

1
Always return 1

Always return 0

Fig. 17: Post-processing unfairness mitigation [73] in-

volves combining models using randomization to attain

the desired fairness.

5.3 Convergence with Robustness Techniques

Most recently, we are witnessing a convergence of fair-

ness and robustness techniques. This direction is in-

evitable because both techniques address flaws in the

data, but one does not subsume the other. Fair train-

ing assumes that the data is clean and only focuses on

removing its bias. However, the sensitive attribute itself

can be noisy or even missing. On the other hand, ro-

bust training primarily focuses on improving the overall

accuracy, but does not consider disproportionate per-

formances between different sensitive groups. In gen-

eral, fairness and robustness are not necessarily align-

ing goals. For example, if the data is already biased,

then removing noisy data for robust training may end

up worsening the bias by removing too much data

from an underrepresented group [136]. Figure 18 il-

lustrates these dynamics. There are three directions

for the convergence: making fairness approaches more

robust (fairness-oriented), making robust approaches

fairer (robust-oriented), and equal mergers of fair and

robust training. We summarize the recent research for

each of the three approaches.

Robustness issue: 
noisy data

Fairness issue: 
biased data

Noisy information

Biased distribution

Fig. 18: Fairness and robustness issues may negatively

affect each other. Noisy or missing group information

may result in inaccurate results after unfairness miti-

gation. A biased distribution in the data may result in

disproportionate accuracies after robust training.

Fairness-oriented Approaches The first direction of

convergence is to make fair training more robust. This

research currently has two directions: when the sensi-

tive group information is noisy or entirely missing.

The first scenario may occur if some users may want

to hide or mistakenly omit their group memberships.

An analysis of fair training results on noisy sensitive

group information [168] shows that the true fairness

violation on a clean sensitive group can be bounded

by a distance between this group and its noisy version.

In addition, noise-tolerant fair training techniques [98]

have been proposed where the idea is to change the

unfairness tolerance to estimate the fairness of the true

data distribution.

The second scenario is when the sensitive attribute

is fully missing. Here the data collection sometimes does

not gather the group information due to various rea-

sons like legal restrictions. Distributionally Robust Op-

timization (DRO) [148] has been used to improve the

model performance for minority sensitive groups with-

out using the group information [74]. The idea is to

approximately minimize the worst-case (latent) group

loss by identifying the worst-performing samples (Fig-

ure 19) and giving them more weight. Adversarially-

reweighted learning for fairness [97] makes the assump-

tion that unobserved sensitive attributes are correlated

with the features and labels, and performs adversarial

training between a classifier versus an adversary that

finds less accurate clustered regions and gives more

weights on those regions.

Robustness-oriented Approaches Robust training is de-

signed to improve the overall accuracy of a model, but

may discriminate groups where some have much worse

accuracy than others. There are three directions of re-

search: finding anomalies in the data, training without

spurious features, and improving robustness via adver-

sarial training. Fair anomaly detection [180] has been
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Loss

Amount 
of Data

Group 2

Group 1 Worst-case group loss

Average loss 
for all groups

Use a technique called 
DRO to approximately 
find Group 2

Fig. 19: A DRO-based fair algorithm [74] improves

model fairness without using the sensitive group infor-

mation by identifying the worst-performing samples.

proposed to prevent anomaly detection from discrimi-

nating specific groups. The idea is to compete a classi-

fier that finds abnormal data and a discriminator that

predicts the sensitive group from the classifier’s pre-

diction. After training, the classifier’s output becomes

independent of the sensitive group. Fair training with-

out spurious features [90] addresses the problem of pre-

venting feature removal from being discriminating. A

self-training technique is proposed to mitigate accuracy

degradation and biased effects (Figure 20). Finally, fair

adversarial training [172] prevents adversarial training

from discriminating groups by adding constraints for

equalizing accuracy and robustness.

Removed Features

+ Labels Training without 
spurious features

Mitigated 
biased effects of 
feature removal

Reduce the model output difference 
between the two datasets

Full Features

Spurious

Fig. 20: A self-training technique [90] can mitigate the

biased effects of spurious feature removal by also using

full-featured data.

Equal Mergers Robust and fair training can be com-

bined in equal terms as well. One direction is to make

the model training fair and robust at the same time.

FR-Train [134] is a mutual information-based frame-

work that competes a classifier, discriminator for fair-

ness, and discriminator for robustness to make the clas-

sifier fair and robust (Figure 21). A recent sample se-

lection framework [136] adaptively selects training sam-

ples for fair and robust model training (Figure 22). This

framework does not require modifying the model or

leveraging additional clean data. A fairness-aware ERM

framework [167] has been proposed based on the obser-

vation that group-dependent label noises may reduce

both model accuracy and fairness. The solution is to use

surrogate loss where the label distribution is corrected

based on the noise rates of groups. The surrogate loss

better reflects the true loss and thus mitigates the neg-

ative effects of group-dependent label noises. Another

direction of robust and fair training is to take a role of

an adversary and generate attacks that not only reduce

accuracy, but also harm fairness. Fairness-targeted poi-

soning attacks [149] proposes a gradient-based attack

method that finds the optimal attack locations that re-

duce the fairness the most.

“Discriminator 
for Robustness”

Distinguish whether 
poisoned or clean

“Classifier”

Predict 
recidivism

Yes
or
No

“Discriminator 
for Fairness”

Distinguish race

White 
or 

Black

Poisoned data

+ Clean true label

Clean validation set
(Constructed with crowdsourcing)

Poisoned set
or

Clean set

Fig. 21: FR-Train [134] is a mutual information-based

approach for achieving both fairness and robustness,

which competes one classifier with two discriminators.

6 Overall Findings and Future Directions

We summarize our findings. In Section 2, we explained

that data collection techniques consist of data acqui-

sition, data labeling, and improving existing data and

models. Some of the techniques have been studied by

the data management community while others by the

machine learning community. In Section 3, we cov-

ered key approaches in data validation, data cleaning,

data sanitization, and data integration. Data valida-

tion can be performed using visualizations and schema

information. Data cleaning has been heavily studied

where recent techniques are more tailored to improv-

ing model accuracy. Data sanitization has the dif-

ferent flavor of defending against poisoning attacks.

Data integration is challenging due to multimodal data.

In Section 4, we explained that noisy or missing la-

bels incur poor generalization on test data. Exist-

ing work for noisy labels suffers from either (i) ac-

cumulated noise or (ii) partial exploration of training

data. Hybrid (e.g., SELFIE) and semi-supervised tech-

niques (e.g., DivideMix) can achieve very high accuracy

with noisy training data. Semi-supervised (e.g., Mix-

Match) and self-supervised (e.g., JigsawNet) techniques

are actively developed to exploit abundant unlabeled

data. In Section 5, we covered fairness measures, unfair-

ness mitigation techniques, and convergence with ro-
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: group #1
: group #2

: low-loss

Training Data
Sample Selection

Robust
+
Fair

Model
Training

Sort samples by 
their loss values

Adjust group ratio 
to be fairer

: discard high-loss samples

: ensure fair group ratio

Fig. 22: Adaptive sample selection [136] can be another

solution for improving fairness and robustness. The key

idea is to utilize only clean and fair samples in training.

bustness techniques. The mitigation can be done before,

during, or after model training. Pre-processing is use-

ful when training data can be modified. In-processing

is useful when the training algorithm can be modified.

Post-processing can be used when we cannot modify

the data and model training. The convergence with ro-

bustness techniques can be categorized into fair-robust

techniques, robust-fair techniques, and equal mergers.

As data-centric AI becomes more established we be-

lieve there will be various convergences of these research

areas. Our list is certainly not exhaustive, but we at-

tempt to identify the major trends.

– Data cleaning and robust training: Currently data

cleaning is becoming more machine learning ori-

ented, but is considered less effective than robust

training. We believe that the two techniques should

continue integrating for the best results.

– Data validation and model fairness: The recent

works in data validation point to AI ethics as one of

the challenging aspects to validate. We believe that

model fairness will eventually be merged into the

data validation process.

– Data collection: So far, most of the machine learning

literature assumes that the input data is already

given. At the same time, data collection for accurate

machine learning is now an active research direction

in the data management community. We believe this

trend will continue to expand where data collection

needs to also consider fairness and robustness.

– Model training and testing: Improving model train-

ing and testing protocols is becoming another solu-

tion for dealing with data quality issues. The out-

put of the model on data samples provides useful

knowledge for evaluating the data, helping to de-

velop accurate and robust inference pipelines. We

believe that the learning dynamics of models pro-

vide new perspectives for interpreting robustness

and fairness.

– Model fairness and robustness: Trustworthy AI is

becoming increasingly critical in the machine learn-

ing community, and we believe its various aspects

including fairness and robustness will have to be ad-

dressed together instead of one at a time. There are

other elements of Trustworthy AI including privacy

and explainability that should eventually be part of

data-centric AI as well.

Concluding Remark In the data-centric AI era, collect-

ing data and improving its quality will only become

more critical for deep learning. We covered four ma-

jor topics (data collection, data cleaning, validation,

and integration, robust model training, and fair model

training), which have been studied by different com-

munities, but need to be used together. We believe all

the data techniques will eventually converge with the

robust and fair training techniques as data-centric AI

matures, and hope that our survey plays a catalyst role.
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Snorkel: rapid training data creation with weak super-
vision. VLDB J., 29(2-3):709–730, 2020.

127. Alexander J. Ratner, Henry R. Ehrenberg, Zeshan Hus-
sain, Jared Dunnmon, and Christopher Ré. Learning to
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