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Abstract

This paper proposes two approaches that quantify the exact relationship among the viability, the
absence of arbitrage, and/or the existence of the numéraire portfolio under minimal assumptions
and for general continuous-time market models. Precisely, our first and principal contribution
proves the equivalence among the No-Unbounded-Profit-with-Bounded-Risk condition (NUPBR
hereafter), the existence of the numéraire portfolio, and the existence of the optimal portfolio
under an equivalent probability measure for any “nice” utility and positive initial capital. Herein,
a “nice” utility is any smooth von Neumann-Morgenstern utility satisfying Inada’s conditions and
the elasticity assumptions of Kramkov and Schachermayer. Furthermore, the equivalent probability
measure —under which the utility maximization problems have solutions— can be chosen as close
to the real-world probability measure as we want (but might not be equal). Without changing
the underlying probability measure and under mild assumptions, our second contribution proves
that the NUPBR is equivalent to the “local” existence of the optimal portfolio. This constitutes an
alternative to the first contribution, if one insists on working under the real-world probability. These
two contributions lead naturally to new types of viability that we call weak and local viabilities.

Mathematics Subject Classification (2010): 91G10, 91G99, 91B16, 60G48, 60G46, 60H05.

JEL Classification: G10.

1 Introduction

This paper discusses the three financial concepts of non-arbitrage, viability and numéraire portfolio.
Among these concepts, the numéraire portfolio is the most recent concept that was introduced by Long
in [43]. It is the portfolio with positive value process such that zero is always the best conditional fore-
cast of the numéraire-dominated rate of return of every portfolio. The market’s viability was defined
—up to our knowledge— by Harrison and Kreps in [27] (see also [41], and [26]) as the setting for which
there exists a risk-averse agent who prefers more to less, has continuous preference, and can find an
optimal net trade subject to his budget constraint. In terms of the popular von Neumann-Morgenstern
utility, the viability is essentially equivalent to the existence of the solution to the utility maximiza-
tion problem. In contrast to the viability, the absence of arbitrage has several competing definitions
which often vary with the market model in consideration. Among these, we can cite Non-Arbitrage,

∗This research was supported financially by the Natural Sciences and Engineering Research Council of Canada,

through Grant G121210818.
†corresponding author, Email: tchoulli@ualberta.ca

1

http://arxiv.org/abs/1211.4598v3


No-Unbounded-Profit-with-Bounded-Risk (NUPBR hereafter), No-Free-Lunch (NFL hereafter), No-
Free-Lunch-with-Bounded-Risk, No-Free-Lunch-with-Vanishing-Risk (NFLVR hereafter), Asymptotic
Arbitrage, Immediate Arbitrage, ..., etcetera. Philosophically, an arbitrage opportunity is a transac-
tion with no cash outlay that results in a sure profit. In discrete-time markets, many arbitrage notions
coincide and the following holds.

Theorem 1.1. For discrete-time market models with finite and deterministic horizons, the following
are equivalent:
(a) The market is viable/Utility Maximization admits solution for a ”nice” von Neumann-Morgenstern
utility,
(b) Absence of arbitrage opportunities,
(c) There exists an equivalent martingale measure (EMM hereafter),
(d) The numéraire portfolio exists.

This theorem is a combination of results that were established, initially for discrete markets (i.e. mar-
kets with finite number of scenarios and trading times), in the economics and/or financial literature.
In order to give precise references for these equivalences, we start with the equivalence between asser-
tions (b) and (d), that was elaborated by Long in [43], and was extended afterwards to general and
different contexts by many scholars. For details, we refer the reader to the works of Artzner, Becherer,
Bühlmann, Christensen, Karatzas, Kardaras, Korn, Larsen, Long, Platen, Schäl, and Sass (see [4],
[5], [34], [38], [10], [47], and the references therein). For this equivalence (i.e. equivalence between (b)
and (d)), that is developed nowadays in full generality, our contribution lies in providing an easy proof.

The equivalence among (a), (b) and (c), to which our paper brings new ideas and original contribution,
is termed in the financial literature as the Fundamental Theorem of Asset Pricing (FTAP hereafter)
by Dybvig and Ross (see Theorems 1 and 2 of [18]). It is worth mentioning that this result, that
goes back to Arrow and Debreu for discrete markets (see [3] and [17]), fails for the continuous-time
setting and for the discrete-time case with infinite horizon as well. In mathematical finance the FTAP
stands for the equivalence between (b) and (c), and for the rest of the paper this meaning will be
adopted. This equivalence between (b) and (c) goes back to Kreps in [41], Harrison–Pliska in [28], and
Dalang–Morton–Willinger in [11]. To obtain an analogous equivalence in the most general framework,
Delbaen and Schachermayer had to strengthen the non-arbitrage condition (by considering NFLVR)
while weakening the EMM (by considering σ-martingale measures). Their approach established the
very general version of the FTAP in their seminal works [13] and [14]. The FTAP has been extended
very successfully to examine markets with proportional transaction costs. The advancements in this
direction stemming from the works of Guasoni, Jouini/Kallal, Kabanov, Rasonyi, and Schachermayer
(see [31], [25], and [23] and the references therein) play a foundational rôle in the literature of mathe-
matical finance.

The equivalence between (a) and (b) in discrete-time for smooth utilities was proved by [33] and [44].
The utility maximization problem has been intensively investigated, under the assumption that (c)
holds. This condition allows authors to use the two rich machineries of martingale theory and convex
duality. These works can be traced back to [35], [21], [15] and [39], and the references therein to cite
few. The main results in this literature focus on finding assumptions on the utility function for which
duality can hold, and/or the solutions to the primal problem and its dual problem will exist.

The question of how the existence of optimal portfolio is connected to the absence of arbitrage (weak or
strong form), in the continuous-time context, is treated nowhere up to now and up to our knowledge.
Recently, Frittelli proposed in [22] an interesting approach for this issue, while his obtained results are
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not applicable in the context of [42] and [45].

In this paper, we elaborate the equivalence among all four assertions of Theorem 1.1 for the most
general continuous-time framework under no assumption by choosing adequate notions and formula-
tions. In particular, we prove that the NUPBR holds if and only if the optimal portfolio exists under
an equivalent probability measure for any “nice” utility and any positive initial capital. This main
result together with other equivalent statements are detailed in Section 2, and are based on a technical
lemma that is important in itself. This lemma closes the existing gap in the tight connection between
(a) and (b) without changing the underlying probability measure. The proof and an extension of this
lemma are given in Section 3.

2 NUPBR, Weak Viability and Numéraire Portfolio

This section represents the core of the paper. In order to elaborate our main results, we start with
describing the mathematical framework and formalizing mathematically the economic concepts used
throughout the paper. Our mathematical model is based on a filtered probability space (Ω,F ,F, P ),
where the filtration, F := (Ft)0≤t≤T , satisfies the usual conditions of right continuity and complete-
ness. Here, T is a finite and deterministic time horizon, and F0 is the completion of the trivial σ-field.
On this stochastic basis, we consider a d-dimensional semi-martingale (St)0≤t≤T , that represents the
discounted price of d risky assets. The space of martingales will be denoted by M(P ), and the set of
predictable processes that are S-integrable will be denoted by L(S). The set A+(Q) denotes the set of
nondecreasing, right-continuous with left-limits (RCLL hereafter), adapted andQ-integrable processes.

The admissibility for strategies that will be used throughout the paper is given in the following.

Definitions 2.1. Let H = (Ht)0≤t≤T be a predictable process.
(i) For any positive constant α, H is called α-admissible if H is S-integrable and (H ·S)t ≥ −α, P−a.s
for any t ∈ [0, T ].
(ii) We say H is admissible if there exists a positive constant α such that H is α-admissible.

For any x > 0, we define the set of wealth processes obtained from admissible strategies with initial
capital x by

X (x) := {X ≥ 0 | there exists H ∈ L(S) such that X = x+H · S } . (2.1)

Definitions 2.2. (a) S satisfies the NUPBR condition if the set XT (1) is bounded in probability, where
XT (1) is the set of terminal values of elements of X (1).
(b) S satisfies non-arbitrage if

{XT | X ∈ ∪x>0 (X (x)− x)} ∩ L0
+(P ) = {0}. (2.2)

Definitions 2.3. A σ-martingale density for S is any positive local martingale, Z, such that there
exists a real-valued predictable process φ satisfying 0 < φ ≤ 1 and Z(φ · S) is a local martingale. The
set of σ-martingale densities for S will be denoted by

Zloc(S) := {Z ∈ Mloc(P )
∣∣∣ Z0 = 1, Z > 0, ZS is a σ-martingale }. (2.3)

Remark 2.4. 1) For any Z ∈ Zloc(S) and any H ∈ L(S) such that H ·S ≥ −α (α ∈ R
+), the process

Z(H · S) is a local martingale. This follows immediately from Proposition 3.3 and Corollary 3.5 of
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[2].
2) When the constant process one belongs to Zloc(S), S is called a σ-martingale. The notion of
σ-martingale goes back to Chou [6] (see also [19]). It results naturally when we integrate –in the
semimartingale sense– an unbounded and predictable process with respect to a local martingale. The
difference between σ-martingale and local martingale is discussed in [2].

It is known from the literature that both concepts of viability and numéraire portfolio are involved
with utility functions. Since the definition of utility is vague, herein we will work with “nice” von
Neumann-Morgenstern utilities. Below, we precise the mathematical definition of the utility and the
corresponding admissible set of strategies afterwards.

Definitions 2.5. A utility function is a function U satisfying the following:
(a) U is continuously differentiable, strictly increasing, and strictly concave on its effective domain
dom(U).
(b) There exists u0 ∈ [−∞, 0] such that dom(U) ⊂ (u0,+∞).
The effective domain dom(U) is the set of r ∈ R satisfying U(r) > −∞.

Given a utility function U , a semimartingale X, and a probability Q, we define the set of admissible
portfolios as follows

Aadm(α,U,X,Q) :={
H | H ∈ L(X), H ·X ≥ −α & EQ

[
U−(α+ (H ·X)T )

]
< +∞

}
.

(2.4)

When Q = P , X = S, and U is fixed, we simply denote Aadm(α, S).

Throughout this section, we will focus on utility functions U satisfying

dom(U) = (0,+∞), U ′(0) = +∞, U ′(∞) = 0, & lim sup
x→∞

xU
′
(x)

U(x)
< 1. (2.5)

These utilities were termed by “nice” von Neumann-Morgenstern utilities in the abstract and the
introduction. After recalling the mathematical definition of the numéraire portfolio, we will state our
principal theorem of the paper, and will discuss its novelties by comparing it to the existing literature.
Afterwards, we will provide its proof and other related technical results.

Definitions 2.6. Let Q be a probability measure. A process X̃ ∈ X (x0) is called a numéraire portfolio
under Q if X̃ > 0 and for every X ∈ X (x0), the relative wealth process X/X̃ is a Q-supermartingale .
If Q = P , then X̃ is simply called the numéraire portfolio.

Remark 2.7. It is worth mentioning that our definition of numéraire portfolio, by abuse of termi-
nology, assigns this terminology to the wealth process rather than the investment strategy generating
this wealth as in [34] on the one hand. On the other hand, herein, we do not assume the positivity of
X̃− as is the case of [34]. However, this is not an extension in any way since this condition is always
fulfilled under our definition above. In fact, for any T ≥ t > 0, thanks to Fatou’s lemma, we have
E(1/X̃t−) ≤ x0 < +∞, and the positivity of X̃t− follows.

2.1 The Main Result and Its Interpretations

Below, we state the principal result of the paper.
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Theorem 2.8. The following properties are equivalent:
(i) S satisfies the NUPBR condition.
(ii) The set Zloc(S) (defined in (2.3)) is not empty.
(iii) There exists a probability Q ∼ P , such that for any utility U satisfying (2.5) and any x ∈ dom(U),
there exists θ̂ ∈ Aadm(x,U, S,Q) such that

max
θ∈Aadm(x,U,S,Q)

EQU
(
x+ (θ · S)T

)
= EQU

(
x+ (θ̂ · S)T

)
< +∞. (2.6)

(iv) For any ǫ > 0, there exists Q̂(ǫ) ∼ P such that E|dQ̂(ǫ)
dP

− 1| ≤ ǫ, and for any utility U satisfying

(2.5) and any x ∈ dom(U), there exists θ̂ǫ ∈ Aǫ,x(U) := Aadm(x,U, S, Q̂(ǫ)) such that

max
θ∈Aǫ,x(U)

EQ̂(ǫ)U
(
x+ (θ · S)T

)
= EQ̂(ǫ)U

(
x+ (θ̂ǫ · S)T

)
< +∞. (2.7)

(v) For any ǫ ∈ (0, 1), there exist Q̃(ǫ) ∼ P and θ̃ǫ ∈ Aǫ,1 := Aadm(1, log, S, Q̃(ǫ)) such that E|dQ̃(ǫ)
dP

−
1| ≤ ǫ and

max
θ∈Aǫ,1

EQ̃(ǫ) log
(
1 + (θ · S)T

)
= EQ̃(ǫ) log

(
1 + (θ̃ǫ · S)T

)
< +∞. (2.8)

(vi) The numéraire portfolio exists.

It is natural to ask how far and in which directions this theorem can be extended. Below, in the
following remark, we will discuss two situations.

Remark 2.9. (a) It is important to mention that, in general, the NUPBR condition or equivalently
the existence of the numéraire portfolio does not guarantee the existence of the optimal portfolio under
the real-world probability measure P . In fact in [10], the authors provide a model (Example 4.3 )
satisfying the NUPBR, while the log-utility maximization has no solution under P .
(b) Due to the importance of the exponential utility, it is quite natural to ask if we could extend
Theorem 2.8 to the class of utilities with dom(U) = R (the case of real-valued wealth processes). We
believe that the answer to this question is positive, while we prefer to keep our theorem in this form.
Our main reason for this choice lies in the fact that extending Theorem 2.8 will certainly add technical
complexity in the formulation itself. This will make our result difficult to interpret/understand and
the key ideas of the theorem will be completely buried with technical conditions.

In the remaining part of this subsection, we will discuss the original contribution of the theorem,
its economic and financial interpretations, and its connection to the existing literature. The true
novelty of this theorem lies in the equivalence among assertions (i), (iii), (iv), and (v). Before dis-
cussing the meanings of this innovation, we will first argue about the role of the remaining parts (i.e.
(ii)⇐⇒(i)⇐⇒(vi)) that already exist in the literature.

Remark 2.10. (a) The equivalence between (i) and (ii) is exactly Takaoka’s result (see Theorem
2.6 in [48]) on which our proofs rely heavily on the one hand. On the other hand —for the reader’s
convenience— by adding assertions (ii) and (vi), one can clearly see how Theorem 1.1 becomes in the
general continuous-time context under no assumption.
(b) The equivalence between (i) and (vi) was established for the first time —up to our knowledge– in
Theorem 4.12 of [34] (see also [5] and [10]). Our contribution here lies in the methodology used to
prove this equivalence (see part 3) in Subsection 2.2). It is worth mentioning that the proof for this
equivalence in [34] uses the semimartingale characteristics and the measurable selection theorem that
are very powerful tools but not easy to handle. In contrast to [34], our approach uses Kolmos’ argument,
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Fatou’s lemma and the properties of the utility function only. Furthermore, our method constitutes an
application of our original contribution (i)⇐⇒(v) —which relies also on standard techniques—, and
shows how to approximate the numéraire portfolio.

Theorem 2.8 can be interpreted from the financial/economic side and the mathematical finance side.
Below, we will detail these two views.

Remark 2.11. a) From the mathematical finance perspective, our theorem suggests an alternative to
the approaches of Becherer and Christensen/Larsen (see [5] and [10] and the references therein). In
these works, the authors connected assertions (i) and (vi) to the existence of growth-optimal portfolio
and to the existence of the solution to the log-utility maximization. A summary of these results is
given by Hulley and Schweizer (see Theorem 2.3. of [30]), where the authors stated that the assertions
(i), (vi), and

(vii) The growth-optimal portfolio Xgo exists,

are equivalent. If furthermore

sup
{
E
[
logXT

] ∣∣∣ X ∈ X (1), X− > 0, and E
[
(logXT )

−
]
<∞

}
<∞ (2.9)

holds, then assertions (i), (vi) and (vii) are also equivalent to:

(viii) The log-utility maximization problem admits a solution.

In Theorem 2.8, we propose a new formulation for which the equivalence among the above four prop-
erties holds without any assumption and for any utility satisfying (2.5) –not only the log utility–. This
formulation uses the appropriate change of probability. More importantly, the set of equivalent proba-
bilities —under which utilities satisfying (2.5) admit optimal portfolios— is variation-dense. It is well
known that the change of probability measure is a powerful probabilistic technique used in stochastic
calculus to overcome integrability difficulties. Thus, mathematically speaking, the change of probability
in Theorem 2.8 is a natural and adequate formulation that allowed us to establish the exact connec-
tion between the viability and the NUPBR under no assumption —such as (2.9)— on the model. As
mentioned in Remark 2.9, in general, there is no hope for the existence of the optimal portfolio (even
for the log utility) under the probability P . A curious reader can naturally ask what is the economical
meaning of this probability change? To answer this question, we recall that in financial economics
scholars called probability measures by agents’ subjective believes. In this literature, the change of
probability measures/believes has been well received and adopted since a while. The robust/uncertainty
models and the random utility theory are among the successful areas of economics in which the change
of probability is central. In this spirit of random utility theory, our assertion (iii) says that the market’s
viability is achieved by a random field utility for which (2.5) is fulfilled path-wisely. In mathematical
terms, assertion (iii) is equivalent to
(iii’) There exists a random field utility Ũ(ω, x) and a θ̃ ∈ Aadm(x, Ũ ) such that Ũ(ω, .) is a utility
fulfilling (2.5) and

max
θ∈Aadm(x,Ũ)

EŨ
(
x+ (θ · S)T

)
= EŨ

(
x+ (θ̃ · S)T

)
.

For other situations, where the change of probability is economically motivated, and for the random
utility theory literature, we refer the reader to [9] and the references therein.
b) From the financial/economic view, our theorem is a generalization of Theorem 1.1 to the most
complex market model under no assumption. In fact, by substituting the viability under an equivalent
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belief and the NUPBR to assertions (a) and (b) of Theorem 1.1 respectively, we obtained similar
important result for continuous-time framework. Furthermore, our statement (iii) claims that any
agent whose preference fulfills (2.5) can find optimal net trade under the same equivalent belief. This
belief can be chosen as close to the real-world belief as we want (but might not be equal). This enhances
our economic interpretation of the statement (iii) given by the following.

Definitions 2.12. A market is weakly viable when there exist an agent —whose utility fulfills (2.5)—
and an initial capital for which the corresponding optimal portfolio exists under an equivalent probability
measure.

2.2 Proof of Theorem 2.8

The proof of this theorem is based essentially on three lemmas that we start with. The first lemma is
dealing with the Fatou convergence of processes that was defined in Definition 5.2 of [20], while the
second lemma deals with a supermartingale property. The third Lemma is the most important and
innovative result among these three technical lemmas.

Lemma 2.13. Suppose that Zloc(S) 6= ∅. Let (θn)n≥1 be such that θn ∈ L(S) and θn · S ≥ −1. Then

there exist φn ∈ conv(θk, k ≥ n) and θ̂ ∈ L(S) and a nondecreasing process C such that θ̂ · S ≥ −1,
C0 = 0, and

1 + φn · S is Fatou convergent to 1 + θ̂ · S − C. (2.10)

Proof. The proof of the lemma follows immediately from combining Lemma 5.2 of [20] and Theorem
2.1 of [46].

Lemma 2.14. Let X be any RCLL semimartingale, and π̃ ∈ L(X) such that E(π̃ ·X) > 0. Then, the
following are equivalent:
(i) For any π ∈ L(X) such that E(π ·X) ≥ 0, and any stopping time, τ , we have

E
[E(π ·X)τ
E(π̃ ·X)τ

]
≤ 1. (2.11)

(ii) For any π ∈ L(X) such that E(π ·X) ≥ 0, the ratio E(π ·X)/E(π̃ ·X) is a supermartingale.

Proof. The proof of (ii) =⇒ (i) is obvious and will be omitted. Suppose that assertion (i) holds, and
consider π ∈ L(X) such that E(π ·X) ≥ 0. Then, for any pair of stopping times, τ and σ, such that
τ ≤ σ P − a.s. and A ∈ Fτ , we put

π := π̃I]]0,τA]] + πI]]τA,+∞[[, τA :=

{
τ on A
+∞ on Ac

.

Then, we easily calculate

E(π ·X)σ
E(π̃ ·X)σ

=
E(π̃ ·X)τ
E(π̃ ·X)σ

E(π ·X)σ
E(π ·X)τ

IA + IAc .

Therefore, a direct application of (2.11) for π and σ, we obtain

E
{E(π̃ ·X)τ
E(π̃ ·X)σ

E(π ·X)σ
E(π ·X)τ

IA

}
≤ P (A),

for any A ∈ Fτ . Hence, the supermartingale property for E(π ·X)
(
E(π̃ ·X)

)−1
follows immediately,

and the proof of the lemma is achieved.
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Lemma 2.15. Let U be a utility function satisfying (2.5). Suppose that there exists a sequence of
stopping times (Tn)n≥1 that increases stationarily to T and xn > 0 such that

sup
θ∈Aadm(xn,STn)

EU
(
xn + (θ · S)Tn

)
< +∞, ∀ n ≥ 1. (2.12)

Then, the following are equivalent:
(i) There exists a sequence of stopping times (τn)n≥1 that increases stationarily to T such that for any

n ≥ 1 and any initial wealth x0 > 0, there exists θ̂(n) ∈ Aadm(x0, S
τn) such that

max
θ∈Aadm(x0,Sτn)

EU
(
x0 + (θ · S)τn

)
= EU

(
x0 + (θ̂(n) · S)τn

)
< +∞. (2.13)

(ii) S satisfies the NUPBR condition.

This lemma will be interpreted economically, proved, and extended to the exponential utility in Section
3. The remaining part of this section is devoted to the proof of Theorem 2.8.

Proof. of Theorem 2.8: The proof of this theorem will be achieved after three steps. The first step
will focus on proving (i) ⇐⇒ (iii). The second step will prove (i) ⇐⇒ (iv) ⇐⇒ (v), while the last
step will address (v) =⇒ (vi) =⇒ (i).

Step 1) The proof of (i) ⇐⇒ (iii) boils down to the proof of (i) =⇒ (iii), since the reverse implication
follows directly from Lemma 2.15 by considering Q instead of P and taking τn = Tn = T for all n ≥ 1.
Suppose that assertion (i) holds. Then, due to the equivalence between (i) and (ii), we consider
Z ∈ Zloc(S) (i.e. a σ-martingale density for S) and put

Q :=
ZT

E [ZT ]
· P ∼ P.

Let U be a utility function satisfying (2.5) and x ∈ dom(U). Thus, in virtue of Remark 2.4, for any
θ ∈ Aadm(x,U, S,Q), Z(x + θ · S) is a nonnegative local martingale, and hence a supermartingale.
Then, the concavity of U leads to

EQU
(
x+ (θ · S)T

)
≤ U

(
x

E[ZT ]

)
< +∞, for all θ ∈ Aadm(x,U, S,Q). (2.14)

Therefore, a direct application of Lemma 2.15 under Q implies the existence of a sequence of stopping
times (τn)n≥1 that increases stationarily to T and a sequence θ̂(n) ∈ Aadm(x,U, S

τn , Q) such that

sup
θ∈Aadm(x,U,Sτn ,Q)

EQU
(
x+ (θ · S)τn

)
= EQU

(
x+ (θ̂(n) · S)τn

)
. (2.15)

Thus, thanks to Lemma 2.13, we deduce the existence of (al)l≥1 (al ∈ (0, 1)), θ̂ ∈ L(S), and a
nondecreasing RCLL process C such that C0 = 0,

mn∑

l=n

al = 1, and x+

mn∑

l=n

alθ̂
(l) · Sτl is Fatou convergent to x+ θ̂ · S − C. (2.16)
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Hence, assertion (iii) will follow immediately once we prove that θ̂ belongs to Aadm(x,U, S,Q) and it
is the optimal solution to (2.6). We start by proving the admissibility of θ̂. Due to Fatou’s lemma
and the concavity of U , we get

EQU−
(
x+ θ̂ · ST

)
≤ lim inf

n
EQU−

(
x+

mn∑

l=n

alθ̂
(l) · Sτl

)

≤ lim inf
n

mn∑

l=n

alE
QU−

(
x+ θ̂(l) · Sτl

)
.

(2.17)

If U(∞) ≤ 0, then we have

mn∑

l=n

alE
QU−

(
x+ θ̂(l) · Sτl

)
= −

mn∑

l=n

alE
QU

(
x+ θ̂(l) · Sτl

)
≤ −U(x) < +∞,

and the admissibility of θ̂ follows immediately from this inequality and (2.17). Suppose that U(+∞) >
0. Then, there exists a real number r such that U(r) > 0, and the following hold

lim inf
n

mn∑

l=n

alE
QU−

(
x+ θ̂(l) · Sτl

)

≤ lim inf
n

mn∑

l=n

alE
QU

(
r + x+ θ̂(l) · Sτl

)
− U(x) ≤ U

(
r + x

E[ZT ]

)
− U(x) < +∞.

A combination of these inequalities and (2.17) completes the proof of θ̂ ∈ Aadm(x,U, S,Q). Further-
more, we get U(x+ θ̂ ·ST ) ∈ L1(Q). Next, we will prove the optimality of the strategy θ̂. To this end,
we start by proving

EQU
(
x+ θ̂ · ST

)
≥ lim sup

n
EQU

(
x+

mn∑

l=n

alθ̂
(l) · Sτl

)
. (2.18)

If U(+∞) ≤ 0, then the above inequality follows from Fatou’s lemma. Suppose that U(+∞) > 0. In
this case, by mimicking the proof of Lemma 3.2 of [39], we easily prove that

{
U(yn) : yn := x+

mn∑

l=n

alθ̂
(l) · Sτl , n ≥ 1

}
is Q-uniformly integrable. (2.19)

Denote the inverse of U by φ : (U(0+), U(+∞)) → (0,+∞). Then we derive EQ[φ(U(yn))] ≤ x/E(ZT )
and due to l’Hospital rule and (2.5) we have

lim
x→U(+∞)

φ(x)

x
= lim

y→+∞

y

U(y)
= lim

y→+∞

1

U ′(y)
= +∞.

Then, the uniform integrability of the sequence (U(yn))n≥1 follows from the La-Vallée-Poussin argu-
ment. Then, (2.18) follows immediately from this uniform integrability and (2.16). Therefore, we
obtain

EQU
(
x+ θ̂ · ST

)
≥ lim sup

n
EQU

(
x+

mn∑

l=n

alθ̂
(l) · Sτl

)
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≥ lim sup
n

mn∑

l=n

alE
QU

(
x+ θ̂(l) · Sτl

)

≥ lim sup
n

mn∑

l=n

alE
QU
(
x+ ǫθ · Sτl

)
(2.20)

≥ lim inf
n

mn∑

l=n

alE
QU
(
x+ ǫθ · Sτl

)

≥ EQU
(
x+ ǫθ · ST

)
(2.21)

≥ (1− ε)U(x) + εEQU
(
x+ θ · ST

)
,

for any θ ∈ Aadm(x,U, S,Q), and any ǫ ∈ (0, 1). It is clear that the optimality of θ̂ follows immediately
from the above inequalities by letting ǫ increases to one. It is obvious that (2.20) follows from (2.15),
while (2.21) follows from Fatou’s lemma and U(x + ǫ(θ · S)τn) ≥ U((1 − ǫ)x) > −∞. This proves
assertion (iii), and the proof of (i) ⇐⇒ (iii) is achieved.

Step 2) Herein, we will prove (i) ⇐⇒ (iv) ⇐⇒ (v). Since the log-utility satisfies (2.5), then it is easy
to see that the proof of (i) ⇐⇒ (v) is similar to the proof of (i) ⇐⇒ (iv). Thus, we will focus on
proving this latter equivalence.

Suppose that assertion (i) holds. Then, assertion (iv) follows immediately as soon as we find Qδ equiv-
alent to P whose density converges to one in L1(P ) when δ goes to zero, and the utility maximization
problem admits solution under Qδ for any δ ∈ (0, 1). To prove this latter claim, we put

q :=
ZT

E[ZT ]
, qδ :=

q

δ + q
, Zδ :=

qδ
E[qδ]

:= qδCδ, Qδ := Zδ · P ∼ P, (2.22)

for any δ ∈ (0, 1). By examining closely the proof of (i) =⇒ (iii), we can easily conclude that the utility
maximization problem admits solution under Qδ whenever Qδ satisfies similar inequality as in (2.14).
Thus, for any utility U satisfying (2.5), any x ∈ dom(U), any δ ∈ (0, 1), and any θ ∈ Aadm(x,U, S,Qδ),
we derive

EQδU
(
x+ (θ · S)T

)
≤ U

(
EQδ [x+ (θ · S)T ]

)
≤ U

(E [ZT [x+ (θ · S)T ]]

δE(qδ)E(ZT )

)

≤ U

(
x

δE(qδ)E[ZT ]

)
< +∞.

Hence, this allows us to conclude that for any δ ∈ (0, 1) and any utility U satisfying (2.5), the utility
maximization problem admits solution under Qδ. To conclude the proof of (i) =⇒ (iv), we will prove
that Zδ converges to one in L1(P ) when δ goes to zero. Thanks to

1 > (Cδ)
−1 = E

(
q

δ + q

)
≥ E

[
q

1 + q

]
=: ∆0,

we deduce that Zδ is positive, bounded by (∆0)
−1, and converges almost surely to one when δ goes to

zero. Then, for any ǫ > 0, the dominated convergence theorem implies the existence of δ := δ(ǫ) > 0
such that E|Zδ(ǫ) − 1| < ǫ. This ends the proof of (i) =⇒ (iv). The reverse implication follows from
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(iv) =⇒ (iii) =⇒ (i), and the proof of (i) ⇐⇒ (iv) ⇐⇒ (v) is completed.

This ends the proof of the original contributions of the theorem (i.e. (i) ⇐⇒ (iii) ⇐⇒ (iv) ⇐⇒ (v)).
The remaining part of this proof —as we explained before— will prove the equivalence (vi) ⇐⇒ (i)
by applying (i) =⇒ (v), and using standard techniques such as Kolmos’ arguments, Fatou’s lemma
and the properties of the utility function.

Step 3) In this last part, we will prove (v) =⇒ (vi) =⇒ (i). Suppose that assertion (v) holds
(and hence we have Zloc(S) 6= ∅). Then, it is easy to see that assertion (v) implies the existence of
the numéraire portfolio under each Qǫ. Therefore, for any n ≥ 1, there exist 0 < Zn = κnqn (here
qn = n

n+q−1 where q is given by (2.22)) that converges to one in L1(P ), andW n the numéraire portfolio
for S under Qn := Zn · P .
Hence, a direct application of Lemma 2.13 leads to the existence of (βn)n≥1 (βn ∈ (0, 1)), θ̃ ∈ L(S),
and a nondecreasing and RCLL process C such that C0 = 0,

mn∑

k=n

βl = 1, and
mn∑

k=n

βkW
k is Fatou convegent to W̃ = x+ θ̃ · S − C =: Ŵ − C.

Let W ∈ X (x) be a wealth process such that W > 0, b ∈ (0, 1), α > 1, and τ be a stopping
time. Then, there exists a sequence of stopping times (τk)k≥1 that decreases to τ and takes values in(
IQ+ ∩ [0, T [

)
∪ {T} such that

on {τ < T} T ≥ τk > τ, and on {τ = T} τk = T.

Due to Fatou’s Lemma (using the convention a
0+ = +∞, a > 0), we obtain

E
(
Wτ

Ŵτ

∧ α
)
≤ E

(
Wτ

W̃τ

∧ α
)
≤ lim inf

n
lim inf

k
E

(
Wτk∑mn

l=n βlW
l(τk)

∧ α

)

≤ lim inf
n

lim inf
k
E
([mn∑

l=n

βl
Wτk

W l(τk)

]
∧ α
)
.

Since qn := n
n+q−1 is increasing in n, then for any l ≥ n and any k we have

{E(qn|Fτk) > b} ⊂ {E(ql|Fτk) > b} = {1 < b−1Zl(τk)

κl
= E(ql|Fτk)b

−1}.

Hence, we derive

E
([mn∑

l=n

βl
Wτk

W l(τk)

]
∧ α
)
= E

([mn∑

l=n

βl
Wτk

W l(τk)

]
∧ αI{E(qn|Fτk

)≤b}

)
+

+E
([mn∑

l=n

βl
Wτk

W l(τk)

]
∧ αI{E(qn|Fτk

)>b}

)

≤ αP
(
E(qn|Fτk) ≤ b

)
+ E

(mn∑

l=n

βl
Zl(τk)Wτk

bκlW l(τk)

)

≤ αP
(
E(qn|Fτk) ≤ b

)
+ b−1

mn∑

l=n

βl
κl
.
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Since both κn and qn converge to one when n goes to infinity, and the random variable E(qn|Fτk)
converges to E(qn|Fτ ) when k goes to infinity, then it is obvious that

αP
(
E(qn|Fτk) ≤ b

)
+ b−1

mn∑

l=n

βl
κl

converges to b−1,

when k and afterwards n goes to infinity. Hence, we deduce that

E

(
Wτ

Ŵτ

∧ α

)
≤ b−1,

for any b ∈ (0, 1), any α > 1, and any stopping time τ . Thus, by taking b to one and α to +∞ and
using Fatou’s lemma, we deduce that

E

(
Wτ

Ŵτ

)
≤ 1, for any stopping time τ, (2.23)

and for any positive wealth process W ∈ X (x). This proves that Ŵ > 0, and (2.23) holds for any
W ∈ X (x) as well. Therefore, a combination of (2.23) and Lemma 2.14 leads to the conclusion that

Ŵ is the numéraire portfolio under P . This completes the proof of assertion (vi).

The proof of the remaining implication (i.e. (vi) =⇒ (i)) is easy, and will be detailed below for the
sake of completeness. Suppose that there exists a numéraire portfolio W ∗. Then, for any θ ∈ L(S)
such that 1 + θ · S ≥ 0,

1 + θ · S

W ∗
is a nonnegative supermartingale.

As a result, for all c > 0, we obtain

P
(1 + (θ · S)T

W ∗
T

> c
)
≤ c−1E

{1 + (θ · S)T
W ∗
T

}
≤ c−1.

This clearly implies the boundedness of XT (1) (the set of terminal values of the elements of X (1) defined
in (2.1)) in probability and hence S satisfies the NUPBR. This ends the proof of the theorem.

3 The Proof of Lemma 2.15 and its Extension: Local Viability

This section contains two subsections, where we prove Lemma 2.15, and develop its version for the
exponential utility. These constitute our second main contribution of the paper. The condition (2.12),
in Lemma 2.15, is vital for the analysis of the utility maximization problem (see [35], [36], and [39] and
the references therein). Furthermore, (2.12) is irrelevant for the most innovative part of our lemma
which is (i) =⇒ (ii). In the proof of Theorem 2.8, where Lemma 2.15 is applied, the condition (2.12) is
checked easily. The reverse implication follows from the seminal work of Kramkov and Schachermayer
(see [39]), and for the sake of completeness, details will be provided in the proof below. Below, in
parts a) and b), we will discuss the meaning and the limitation of Lemma 2.15 respectively.

a) What is the meaning of Lemma 2.15? In virtue of Theorem 2.8, Lemma 2.15 proposes
—under assumption (2.12)— an alternative to the equivalence between the NUPBR and the weak
viability when working with the real-world probability measure is not an option. This lemma claims
that, under mild assumptions, one can use the original belief P and look for the optimal portfolio “lo-
cally” instead of globally. The result of the lemma supports our definition of market’s local viability as
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the market’s viability up to a sequence of stopping times that increases stationarily to T (respectively
increases to infinity for the infinite horizon context). Furthermore, as mentioned in the introduction,
this lemma closes the existing gap in quantifying the tightest relationship between the absence of ar-
bitrage and the utility maximization à la Delbaen and Schachermayer (i.e. without changing measure,
but by weakening and/or strengthening the concepts under consideration).

b) Can NFLVR be substituted into NUPBR in Lemma 2.15? The stability of the NUPBR
under the localization is a direct consequence of Takaoka’s Theorem (see Theorem 2.6 in [48]). In
contrast to the NUPBR, Non-Arbitrage (see Definition 2.2–(b)) or NFLVR (see [12] and [13] for its
definition) can hold locally and fail globally. Thus, the existence of the optimal portfolio might not
eliminate arbitrage opportunities in the model and hence NFLVR might be violated. For the sake of
completeness, below we provide an example.

Example 3.1. Consider Example 4.6 of [34], where the market model is one stock on the finite time
horizon [0, 1], with S0 = 1 and S satisfies dSt = (1/St)dt+ dβt. Here β is a standard one-dimensional
Brownian motion. It is worth mentioning that this example goes back to [12], and appeared in [1]
afterwards. In [34], the authors proved that both arbitrage opportunities and the numéraire portfolio
(given by X̃ = S) exist for this model. Furthermore, it is easy to calculate

log(E(X)1) := log(S1) =

∫ 1

0

1

Su
dβu +

1

2

∫ 1

0

1

S2
u

du, & E

∫ 1

0

1

S2
u

du ≤ 2 log(2).

Therefore, the log utility maximisation problem admits solution, while there is no equivalent martingale
measure.

3.1 Proof of Lemma 2.15:

We start by proving the easiest part of the lemma, which is (ii) =⇒ (i). Suppose that S satisfies
the NUPBR condition. Thanks to Takaoka’s Theorem (see Theorem 2.6 in [48]), we conclude the
existence of a local martingale Z > 0 and a real-valued predictable process ϕ such that 0 < ϕ ≤ 1
and Z(ϕ · S) ∈ Mloc(P ). Then, for any θ ∈ L(S) we have θ · S = θϕ · Sϕ where θϕ := θ/ϕ and
Sϕ := ϕ · S. Thus, without loss of generality, we assume that ZS is a local martingale. Consider a
sequence of stopping times, (σn)n≥1, that increases stationarily to T such that both Zσn and ZσnSσn

are martingales. Put
Qn := Zσn · P and τn := Tn ∧ σn ↑ T.

Then, Qn is an equivalent martingale measure for Sσn . Since θI[[0,τn]] belongs to Aadm(xn, S
Tn) when-

ever θ ∈ Aadm(xn, S
τn), for all n ≥ 1 we derive

sup
θ∈Aadm(xn,Sτn)

EU
(
xn + (θ · S)τn

)
≤ sup

ψ∈Aadm(xn,STn )

EU
(
xn + (ψ · S)Tn

)
< +∞.

Therefore, a direct application of Theorems 2.1 and 2.2 of [39] implies that for any n ≥ 0 and any
initial wealth x0 > 0, there exists an x0-admissible optimal strategy θ̂(n) for Sτn , such that

max
θ∈Aadm(x0,Sτn)

EU
(
x0 + (θ · S)τn

)
= EU

(
x0 + (θ̂(n) · S)τn

)
< +∞.

This proves assertion (i). In the remaining part of the proof, we will focus on proving (i) =⇒ (ii).
Suppose that assertion (i) holds, and consider x0 = 1 + r such that r ∈ dom(U). Then, there exists
θ̂(n) ∈ Aadm(1 + r, Sτn) such that

max
θ∈Aadm(1+r,Sτn)

EU
(
1 + r + (θ · S)τn

)
= EU

(
1 + r + (θ̂(n) · S)τn

)
< +∞.
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For the sake of simplicity, we put τ := τn and θ̂ := θ̂(n) in what follows. In order to prove the NUPBR
for Sτ , we proceed by assuming that

K := {(H · S)τ |H is a 1-admissible strategy for Sτ}

is not bounded in L0(P ). Therefore, there exist a sequence of 1-admissible strategy (θm)m≥1, a
sequence of positive real numbers, (cm)m≥1, that increases to +∞, and α > 0 such that

P
(
(θm · S)τ ≥ cm

)
> α > 0.

Consider a sequence of positive numbers, (δm)m≥1, such that

0 ≤ δm → 0, and δmcm → +∞.

Then, put
Xm := δm(θ

m · S)τ ≥ −δm, for all m ≥ 1.

Hence, an application of Kolmos’s argument to (Xm + δm)m≥1 (see Lemma A1.1 of [12]) leads to the
existence of a sequence of random variables, (gk)k≥1, such that

0 ≤ gk :=

Nk∑

m=k

αmXm +

Nk∑

m=k

αmδm ∈ conv
(
Xm + δm, m ≥ k

)
,

and gk converges almost surely to X̃ ≥ 0, with P (X̃ > 0) > 0.

Since yk :=

Nk∑

m=k

αmδm converges to zero, we conclude that

−yk ≤ X̃k :=

Nk∑

m=k

αmδm(θ
m · S)τ converges to X̃ P − a.s., and

−(1 + r)(1− yk) ≤ X̂k := (1− yk)(θ̂ · S)τ converges to (θ̂ · S)τ P − a.s.

Consider the new trading strategies

θ̃(k) :=

Nk∑

m=k

αmδmθ
m +

(
1−

Nk∑

m=k

αmδm

)
θ̂ =

Nk∑

m=k

αmδmθ
m + (1− yk)θ̂.

Then, it is easy to check that 1 + r+ θ̃(k) · Sτ = 1+ r+ X̃k + X̂k ≥ ykr > 0 (due mainly to −yk ≤ X̃k

and −(1 + r)(1− yk) ≤ X̂k). Furthermore, due to the concavity of U , we have

U
(
1 + r + (θ̃(k) · S)τ

)
= U

(
1 + r + X̃k + X̂k

)

= U
(
1 + r + X̃k + (1− yk)(θ̂ · S)τ

)

≥ U
(
1 + r − yk + (1− yk)(θ̂ · S)τ

)

= U
(
ykr + (1− yk)

[
1 + r + (θ̂ · S)τ

])

≥ ykU(r) + (1− yk)U
(
1 + r + (θ̂ · S)τ

)
.
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This implies that θ̃(k) ∈ Aadm(1 + r, Sτ ). On the one hand, a combination of the previous inequality
and Fatou’s lemma implies that

E
{
U
(
1 + r + X̃ + (θ̂ · S)τ

)
− U

(
1 + r + (θ̂ · S)τ

)}

= E

{
lim
k

[
U
(
1 + r + X̃k + X̂k

)
− (1− yk)U

(
1 + r + (θ̂ · S)τ

)
− ykU(r)

]}

= E

{
lim
k

[
U
(
1 + r + (θ̃(k) · S)τ

)
− (1− yk)U

(
1 + r + (θ̂ · S)τ

)
− ykU(r)

]}

≤ lim inf
k

E
{
U
(
1 + r + (θ̃(k) · S)τ

)
− (1− yk)U

(
1 + r + (θ̂ · S)τ

)
− ykU(r)

}

≤ lim inf
k

E
{
U
(
1 + r + (θ̂ · S)τ

)
− (1− yk)U

(
1 + r + (θ̂ · S)τ

)
− ykU(r)

}

= 0.

(3.24)

On the other hand, since P (X̃ > 0) > 0 and U is strictly increasing, we get

E
{
U
(
1 + r + X̃ + (θ̂ · S)τ

)}
> E

{
U
(
1 + r + (θ̂ · S)τ

)}
.

This is a contradiction with (3.24), and the NUPBR for Sτ is fulfilled. Then, the global NUPBR for
S is a direct consequence of Takaoka’s Theorem (Theorem 2.6 of [48]), and the proof of the theorem
is completed.

3.2 Extension to the case of exponential utility

We believe that the extension of Lemma 2.15 to the exponential utility is valuable and deserves
attention for two reasons. The first reason lies in the popularity of the exponential utility, while the
second reason lies in our belief that for this case, when S is locally bounded, we may obtain more
precise results with less assumptions. Throughout this section the set of admissible strategies for the
model (X,Q) will be denoted by Θ(X), and is given by

Θ(X) := {θ ∈ L(X) | θ ·X are uniformly bounded in (ω, t) } .

Then, the set of local martingale densities that are locally in L logL will be denoted by

Zf,loc(X,Q) :=
{
Z > 0

∣∣∣ Z, ZX ∈ Mloc(Q), Z log(Z) is Q-locally integrable
}
. (3.25)

when Q = P , we simply write Zf,loc(X).

Definitions 3.2. Let Z = E(N) ≥ 0, where N ∈ M0,loc(P ). If

V (E)(N) :=
1

2
〈N c〉+

∑[
(1 +∆N) log(1 + ∆N)−∆N

]
, (3.26)

is locally integrable, then its compensator is called the entropy-Hellinger process of Z and is denoted
by hE(Z,P ) (see [8] for details).
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Lemma 3.3. Suppose S is locally bounded. Then the following are equivalent:
(i) There exist a sequence of stopping times (τn)n≥1 increasing stationarily to T and θ̂n ∈ L(Sτn) such

that E

(
sup

0≤t≤τn

exp
[
−(θ̂n · S)t

])
< +∞ and

inf
θ∈Θ(Sτn)

E
(
e−(θ·S)τn

)
= E

(
e−(θ̂n·S)τn

)
. (3.27)

(ii) Zf,loc(S) 6= ∅.

Proof. We start by proving (ii) =⇒ (i). Suppose that assertion (ii) holds, and consider Z ∈ Zf,loc(S).
Then, there exists a sequence of stopping times, (τn)n≥1, that increases stationarily to T such that
Zτn is a martingale and hEt∧τn(Z,P ) is bounded. Therefore, due to Theorem 3.7 or Proposition 3.6
in [8], we deduce that Qn := Zτn · P is an equivalent martingale measure for Sτn satisfying the re-
verse Hölder condition RL logL (P ) (for the definition of reverse Hölder condition, we refer to [15]

or [8]). Thus, Theorem 2.1 of [32] implies the existence of the optimal solution θ̂n ∈ L(Sτn) for

(3.27) such that exp
[
−(θ̂n · S)τn

]
= E exp

[
−(θ̂n · S)τn

]
Z

(E,n)
τn on the one hand. Here, Z(E,n) is

the minimal entropy martingale density for Sτn which is an LlogL-integrable martingale and hence

E
(
sup0≤t≤τn Z

(E,n)
t

)
< +∞. On the other hand, by Lemma 3.2 of [15], we conclude the existence

of a positive constant Cn such that exp
[
−(θ̂n · S)t∧τn

]
≤ CnZ

E,n
t∧τn . This ends the proof of assertion (i).

In the remaining part of this proof, we will prove (i) =⇒ (ii). Suppose that assertion (i) holds and
put

U
(n)
t := exp

(
−θ̂n · St∧τn

)
. (3.28)

Then by mimicking the proof of Lemma 4.1 in [15], we deduce that there exists a sequence of bounded
strategies (θ(N))N≥1 ⊂ Θ(Sτn) such that P − a.s

lim
N−→+∞

e−(θ(N)·S)τn = U (n)
τn & sup

0≤t≤T
e−θ

(N)·St∧τn ≤ 6 sup
0≤t≤T

U
(n)
t ∈ L1(P ). (3.29)

Therefore, exp
[
−(θ(N) · S)τn

]
converges to U

(n)
τn in L1 when N goes to +∞. For an arbitrary but fixed

θ ∈ Θ(Sτn) and any λ ∈ (0, 1), we denote

φλ,N := −λθ + θ(N) ∈ Θ(Sτn),

and by making use of Ee−θ̂
n·Sτn − Ee−φλ·Sτn ≤ 0 we derive

Ee−θ
(N)·Sτn − Ee−φλ·Sτn

λ
≤

Ee−θ
(N)·Sτn − Ee−θ̂

n·Sτn

λ
→ 0, as N → +∞.

Due to (3.29) and θ ∈ Θ(Sτn), the variable (e−(θ(N) ·S)τn−e−(φλ,N ·S)τn )/λ converges to−(θ·Sτn) exp[−θ̂
n·

Sτn ] in L
1(P ) when λ and N go to zero and infinity respectively. By combining all the above remarks,

we obtain

EQn

[
−(θ · S)τn

]
≤ 0, where Qn :=

exp
[
−(θ̂n · S)τn

]

E
(
exp

[
−(θ̂n · S)τn

]) · P. (3.30)
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Since θ is arbitrary in Θ(Sτn), we conclude that Qn is an equivalent martingale measure for Sτn . The
density process of this martingale measure will be denoted by

Ẑnt :=
E
(
exp

[
−(θ̂n · S)τn

] ∣∣∣Ft
)

E
(
exp

[
−(θ̂n · S)τn

]) =: Et
(
N̂ (n)

)
.

For any θ ∈ Θ(Sτn), and any λ ∈ (0, 1), on the one hand, the convexity of ex leads to conclude that
((θ · S)τn − (θ̂n · S)τn) exp(−(θ̂n · S)τn) is bounded from below by − exp(−(θ · S)τn) ∈ L1(P ). On the
other hand, again the convexity of ex combined with Fatou’s lemma and the minimality of θ̂n imply
that

E
(
e−(θ̂·S)τn ((θ − θ̂n) · S)τn

)
≤ lim

λ→0
E


e−θ̂·Sτn

1− exp
[
−λ((θ − θ̂n) · S)τn

]

λ




≤ 0,

This proves that Kn := (θ̂n · S)τn exp
[
−(θ̂n · S)τn

]
∈ L1(P ). By combining this with

Ẑnτn log(Ẑ
n
τn
) =

−Kn − exp(−(θ̂n · S)τn) log
(
E
[
exp(−(θ̂n · S)τn)

])

E
(
exp

[
−(θ̂n · S)τn

]) ,

we deduce that Ẑnτn log(Ẑ
n
τn) is integrable, and hence Ẑn is a martingale density for Sτn that is L logL-

integrable. Then, by putting

N̂ :=
+∞∑

n=1

I]]τn−1,τn]] · N̂
(n),

and applying Lemma 3.5 below, assertion (ii) follows immediately. This ends the proof of the lemma.

Remark 3.4. The extension of Lemma 2.15 to general utilities U with dom(U) = R can be found in
[16]. This extension is less attractive, when comparing it to Lemmas 2.15 and 3.3, due to the required
technical assumptions.

Lemma 3.5. Let (τn)n≥1 be a sequence of stopping times that increases stationarily to T , and (N (n))n
be a sequence of local martingales. Then, the process

N :=

+∞∑

n=1

I]]τn−1,τn]] ·N
(n), (τ0 = 0),

is a local martingale satisfying the following.
(i) If E(N (n)) > 0 for any n ≥ 1, then E(N) > 0.
(ii) If V (E)(N (n)) ∈ A+

loc(P ) for any n ≥ 1, then V (E)(N) ∈ A+
loc(P ).

(iii) If E(N (n)) is a σ-martingale density for Sτn for any n ≥ 1, then E(N) is a σ-martingale density
for S.

Proof. It is obvious that

N τn =
n∑

k=1

I]]τk−1,τk]] ·N
(k) ∈ M0,loc(P ).

17



This proves that N ∈ (M0,loc(P ))loc = M0,loc(P ), and E(N) > 0 since

1 + ∆N = 1 +∆N (n) > 0 on ]]τn−1, τn]], n ≥ 1.

Then, due to the definition of the operator V (E) given by (3.26), it is also easy to remark that
V (E)(I]]σ,τ ]] ·M) = I]]σ,τ ]] · V

(E)(M) for any local martingale M (with 1 + ∆M ≥ 0) and any pair of
stopping times τ and σ such that τ ≥ σ. Thus, we get

(
V (E)(N)

)τn
=

n∑

k=1

I]]τk−1,τk]] · V
(E)(N (k)) ∈ A+

loc(P ).

Hence, we deduce (thanks to Lemma 1.35 of [24]) that V (E)(N) ∈
(
A+
loc(P )

)
loc

= A+
loc(P ). This ends

the proof of assertion (i) and (ii) of the lemma. To prove the last assertion, we first remark that E(M)
is a σ-martingale density for S if and only if there exists a predictable process ϕ such that 0 < ϕ ≤ 1
and

ϕ · S + ϕ · [S,M ] ∈ M0,loc(P ).

Therefore, since E(N (n)) is a σ-martingale density for Sτn for each n ≥ 1, then there exists φn such
that 0 < φn ≤ 1 and

Yn := φn · S + φn · [S
τn , N (n)] ∈ M0,loc(P ), ∀ n ≥ 1. (3.31)

Put φ :=
∑+∞

k=1 I]]τk−1,τk]]φk. Thus, it is easy to prove that 0 < φ ≤ 1, and

(φ · S + φ · [S,N ])τn =

n∑

k=1

I]]τk−1,τk]] · Yk ∈ M0,loc(P ).

Hence, φ · S + φ · [S,N ] ∈ (M0,loc(P ))loc = M0,loc(P ), and hence E(N) is a σ-martingale density for
S. This ends the proof of the lemma.
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kets modeled by a multi-dimensional jump diffusion process. Decisions in Economics and Finance
26(2), 153-166 (2003).

[39] Kramkov, D.O., Schachermayer, W.: The Asymptotic Elasticity of Utility Functions and Optimal
Investment in Incomplete Markets. Annals of Applied Probability, 904-950 (1999).

[40] Kramkov, D.O.: Optional decomposition of supermartingales and hedging contingent claims in
incomplete security markets . Probability Theory and Related Fields 105, 459-479 (1996).

20



[41] Kreps, D.M.: Arbitrage and equilibrium in economies with infinitely many commodities. Journal
of Mathematical Economics, 8(1), 15-35 (1981).

[42] Loewenstein, M., Willard, G.A.: Local martingales, arbitrage, and viability free snacks and cheap
thrills. Economic Theory 16(1), 135-161 (2000).
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