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Abstract. A transformation method based on incrementalization and
value caching, generalizes a broad family of loop refinement techniques.
This method and CACHET, an interactive tool supporting it, are pre-
sented. Though highly structured and automatable, better results are
obtained with intelligent interaction, which provides insight and proofs
involving term equality. Significant performance improvements are ob-
tained in many representative program classes, including iterative schemes
that characterize Today’s hardware specifications. Incrementalization is
illustrated by the derivation of a hardware-efficient nonrestoring square-
root algorithm.
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1 Introduction

Incrementalization [3,5,4] is a generalization of program refinement techniques,
such as strength reduction, in which partial results are introduced to optimize
looping computations. CACHET [2,6] is a prototype refinement tool developed
to explore incrementalization strategies. In this paper [1], we look at its ap-
plication to a representative problem in hardware specification. A nonrestoring
integer square root algorithm was previously used by O’Leary, Leeser, Hickey,
and Aagaard [7] to illustrate the use of a theorem prover in the step-wise refine-
ment of a hardware implementation. We applied CACHET to the same problem
in order to compare how the critical insights needed to justify an implemen-
tation are discovered and applied under deductive and derivational modes of
formal reasoning. In either case, the implementation proof depends on just a few
algebraic identities which must be provided by the (presumably human) external
tool user. One of the problems inherent to formalized reasoning is the often over-
whelming logical context in which relatively simple key facts must be applied,
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which includes not only the complex formal proof and design objects, but also
the strategy being followed to achieve the verification goal. In 1993, Windley,
Leeser, and Aagard pointed out that numerous hardware verification case stud-
ies have been found to follow a common proof plan [8]. Incrementalization might
also be seen as a “super duper” derivation tactic, but it is one that is applicable
to a broad class of generally recursive specification patterns, of which hardware
is a special subclass.

2 Systematic Incrementalization

The incrementalization method is an interplay between two kinds of function
extension (Figure 1). F: W — V plays the role of the specification being trans-
formed; @:Y x W — W is some state mutator, a combination of elementary
operations applied to F’s argument The incrementalization of F' with respect to
@ is a function F’ that computes F(w®y) given the value of F(w). The idea is
this: given a specification for F' by which computing F(w@®y) involves a recursive
call to F(w), we want to specify how F(w) is used in calculating the final result.
Caching extends a function to return auxiliary results. F: W — V is extended
to F:W — V* so that F(w) = (F(w),va,...,vy). What we are really after is
F’, the incrementalization of the caching extension of F', in which cached values
are exploited to optimize across recursive calls.

3 Application to sqrt [7]

Incrementalization applied to a singly tail-recursive function (i.e., while-loop) is
known as strength reduction. Take @ to be the “body” of the loop, so that, unless
F terminates, incrementalizing F' with respect to @ is yields F'(®(z), F(x)) =
F(®(®(x)). Thus, incrementalization is tantamount to loop unrolling, and caching
accumulates partial values for use across iterations.
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Fig. 1. Components of incrementalization and identities relating cached, incremental-
ized, and cached-incrementalized variants of F'.



We applied CACHET to the specification of sqrt used by O’Leary, et. al, to

obtain the same implementation. The source and target expression are shown
in statement form in Figure 2, left and right respectively. The sqrt algorithm is
expressed in the form F(n,m,i) = ®&(n,m,i) = (n, M(n,m,1),i — 1), where M
is the state mutator incrementalized in Figure 3. At five points in this CACHET
derivation, judgment was exercised that we would regard as requiring insight.
These judgments were of two forms, the application of an algebraic identity

(¢ g ’) or the invocation of an invariant assertion (¢ &5 ). Facts (d) and
(e) are used in after incrementalization as the result is incorporated and the
surrounding algorithm is simplified.
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Fig. 2. Specification and implementation of nonrestoring sqrt
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Fig. 3. Incrementalization of sqrt [7]




