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Abstract The automation of document processing is
gaining recent attention due to the great potential to
reduce manual work through improved methods and
hardware. Any improvement of information extraction
systems or further reduction in their error rates has a
significant impact in the real world for any company
working with business documents as lowering the relia-
bility on cost-heavy and error-prone human work signif-
icantly improves the revenue. In this area, neural net-
works have been applied before — even though they have
been trained only on relatively small datasets with hun-
dreds of documents so far.

To successfully explore deep learning techniques and
improve the information extraction results, a dataset
with more than twenty-five thousand documents has
been compiled, anonymized and is published as a part
of this work. We will expand our previous work where
we proved that convolutions, graph convolutions and
self-attention can work together and exploit all the in-
formation present in a structured document. Taking the
fully trainable method one step further, we will now de-
sign and examine various approaches to using siamese
networks, concepts of similarity, one-shot learning and
context/memory awareness. The aim is to improve mi-
cro Fi of per-word classification on the huge real-world
document dataset.

The results verify the hypothesis that trainable ac-
cess to a similar (yet still different) page together with
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its already known target information improves the in-

formation extraction. Furthermore, the experiments con-
firm that all proposed architecture parts (siamese net-

works, employing class information, query-answer at-

tention module and skip connections to a similar page)

are all required to beat the previous results.

The best model improves the previous state-of-the-
art results by an 8.25% gain in F; score. Qualitative
analysis is provided to verify that the new model per-
forms better for all target classes. Additionally, multiple
structural observations about the causes of the under-
performance of some architectures are revealed.

All the source codes, parameters and implementa-
tion details are published together with the dataset in
the hope to push the research boundaries since all the
techniques used in this work are not problem-specific
and can be generalized for other tasks and contexts.

Keywords one-shot learning - information extraction -
siamese networks - similarity - attention

1 Introduction

Our goal is to improve information extraction from busi-
ness documents and contribute to the field of auto-
mated document processing. This work leads to a higher
success metric and enables less manual work regarding
data entry and/or annotation in the industry.

To put the work in context and define the terms
closely let’s briefly recall the definition of the task, the
motivation and add more details.

Information extraction task The general problem of in-
formation extraction is not a new problem (see more
works referenced in . A survey on information ex-
traction methods [13] defines the task as: “Information
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Extraction starts with a collection of texts, then trans-
forms them into information that is more readily di-
gested and analyzed. It isolates relevant text fragments,
extracts relevant information from the fragments, and
then pieces together the targeted information in a co-
herent framework”.

The relevant collection of texts for this study are the
texts in business documents such as invoices, pro forma
invoices and debit notes. The targeted information is a
classification of the texts that helps in automating var-
ious business processes — such as automated payment
for invoices.

Motivation The typical user of our method would be
any company medium-sized and bigger because, at some
point, companies start to spend significant time on doc-
ument processing. Details are harder to find in ref-
erenced and peer-reviewed works since the companies
keep their spending information secret. Approximations
from unofficial (non-scientific) sources as [2] and [50]
lead to an estimate of how a success metric translates
to company savings. A typical medium-sized company
can have approximately 25000 invoices per month and
even just 1% improvement roughly translates to more
than 500 dollars saving monthly and scales with the
company size. Note that this is just a heuristics and
thus we do not define the metric exactly.

Details and overview As stated, we will focus on busi-

ness documents. The explicit category of the documents

varies. Existing works on information extraction [47,28],
YR EN1Y

19135] define these as “visually rich documents”, “struc-
tured”, or “semi-structured”.

We will use the name “structured documents” through-

out this work since the structure of the documents is
clear and understandable to a human working in rel-
evant fields, even though the specific structure varies.
Moreover, the documents are machine-readable up to
the detail of individual words and pictures (incl. their
positions) on a page, but for a machine, they are not
“understandable” with respect to the goal of important
information extraction.

It is important to classify all of the information that
is needed in the financial/accounting industry, for the
“users” of the documents. For example, the payment
details, amount to be paid, issuer information etc. The
input is a document’s page and the goal is to identify
and output all of the words and entities in the docu-
ment that are considered important, along with their
respective classifications.

One example of an input invoice and output extrac-
tion can be seen in Figure[I]on page[3] As you can see,
the documents are not easily understandable inputs. An

example of trivial inputs would be an XML document
that has the desired target classes incorporated in a
machine-readable way.

With this study, we aim to expand previous work
(I25], also referenced as “previous”), in which we have
already shown that neural networks can succeed in the
task of extracting important information and even iden-
tifying whole, highly specific tables.

As argued before, every improvement matters and
so in this work, the focus is on improving the metrics
by selecting relevant techniques from the deep learning
field. A classical heuristic way to generally improve a
target metric is to provide more relevant information
to the network. Previously we have exhausted all the
information present in a single invoice and so we will
focus now on techniques related to “similarity”. Exist-
ing works on similarity are presented in and our
use and notion of similarity is defined here in In
short, we will present a similar annotated document as
another input. More details on differences from the pre-
vious work are described in 2.2.3

Since the idea of providing more information is fun-
damental even for simpler templating techniques [16],
we need to stress that, due to the nature of our dataset
(which is available in anonymized version at [I]), our
problem cannot be solved by using templates. To prove
this statement, a reasonable template-based baseline
will be presented (in and evaluated (in Section
3).

The research question will focus on a “similarity”
based mechanism with various model implementations,
and whether they can improve an existing solution [25].
The hypothesis is that we are able to create at least one
model that can significantly improve the results. More-
over, since the presented mechanism is theoretically ap-
plicable beyond the scope of document processing, this
work can contribute to a broader audience.

Ultimately we will present a model and its source
code [I] that outperforms the previous state-of-art re-
sults. An anonymized version of the dataset is also in-
cluded as an open-source resource and should be a no-
table contribution since its size is greater than any other
similar dataset known to date.

1.1 Related works

This subsection focuses on research on previous works
and approaches in the relevant field of information ex-
traction. The text in this subsection is heavily based on
the text from [25].

The plethora of methods that have been used his-
torically for general information extraction is hard to
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Fig. 1 Example of an invoice and an extraction system to-
gether with its output. This example should also illustrate
why invoices are called “structured documents”. We can see
that when the various information contained in the docu-
ment is visually grouped together, it usually belongs together.
There is a heading "Invoice’ under which segments of informa-
tion about the invoice are written next to their explanations.
Some rectangular areas do not have these explanations, and
to find out what rectangular area speaks about the sender and
supplier, one has to look for a small 'Bill To:” heading. Please
note, these specific rules apply only to this example and other
invoices are notably different. (Online image source [4]).

fully summarize or compare. Moreover, it would not be
fair to compare methods developed for and evaluated
on fundamentally different datasets.

However, we assessed that none of these methods
is well-suited for working with structured documents
(like invoices), since they generally do not have any
fixed layout, language, caption set, delimiters, fonts...
For example, invoices vary in countries, companies and
departments, and change in time. In order to retrieve
any information from a structured document, you must
understand it. Our criterion for considering a method
to compare against is that no human-controlled prepro-
cessing such as template specification or layout fixing
is required because we aim for a fully automated and
general solution. Therefore we will not be including any
historical method as a baseline to compare against.

In recent works, a significant number does success-
fully use a graph representation of a document [I5l[12]
29/47[3635] and use graph neural networks. Also, the
key idea close to the one-shot principle in information
extraction is used and examined for example in [24]
and [I6]. Both works use notions of finding similar doc-
uments and reusing their gold-standards (or already
annotated target classes, if you will). The latter [I6]

applies the principle in the form of template matching
without the need for any learnable parameters.

Our approach can also be called “word classification”
approach as written in [43], a work where an end-to-end
architecture with a concept of memory is explored.

At this point, it is important to clarify the differ-
ences between other works and our stream of research
(meaning this work and previous [25]).

The most important difference comes from the dataset
that is at our disposal. The dataset explored here is far
greater than the datasets used elsewhere, and allows
for exploring deeper models as opposed to only using
graph neural networks. Indeed in our previous paper,
we have proven that graph neural networks work in
synergy with additional convolution-over-sequence lay-
ers and even global self-attention. For clarity, the roles
of said layers are described in[2.2] Moreover, the dataset
quality allowed us to discover (in the previous paper)
that information extraction and line-item table detec-
tion targets do boost each other.

As the research is focused on deeper models, we will
not be using any of the other works as baselines and the
commonly used graph neural networks will be incorpo-
rated only as one layer amidst many, with no special
focus.

In the following pages, we will explore models that
would be able to benefit from access to a known simi-
lar document’s page. We hope that the model can ex-
ploit similarities between documents, even if they do
not have similar templates.

1.2 Broader inspiration

A broader section on references is provided here since
we are using a great variety of layers in the exploration
of deep network architectures.

One-shot learning and similarity Presented in [27,/53]
is a model design concept that aims to improve models
on new data without retraining of the network.

Typically, a classification model is trained to recog-
nize a specific set of classes. In one-shot learning, we
are usually able to correctly identify classes by compar-
ing them with already known data. Unlike traditional
multi-class classification, one-shot learning allows us to
attain better scores even with surprisingly low numbers
of samples [I8]. Sometimes it can work even for classes
that are not present in the training set [53].

This concept can help in areas ranging from com-
puter vision variants — omniglot challenge [31] (also as
strokes similarity [30]) to object detection [55], finding
similar images [57], face detection [51], autonomous vi-
sion [23], speech [I7] and also the NLP area [58,321[14].
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Among the methods that make one-shot learning
able to work, the most fundamental one utilizes the
concept of similarity. For similarity to work, we have
two types of data — “unknown” and “known”. For the
known data, its target values are known to the method
and/or to the model. To classify any unknown input,
the usual practice is to assign the same class to it as is
the class of the most similar known input.

Technically speaking, the architecture (typically) con-
tains a “siamese” part. In particular, both inputs (un-
known and known) are passed to the same network
architecture with tied weights. We will draw inspira-
tion from this basic principle, and will leave other more
advanced methods of one-shot learning (for example,
GANs [37]) for further research.

Usually due to performance reasons the model is
not asked to compare new inputs to every other known
input — only to a subset. Therefore, a prior pruning
technique needs to be incorporated — for example in
the form of the nearest neighbor search in embedding
space, as is done for example in the work [2I]. Another
option would be to incorporate a memory concept [10]
(even in the form of neural Turing machines [48]).

The loss used for similarity learning is called triplet
loss because it is applied on a triplet of classes (R ref-
erence, P positive, N negative) for each data-point:

L(R,P,N) = min( | f(4) = f(P)|* -
1F(A) = FN)” + @, 0)

Where « is a margin between positive and negative
classes and f is the model function mapping inputs to
embedding space (with euclidean norm).

Generally speaking, one-shot learning can be clas-
sified as a meta-learning technique. For more on meta-
learning, we suggest a recent study, like [45] (or just a
compiled bibliography online at [3]). Taking the con-
cept one step further yields a concept called “zero-shot
learning” [441[T9[38].

Other sources of inspiration It is now beneficial to men-
tion other sources of inspiration that are also mean-
ingfully close to one-shot learning. Since we ask “what
labels are similar in the new data”, a “query answer”
approach should be considered. Recently, the attention
principle (namely the transformer architecture) success-
fully helped to pave the way in language models [46].
It is not uncommon to use attention in one-shot ap-
proaches [54] and also query answer problems in various
problems domains [41120,56].

The mentioned task of similarity can also be ap-
proached as pairwise classification, or even dissimilarity
[33].

2 Methodology

We want to explore the added effect of “similarity” while
keeping everything as close to the previous setting as
possible to make sure no other effect intervenes.

To not require the reader’s knowledge of the pre-
vious work, we need to establish common grounds at
the beginning of this section (in and . Therefore
the following description mirrors the description given
in previous work (in 3.3 and 3.4 of [25]). Note that pre-
vious work was not using any means of “similarity” or
“nearest pages” and so they are introduced first in 23]
(If the reader happens to be familiar with the content,
they can continue reading there.)

2.1 Overview

The main unit of our scope is every individual word
on every individual page of each document. Note that
other works (such as [35]) use the notion of “text seg-
ments’ instead of “words”. For the scope of this work,
we define a “word” as a text segment that is separated
from the rest of the text by (at least) a white-space,
and we will not consider any other text segmentation.

Inputs and outputs Conceptually, the whole page of a
document is considered to be the input to the whole
system. Specifically, the inputs are the document’s ren-
dered image, the words on the page and the bounding
boxes of the words. As PDF files are considered, any
possible library for reading PDF files can be used for
reading the files and getting the inputs. Note, that also
by using any standardized OCR technique, the method
could theoretically be applied to scanned images too
(measuring the effect of OCR errors on the extraction
quality is not done here).

These inputs then undergo a feature engineering de-
scribed in[2:2.1]and become inputs for a neural network
model.

Each word, together with its positional information
(“word-box,” in short) is to be classified into zero, one,
or more target classes as the output. We are dealing
with a multi-label problem with 35 possible classes in
total. The classes include the “total amount”, tax in-
formation, banking information, issuer, and recipient
information (the full set being defined in the code [IJ).
To obtain a ground-truth, the classes were manually
annotated by expert human annotators. Interestingly,
a human has roughly 3% error, which was eliminated
by a second annotation round.

The dataset and the metric Overall, we have a dataset
with 25071 documents as PDF files totalling 35880



Learning from similarity and information extraction from structured documents 5

pages. The documents are of various vendors, layouts,
and languages, and are split into a training, validation,
and test set at random (80% / 10% / 10 %).

We will observe and report the scores of a testing
set. A validation set is used for model selection and
early stopping. The metric used is computed first by
computing all the Fj scores of all the classes and aggre-
gated by micro metric principle (more can be found for
example in [40]) over all the word-boxes, over all the
pages.

The metric choice is inspired by the work [22] where
a content-oriented metric was defined on a character
level. In our setting the smallest unit is a word-box.
The choice of Fj score is based on the observation that
the counts of positive samples are outnumbered by the
negative samples - in total, the dataset contains 1.2 %
positive classes.

2.2 Shared architecture parts

We will call the architecture from the previous work a
“Simple data extraction model” and it will be one of the
baselines in this work. The architecture of the model is
the same as in the previous work and is varied only by a
minor manual parameter tuning. A notable part of this
model (called “Basic building block”) will be used here
in all the new models (defined in section . Both the
Simple data extraction model and Basic building block
are depicted in Figure 2] on page

Since the overall task’s goal and the whole “Basic
building block” architecture are shared across all mod-
els, by describing the “Simple data extraction model”,
we define and describe all of the shared and inherited
parts — notably the input and output requirements. We
are using full geometrical, visual, and textual informa-
tion as the input, and the model outputs a multi-class
classification for each word-box. We will proceed by de-
scribing the processing of the inputs in detail.

2.2.1 Detailed feature engineering of the inputs

We will operate based on the principle of reflecting the
structure of the data in the model’s architecture, as Ma-
chine learning algorithms tend to perform better that
way.

The structured information at the input will be an
ordered sequence of all the word-boxes present on a
page. Note that the number of word-boxes per page
can vary.

The features of each word-box are:

— Geometrical:
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Fig. 2 Simple data extraction model. Formally the whole
model consists of two parts: a Basic building block and a final
classification layer. The whole model is formally split into two
parts, as the Basic building block will be used (as a siamese
network) in other models. By removing the final classification
layer, we hope to get the best feature representation for each
word-box.

— Using a geometrical algorithm we can construct
a neighborhood graph over the boxes, which can
then be used by a graph CNN (see .
Neighbors are generated for each word-box (W)
as follows — every other box is formally assigned
to an edge of W that has it in its field of view
(being fair 90°), then the closest (center to cen-
ter Euclidean distance) n neighbors are chosen
for that edge. For example with n = 1 see Fig-
ure [3] on page [6] The relation does not need to
be symmetrical, but when a higher number of
closest neighbors is used, the sets would have a
bigger overlap.

— We can define a 'reading order of word-boxes’. In
particular, based on the idea that if two boxes do
overlap in a projection to y axis by more than a
given threshold, set to 50 % in the experiments,
they should be regarded as being in the same
line for a human reader. This not only defines
the order in which boxes will be given as a se-
quence to the network, but also assigns a line
number and order-in-line number to each box.
To get more information, we can run this al-
gorithm again on a 90° rotated version of the
document. Note that the exact ordering/reading
direction (left to right and top to bottom or vice
versa) should not matter in the neural network
design, thus giving us the freedom to process any
language.

— Each box has 4 normalized coordinates (left, top,
right, bottom) that should be presented to the
network.
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— Textual:

— Each word can be presented using any fixed-size
representation. In this case, we will use tailored
features common in other NLP tasks (e.g. au-
thorship attribution [II], named entity recogni-
tion [39], and sentiment analysis [6]). The fea-
tures per word-box are the counts of all charac-
ters, the counts of the first two and last two char-
acters, length of a word, number of uppercase
and lowercase letters, number of text characters
and number of digits. Finally, another feature
is engineered to tell if the word is a number or
amount. The new feature is produced by scaling
and min/maxing the amount by different ranges.
(If the word is not a number, this feature is set
to zero.) We chose all these features because in-
voices usually include a large number of entities,
ids, and numbers that the network needs to be
able to use.

— Trainable word features are employed as well, us-
ing convolutional architecture over a sequence of
one-hot encoded, deaccented, lowercase charac-
ters (only alphabet, numeric characters and spe-
cial characters “ ,.-+:/%?$£€+# ()&, all others
are discarded). We expect these trainable fea-
tures to learn the representations of common
words that are not named entities.

— Image features:

— Each word-box has its corresponding crop in the
original PDF file, where the word is rendered us-
ing some font settings and also background. This
could be crucial to a header or heading detection,
if it contains lines, for example, or different back-
ground color or gradient. So for each word-box,
the network receives a crop from the original im-
age, offset outwards to be bigger than the text
area to also see the surroundings.

Each presented feature can be augmented, we have de-
cided to do a random one percent perturbation on co-
ordinates and textual features.

2.2.2 Simple data extraction model details

It is now convenient to summarize the document’s fea-
tures described in the previous section, since we will
now explain how they are processed by the model (as
Figure |2 on the preceding page|shows). In total we have
5 inputs the neural networks will use:

— Down-sampled picture of the whole document (620x
877), gray-scaled.

— Features of all word-boxes (as defined in the previ-
ous section), including their coordinates.

INVOICE

Fig. 3 Sample invoice with edges defining neighborhood
word-boxes. Only the closest neighbor is connected for each
word-box. (This invoice was artificially created for presenta-
tion and does not represent the invoices in the dataset.)

— Text as first 40 one-hot encoded characters per each
word-box.

— Neighbor ids — lookup indexes that define the neigh-
boring word-boxes on each side of the word-box.

— And finally the integer positions of each word-box
defined by the geometrical ordering.

In the Simple data extraction model, the positions are
embedded by positional embeddings (as defined in [52}
34]. Embedding size equal to 4 dimensions for sin and
cos, with divisor constant being 10000 is used. The
embedded positions are then concatenated with other
word-box features.

The picture input is reduced by a classical stacked
convolution and max-pooling approach. The word-box
coordinates (left, top, right, bottom) are not only used
as a feature, but also to crop the inner representation of
the picture input (see “Morphological dilation” in Fig-
ure [2| on page [5]). Finally, we have decided to give the
model a grasp of the image as a whole and to supply a
connection to the said inner representation — flattened
and then processed to 32 float features.

Before attention, dense, or graph convolution lay-
ers are used, all the features are simply concatenated.
To accompany this description, equations and network
definitions are given in[].
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Like the previous work shows, all three means of
assessing relations between word-boxes are used:

— Graph convolution (also denoted as “GCN”) over the
geometrical neighbors of word-boxes is employed to
exploit any form of local context (detailed expla-
nation is given at the end of this section in
[convolution mechanism details)).

— A 1D convolution layer (called convolution over se-
quence in previous work) over word-boxes ordered
by the reading-order allows the network to follow
any natural text flow. Implementation-wise all the
word-boxes are ordered in the second dimension at
the input (all dimensions being [batch, ordering, fea-
ture space]).

— The attention transformer module (from [52]) al-
lows the network to relate word-boxes across the
page. Our attention transformer unit does not use
causality, nor query masking.

After these layers are applied, the Basic building
block definition ends with each word-box embedded to
a feature space of a specified dimension (being 640 un-
less said otherwise in a specific experiment). The fol-
lowing layer, for the “Simple data extraction model”, is
a sigmoidal layer with binary cross-entropy as the loss
function. This is a standard setting, since the output
of this model is meant to solve a multi-class multi-label
problem.

To note implementation detail, batched data fed to
the model are padded by zeros per batch (with zero
sample weights). Class weights in the multi-task clas-
sification problem were chosen (and manually tuned)
based on positive class occurrences.

(or we can call it convld as these two names are the
same for 1d sequential data) layer that simulates the
weights of such convolution.

The gather operation needs additional input for each
point (pixel or graph node) that specifies the integer
indexes of its neighbors (and the node itself). These in-
teger indexes are constructed exactly as stated in[2:2.]

2.2.8 The differences to previous setting

At this point, we have hopefully cited enough from the
previous research to make the basics clear. Just as we
have noted the differences to existing research in it
is also important to note some detailed differences to
previous work.

The novelty of this work w.r.t the previous setting The
previous work [25] did not use any nearest neighbor
search, nor models that would utilize any notions of
similarity or more than one input page at once. In short,
the previous work just lays the fundamental principles
of the data, task, metric and introduces the Basic build-
ing block (with ablation analysis) as explained up to
this point in this section Everything else that fol-
lows is new.

Details changed from the previous setting Unlike in the
previous setting, we will not be classifying the line-item
tabular structures, but only extracting (above mentioned)
information from the page. This should also demon-
strate that the model, even though previously opti-
mized on line-item table detection, is versatile enough.
Hence we will allow ourselves only minor tweaks in the
model’s architecture (results of the modifications de-

Graph convolution mechanism details The word-box graph picted in the diagram .

(with word-boxes as nodes and neighborhood relation
as edges, as depicted in Figure [3| on page @ has a reg-
ularity that allows us to simplify the graph convolu-
tion. First, there does exist a small upper bound on the
number of edges for each node, and second, we do not
desire to use any edge classification or specific edge fea-
tures unlike other works (like [47]). Therefore we use
a simpler implementation than the general form graph
convolutions (as in [42126]).

In detail, the implementation uses a generic simplic-
ity present in convolutions at the cost of an additional
input. Even a classical convolutional layer over regular
picture data can be represented by two basic operations.
First, a gather operation (using tf.gather nd function
from [5]) that prepares the data to a regular array (ma-
trix of size number of data points times the number of
data points in one convolutional operation). The sec-
ond operation would then be a time-distributed dense

Previously, two datasets were used for training and
validation - “small” (published) and “big” (previously
unpublished). The models were tuned on the small dataset
and the big one was used only in two experiments to
validate that the model scales. In this work, the same
big dataset is used, it’s previous validation set is split
into a new validation and a new test set to make the
test set bigger and properly address generalization (see
the next part in —[2.2.4)).

Multiple baselines are employed to prove that the
new test set contains documents with layers that are
different enough (previous work’s test set was small and
manually selected).

2.2.4 The differences to one-shot learning

As stated in the introduction, we want to boost the
performance for existing target classes by giving the
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network access to “known” data (documents) in ways
similar to one-shot learning. The main difference is that
we will be utilizing experiments and architectures that
would include a fixed selection of classes and/or class
information (from the nearest page). It is important to
clarify this detail since usually in one-shot learning, no
classes are explicitly present in the model as the aim
is to generalize to those classes. Our aim, by contrast,
is to generalize to different and unseen documents with
different layouts (instead of classes) that still feature
those word-box classes.

2.3 The learning framework

Let’s now look at the big picture of the proposed method.
The easiest step to boost predictions of an unknown
page is to add one more page that is similar and includes
word-box classes (annotation) already known to the
system to use that annotation information in a trained
model.
Overall the method would work as follows:

— The system needs to keep a notion of already “known”
documents in a reasonably sized set. We call them
“known”, as their classes/annotations should be ready
to use.

— When a “new” or “unknown” page is presented to
the system, search for the most similar page (given
any reasonable algorithm) from the “known” pages.

— Allow the model to use all the information from both
pages (and “learn from similarity”) to make the pre-
diction.

The system can then even present the predictions to
a human to verify them and then add the page to the
existing database of known pages, but we will not be
exploring the database size effects here.

Before predicting, the incorporated model should be
trained on pairs of pages simulating this behavior.

In this process, there are more points to be exam-
ined, but we believe that the most interesting research
question is the following:

Holding all other factors fixed (meaning the train/
test/validation split, evaluation metrics, data format,
and method for searching for a similar page), what ap-
proach and what neural network architecture is able to
raise the test score the most?

We believe that this is the right question to ask since
all other factors have usually a known effect on the re-
sult if best practices are followed. As an example, we ask
the reader to recall that bigger datasets typically bring
better scores, having more “nearest neighbors” typically
has a boosting effect similar to ensembling, and so on.

Also from a practical point of view, only two pages
can fit into a single GPU memory with all the features
described before.

As stated in the introduction, we will draw inspira-
tion from the one-shot learning framework. For predict-
ing an unknown page, we will define a way to search for
one “nearest” known page and allow the model access to
its annotations as known target classes. Note that not
all explored models will use the nearest known page —
in addition to the Simple data extraction model, we will
consider some baselines that do not require the nearest
page to verify the assumptions.

Nearest neighbor definition For one-shot learning to work
on a new and unknown page (sometimes denoted “refer-
ence”), the system always needs to have a known (also
denoted “similar” or “nearest”) document with known
annotations at its disposal. Since focusing on that task
properly would be material for another paper, we have
used the nearest neighbor search in the space of the
page's embeddings to select only one closest page of a
different invoice document.

The embeddings were created through a process sim-
ilar to a standard one, which is described in [9]. We have
used a different model (older and proprietary) that was
trained to extract information from a page. To change
the classification model into an embedding model, we
have removed its latest layer and added a simple pool-
ing layer. This modified the model to output 4850 float
features based only on image input. These features were
then assigned to each page as its embedding.

We then manually verified that the system would
group similar, or at least partially similar, pages near
each other in the embedded space.

These embeddings are held fixed during training and
inference and computed only once in advance.

Constraints of nearest neighbor search We want the trained
model to behave as close to the real world as it can, so
the nearest page search process needs to be constrained.
Each document’s page can select the nearest annotated
page only from the previous documents in a given or-
der. As in a real service, we can only see the arrived
and processed documents.

Also, we want the method to be robust, so before
each epoch, the order of all pages is shuffled and only
the previous pages (in the said order) from a different
document are allowed to be selected.

This holds for all sets (training, validation and test)
separately. To verify the consistency of this strategy,
some experiments will be tweaked by the following vari-
ations:



Learning from similarity and information extraction from structured documents 9

— Allowed to additionally use the training set as a data
source for the “nearest annotated” input. We expect
the performance to rise.

— Made “blind” by selecting a random document’s page
as the nearest known input. We expect the perfor-
mance to fall.

2.3.1 Baselines

To challenge our approach from all possible viewpoints,
we will consider multiple baselines:

1. To use only the “Simple data extraction model” (de-
scribed in section and Figure[2| on page |5)) with-
out any access to the nearest known page.

2. “Copypaste” baseline. This model will only take the
target classes from the nearest page’s word-boxes
and overlay them over the new page’s word-boxes
(where possible). We expect a low score since the
documents in the dataset are different, and this op-
eration will not copy anything from any nearest
page’s word-box that does not intersect with a new
page’s word-box. This approach uses no trainable
weights and happens to be the simplest example of a
templated approach that does not have hard-coded
classes.

3. “Oracle” baseline. This model will always correctly
predict all classes that are present in the nearest
page. We use this model to measure the quality of
the nearest-page embeddings to gain additional in-
sight into the dataset’s properties. The metric used
for this model is not F7, but a percentage of all word-
boxes that can be classified correctly. The score is
expected to be only moderately good, as the embed-
dings are created in a rather unsupervised manner
(regarding their usage). We want to explore a differ-
ent influence than already existing works aimed at
finding the best helping pages [16] do explore. Ulti-
mately we want to present a model that can work
even if the quality of the embeddings is just moder-
ate.

4. Fully linear model with access to concatenated fea-
tures from both new and known pages. Does not
feature picture data.

The choice of baselines (and ablations later in exper-
iments) is as such to verify and demonstrate multiple
claims:

— It can beat the previous results.

— The documents are different enough.

— pJust similarity search alone is not enough, even if
the embeddings would have better than moderate
quality with regard to the similarity.

— To justify the complexity of models presented in the
following section, [2.4}

To elaborate on the last point — the Copypaste baseline
represents a reasonable basic counterpart for “Triplet
loss” and “Pairwise classification”. The fully linear model
represents the simplest counterpart for the “query an-
swer” approach that also has all the classes hardcoded
(these architectures and terms are defined in .

All baselines and all models presented here will have
the same desired output — they will provide the multi-
class classification for each word-box.

2.4 Model architectures

We have described the Basic information extraction
block that aims to output the best trained latent fea-
tures for each word-box. All the model architectures will
incorporate this block used as a siamese network for the
inputs of both unknown and known pages. Every sin-
gle one of the architectures is trained as a whole, no
pre-training or transfer learning takes place, and every
model is always implemented as a single computation
graph in tensorflow.

We will explore multiple different architectural de-
signs that will be predicting the targets (at their out-
puts) by using the closest nearest page from already
annotated documents.

1. “Triplet Loss architecture” — using siamese networks
“canonically” with triplet loss.

2. “Pairwise classification” — using a trainable classifier
pairwise over all combinations of word-box features
from reference and nearest page.

3. “Query answer architecture” (or “QA” for short) —
using the attention transformer as an answering ma-
chine to a question of “which word-box class is the
most similar”.

There is a slight distinction between the first two and
the last architecture. In Query answer architecture the
class is a direct prediction of the network for each word-
box. In Triplet loss and Pairwise classification, the mod-
els predict (for each unknown word-box) all the simi-
larities to all the word-boxes from the known page. All
the similarity values then vote in an ensemble way for
the target class for the word-box.

Since the embeddings used to search for the nearest
page are not ideal, there might be some classes that
the models would not be able to predict. To assess these
methods fairly, we will scale the metrics used to measure
the success by the performance of the corresponding
Oracle baseline (defined in. Or put differently, we
would not be counting errors that the model would not
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be able to predict correctly due to some classes being
absent from the nearest page. This reflects the aim to
explore the effects of the models that can operate with
the nearest page.

In reality, if these (1. and 2.) methods would be
proved most efficient, the hyperparameters, such as the
quality of the embeddings (or the number of the nearest
pages), would need to be addressed to overcome the
score of the previous results. The perfect performance
of the scaled metric means that the extraction is only
as good as the Oracle baseline.

In the experimental results section below , we will
include a test of models 1. and 2. that would make the
models predict a different and possibly easier target. In-
stead of “do these two word-boxes have the same target
class”, the easier testing target would be “do these two
word-boxes have the same length of text inside”. This
test is meant to show that the method is well-grounded
and usable for any other reasonable target definition.

On the other hand, Query answer architecture has
the classes hard-coded in the design, which means it can
predict a class not present in the nearest page. There-
fore no metric scaling takes place in the evaluation of
the QA model.

2.4.1 Triplet loss architecture

Since our data-point is a word-box, adhering strictly
to using triplets of word-boxes for triplet loss would
force us to execute the model for each word-box pair
once. To not impair the performance (as there can be as
many as 300 word-boxes per page) and/or lose in-page
dependencies, the proposed architecture (see Figure
on page features a mechanism of tiling and filtering
to pass all combinations of word-boxes at once.

The filtering mechanism filters only the annotated
word-boxes from the nearest page. It eliminates most
of the unused information and, in doing so, saves mem-
ory and computation time. The tiling mechanism takes
two sequences — first, the sequence of reference page
word-boxes and second the sequence of nearest page
filtered word-boxes; and produces a bipartite matrix.
The model is then able to compute pairwise distances
between the same and different classes. These distances
are then used for triplet loss computation (see mathe-
matical definition in the section below).

Additionally, we can include a single classification
layer to be automatically calibrated on the distances,
which adds a binary cross-entropy term to the loss. Be-
cause there are more word-boxes on each page, the loss
is averaged over all the word-boxes.

We rely on the (manually verified) fact that during
training each page has more than 1 class annotated.

And because of that, there are always positive and neg-
ative samples present, as there should be in the triplet
loss.

There are three possible modifications to explore:

— Adding annotated class information to the nearest
page’s features.

— Using a “loss-less triplet loss”. A loss similar to the
triplet loss but without the min-max functions (see
definition below).

— Modifying the distance and/or loss computations by
the means of constants or by using cosine similarity
instead of euclidean space.

2.4.2 Triplet-loss inspired losses

The purpose of this model is to use the triplet loss
most straightforwardly in our setting. The only mathe-
matically interesting description to be given here is the
triplet loss and “loss-less triplet loss” defined over word-
boxes since all trainable layers in this model (and binary
cross-entropy loss) are defined in referenced works.

In traditional triplet loss, we need positive, negative
and reference samples. Since we need to account for a
whole page full of word-boxes, we must compute all
combinations at once.

We denote the quantity truth similar(é, j) to indi-
cate if the word-boxes i, j (i-th being from the unknown
page, j-th being in the nearest page) do share the same
ground truth class (1.0 = yes, 0.0 otherwise). Next
we define pred _dist(i, j) as the predicted distances be-
tween the feature spaces of the word-boxes by the model.
Then we can calculate two loss variants (“triplet like”
and “loss-less”) inspired by triplet loss as follows:

pos_dist,; ; =truth_similar(i, j) - pred _dist (3, j)
neg_dist; ; =(1.0 — truth_similar(i, j)) - pred _dist(é, j)
triplet _like =max(0, o + max(pos_dist, ;)

+ min(—neg_dist, ;))

lossless = Z pos_dist, ; — Z neg_ dist, ;
i,j i,j

Where pos_dist and neg_dist are just helper vari-
ables to see the similarity with the original triplet loss,
and « is a parameter of the same meaning as in the orig-
inal triplet loss. The two new losses represent two dif-
ferent approaches used in the reduction from a matrix
to a single number. We can either take the largest posi-
tive and negative values and use them in the triplet loss
equation, or we can sum all the positive and negative
terms. The real difference is how the gradients are prop-
agated, variants with min/max always propagate fewer
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Fig. 4 Triplet loss architecture. If we want to add class in-
formation from the nearest page, the green dashed version is
used.

gradients than the former per gradient-update step in
the training phase. All the losses can be used at once
with a simple summation.

The name “loss-less” comes from the idea described
in [7] (and, to date, is not to be found in any scientific
work other than this online article).

To wrap up this paragraph — we present different op-
tions for the loss terms. Since we focus on different ar-
chitectures and not on hyperparameters, we omit from
this description the specific constants used to sum the
terms up. In the experiments section the results are
the best that we were able to achieve by manual hyper-
parameter tuning. The results of the tuning and various
options are clearly defined in the accompanying code [I]
together with all the specific hyperparameters.

2.4.83 Pairwise classification

This architecture (see Figure [5| on page uses the
same tiling and ﬁltering mechanism as we have de-
scribed before in But instead of projecting the
data points into a spec1ﬁc feature space to compute
distances, they are simply “classified” by using a tra-
ditional approach of sigmoidal activation function and
binary cross-entropy loss.

Like in the previous model, we have the option of
adding annotated class information to the nearest page’s
features. We have also explored various sample weights
options and an optional “global refinement” section. The
optional refinement pools information from each word-
box, uses a global transformer and propagates the in-
formation back to each reference word-box — nearest
word-box pair to be classified with the refinement in-
formation available.

2.4.4 Query answer architecture

In the heart of this architecture (see Figure |§| on page
lies the fact that the Transformer module with three
inputs can be used as a query-answer machine.

document
1

. l Conv1D(1) maxpool ]
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(document to
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(annotated)

ConviD(1 )
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Fig. 5 Pairwise classification architecture with an optional
refinement module.
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Fig. 6 Query answer architecture

More variants could be explored here:

— “Query all”: does it help if the Transformer can query
not only the nearest page’s word-boxes, but also
those of the new page itself?

— “Skip connection™ would a skip connection to the
base information extraction block improve the per-
formance?

— “Filter”: should it filter only annotated word-boxes
from the nearest page? (As in the two previous ap-
proaches.)

— “Field of view”: would adding a field of view infor-
mation flow from the new page’s word-boxes to the
nearest page make a difference?

Technically a field of view is realized by providing in-
dexes, which word-boxes would be close to each other
by geometrically projecting each word-box from the ref-
erence page to the annotated page and selecting a fixed
number of euclidean-closest word-boxes. The limits for
the distances were chosen based on average distances
between word-boxes of the same class on different doc-
uments. The loss used for this model is classical binary
Ccross-entropy.

The main idea of this architecture is a query answer
mechanism and so it can be applied in any different
setting with siamese networks.

3 Experiments and results

In this section we will cover the experimental results
for each group of experiments. Adam optimizer was
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used together with an early stopping parameter of 20
epochs (to maximally 200 epochs). The average time
was 40 minutes per epoch on a single GPU. The base-
line needed only 10 minutes per epoch (since it did not
need any ‘“nearest” page mechanism). The model se-
lected in each experimental run was always the one that
performed best on the validation set in terms of loss.

The Basic building blocks present in every architec-
ture were usually set to produce feature space of di-
mensionality 640 (unless noted otherwise in the tables
as “feature space n”).

Additionally, experiments on the anonymized dataset
are performed on the best architecture and the baseline
model. The anonymized dataset does not include pic-
ture information, and textual information there is re-
placed by letters “a” of similar length. Moreover, some
features in some documents are randomly adjusted in
various ways, so there is no reliable way of mapping the
anonymized documents to reality.

Some experiments with architecture variations are
included to show how the model’s variance affects the
score — for that reason, we have slightly varied the num-
ber of the transformer layers — (“1x attention layer”
marks single layer, “2x attention layer” marks two con-
secutive layers being used), as that is the single most
complex layer present.

3.1 Baselines results

We are reporting some variations of architecture param-
eters for the Simple data extraction model (introduced
in section in the Table [I| on page The goal is
to show how much the basic model is sensitive to vari-
ous changes and to give the baseline some chance to be
tuned for extracting the classes.

The results could be interpreted as the model reach-
ing its maximal reasonable complexity at 1 transformer
layer and smaller feature space. As we will see, this does
not apply to the siamese settings as the gradients prop-
agate differently when parts of the architecture have
tied weights.

To beat the previous state of the art results, we need
to improve F} score over 0.8465, which is the best score
for the Simple data extraction model.

Copypaste baselines Table[2]on page[I2]shows the fairly
low score of those simple baselines. Such a low score
illustrates the complexity of the task and variability in
the dataset. Simply put, it is not enough to just overlay
a different similar known page over the unknown page,
as the dataset does not contain completely identical
layouts.

Table 1 Simple data extraction model experimental results.

Previous state of the art, re-tuned Test
(and possible notable tweaks, see section micro
P
score
2x attention layer, feature space 640 0.6220
1x attention layer, feature space 640 0.8081
1x attention layer, feature space 64 0.8465
1x attention layer, f. space 64, fully anonymized | 0.6128
1x attention layer, f. space 64, only text features | 0.7505
Table 2 Copypaste baselines results.
Experiments architecture Test
(and possible notable tweaks, see section micro
Fy
score
Nearest page by embeddings and from 0.0582
validation set (standard)
Nearest page search from validation and train 0.0599
set
Nearest page set to random 0.0552

Table 3 Oracle results. The metric “Hits” denotes the per-
centage of word-boxes that have their corresponding class in
the nearest page.

[ Oracle setting [ Hits ‘
Nearest page by embeddings and from 59.52 %
validation set (standard)

Nearest page search from validation and train 60.43 %
set
Nearest page set to random 60.84 %

We can also see that an important consistency prin-
ciple for the nearest neighbors holds:

— Selecting a random page decreases the score.
— Using a bigger search space for the nearest page in-
creases the score.

Oracle baseline In the Table[3|on page[I2)we can see the
“moderate quality” of the embeddings — only roughly
60 % of word-boxes have their counterpart (class-wise)
in the found nearest page.

When the nearest neighbor search is replaced with
a completely random pick, we can see an interesting
property of the dataset — the number of word-boxes that
have a similar class in the random page increases a little.
This is because the distribution of class presence in the
pages is skewed. The reason for this is that vendors
usually want to incorporate more information into their
business documents.

Linear baseline The linear model has attained 0.3085
test micro F score. Its performance justifies the progress
from the basic Copypaste model towards trainable ar-
chitectures with similarity. But since it does not beat
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Table 4 Experimental results of triplet loss architectures.

Table 6 Experimental results of query answer architecture.

Experiments architecture Test Experiments architecture Test
(and possible notable tweaks, see section micro (and possible notable tweaks, see section [2.4.4)) micro
F 1 F 1
score score
1x attention layer, loss-less variant 0.0619 All QA improvements in place 0.9290
2x attention layer, loss-less variant 0.0909 Fully anonymized dataset 0.7078
1x attention layer 0.1409 Only text features 0.8726
2x attention layer 0.1464 Nearest page set to random 0.8555
Without field of view 0.8957
Table 5 Experimental results of pairwise architectures. gitﬁgﬁt (sllfiij}(fzoailnection gggg;
Experiments architecture Test Without filtering 0.8788
(and possible notable tweaks, see section micro
Fy
score the nearest page. That information flow is missing
in triplet loss and pairwise classification.
Pairwise classification
2x attention layer + refine section 0.2080 To gain more insight, the architectures were tested on
2x attention layer 0.2658 a different target value, which was defined as “does the
1x attention layer 0.2605 text in these word-boxes have the same length”. In this

the previous baseline results, it is proven that the sim-
ilarity principle alone does not help and thus justifies
the design of more complicated models.

3.2 Results of architectures with similarity

In this section we will look at all the designed architec-
tures that compete with the baselines.

The results for triplet loss architecture are presented
in Table [4] on page the results for pairwise classifi-
cation in Table [5] on page

Both pure triplet loss approaches and pairwise clas-
sification performed better than simple Copypaste, but
still worse than linear architecture. Possible reasons
could be:

— The existence and great prevalence of unclassified
(uninteresting) data in the documents.
To this cause points the fact that all methods with
hard-coded class information (including simple lin-
ear baseline) scored better. Unfortunately, this phe-
nomena could be specific to the dataset. We could
not replicate the suboptimal results by modelling
this situation in an existing and otherwise successful
task (omniglot challenge) by adding non-classifiable
types and by increasing the percentage of negative
pairs.

— Missing connections to the unknown page.
In the Table [6] on page [I3] we can see how the score
drops in QA architecture when we switch to the vari-
ant “without query all”. We conclude that even the
best architecture needs a meaningful information
flow from the reference page itself and not only from

testing setting, the architectures were able to achieve a
significantly higher score of 0.7886. This supports our
theory that the unclassified data (see above) was re-
sponsible for the underperformance of triplet loss and
pairwise classification, since all data in the document
was useful for the text lengths target.

3.2.1 Query answer

The query-answer architecture scored the best with a
micro F score of 0.9290 with all the proposed archi-
tectural variants employed at once. In Table [f] on page
[[3] we present an ablation study where we can see that
each of the components (field of view, query all, skip
connection, filter, nearest search as defined in re-
lated to QA architecture is needed, as the score drops
if any single one is turned off.

Compared to the previous model (Table [1| on page
we get an improvement of 0.0825 in the Fj score.
Also, the experiment on the anonymized dataset and
the dataset with only text features shows the architec-
ture is versatile enough to not fail the task and to show
similar improvement in the score on the anonymized
dataset (by 0.0950). It also verifies that all of the vi-
sual, geometric and textual features are important for
good quality results.

3.2.2 Qualitative comparison

We will conclude with more qualitative analysis: com-
paring the best Query Answer model and the Simple
data extraction model.

First, to illustrate a manual inspection of predic-
tion visualizations, example visualizations in Figures[7]
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Table 7 Best and worst classes performance of Query answer
model and Simple data extraction model.

Best and worst performing Simple QA —
fields — test test
(and their scores) micro micro
P "
score score
Worst classes of Simple data
extraction model
Page current 0.30 0.90
Page total 0.35 0.88
Terms 0.62 0.78
Best classes of Simple data
extraction model
Recipient DIC 0.94 0.96
Recipient IC 0.94 0.97
Spec Symbol 0.94 0.96
Worst classes of Query answer
Order ID 0.65 0.75
Terms 0.62 0.78
Customer 1D 0.75 0.83
Best classes of Query answer
Sender IC 0.93 0.96
Spec Symbol 0.94 0.96
Recipient IC 0.94 0.97

[0 are present, pages are selected from a random sub-
set of the test set. They show the best prediction from
the Query Answer model , the worst prediction from
the Query Answer model and finally the worst pre-
diction of the Simple data extraction model @ The
green color indicates a successfully classified word-box
(“true positive”). The yellow color shows correctly clas-
sified unimportant text (“true negative”). The blue color
shows a misclassification that should be yellow (an “ex-
tra”) and the red color shows a misclassification that
should be green (a “miss”).

Both the Simple data extraction model and the Query
answer model have examples of pages that look like re-
sults at [7| and are 100% perfectly extracted (or classi-
fied). But the results vary in the worst cases and that is
why examples from both models are presented in Fig-
ures [ and [0

Motivated by this difference, we can look at which
classes both models extract best and worst. You can see
those scores in the Table [7] on page [14]

This detailed inspection shows that both models ex-
cel at classes that usually appear together (but not in
any fixed layout or order) in business documents. Those
classes are all the recipient information (DIC, IC, Spec
symbol) and the sender information. Moreover, recipi-
ent information is usually required information on an
invoice and thus it is the most frequent class and so it
is easy for the network to excel at the detection thereof.

Interestingly, page numbering could be seen as an
easy class to classify, but is in reality classified with a

Fig. 7 Best classification result of the Query answer model
— only true positives (green) and true negatives (yellow) can
be seen.

very low score in the previous model and jumps to a
very high score when we switch to the QA model. One
possible reason for this is that the page number usu-
ally appears alone somewhere near an edge of the page,
and thus it’s nearest word-boxes are random and might
cause confusion for the GCN module and for convolu-
tion over the sequence as well. When a similar page is
presented to the model, the score jumps higher possibly
because the nearest page might have page numbering
in a similar position.

The QA model, as a candidate for an improvement
from the previous results, holds an important property
we desire - we have verified that the score for all classes
has increased uniformly by at least 0.02 points (me-
dian gain being 0.04), even for the previously best per-
forming classes. This property is important to verify,
since the QA architecture has the Simple data extrac-
tion model incorporated internally, and we expect it to
“fall back” to it when the nearest page does not provide
enough information. If this fallback would not happen,
some gradients would not be propagated correctly.

The improvement of some fields by only roughly 2 %
may be seen as a small improvement. But in reality (as
stated in the introduction), the 2 % improvement trans-
lates into less time and effort on more than 500 invoices
per month. This reduced time and effort translates to
more than one thousand dollars of savings per month
as well as a reduction of carbon footprint.
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Fig. 8 Worst result of the query answer model. Each blue
and red area denotes a mistake.

Fig. 9 Worst result of the Simple data extraction model.
Note the minimal count of true positive (green) areas and
the dominance of errors (blue and red).

4 Conclusions

Multiple baselines were provided and evaluated to gain
more knowledge about the data and ground the need
for bigger and complicated models.

We have designed multiple ways to incorporate sim-
ilarity and memory — in terms of access to existing data
— into the existing data extraction model and studied
the gains of various models in a fixed setting. The suc-
cessful gain was 8.25% in F} score compared to the
previous results by using “query-answer” inspired archi-
tecture. By the referenced heuristics, this improvement
translates roughly into 4000 dollars savings of manual
work per month for a middle-sized company.

We have verified that all possible parts of the ar-
chitecture are needed in the training and prediction of
the Query Answer model to achieve the highest score.
Moreover, the improvement holds even for the case of
the anonymized dataset.

In a qualitative analysis of the results, it was shown
that the score improvement is meaningful across all of
the classes. Furthermore, it was shown that the solution
significantly boosted the previously most-problematic
classes.

For the other models that underperform (as triplet
loss and pairwise classification), we have identified the
possible cause — being that most words on the page
do not belong to any class, and we have supported the
hypothesis with an additional experiment.

Further work could then incorporate a way to cre-
ate some artificial classes and measure the supposed in-
crease in score for the triplet and pairwise classification
models.

From the quantitative point of view, there is the
opportunity to explore and improve extraction scores
by tuning all the possible parameters of the system,
namely the number of the nearest pages used and the
quality of the page embeddings. The page embeddings
can be possibly trained jointly with the word-box clas-
sificator.

Qualitatively there are some possible new research
questions:

— What is the effect of the size of the datasets? By ex-
ploring the effect of the size of the training dataset
and/or the search space for the nearest pages, we
could ask if (and when) the model needs to be re-
trained and how does a sample of a difficult-to-
extract document look like.

— How to improve the means of generalization? Cur-
rently, the method generalizes to unseen documents.
In theory, we could desire a method to generalize
to new classes of words, since this way the model
needs to be retrained if a new class is desired to be
detected and extracted.

In practice, our solution has one particular strength
that does transform these two points from potential
blockers to just interesting research questions. The model
can fit into just one consumer-grade GPU and trains
from scratch for at most 4 days using only one CPU pro-
cess. Compared to recent state-of-the-art NLP methods
that take lots of resources to train (such as [§]), our
model can be retrained and/or fine-tuned for any par-
ticular use-case quickly and effectively (even more with
transfer learning techniques). Thus any assorted prob-
lems are solved by the industrial standards [9].

As a part of this work, the dataset and source codes
are published in [I] and should enable wider research of
deep learning models for information extraction, since
— up until now — it was impossible for researchers to
collect a dataset of this size and quality.
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