
1 

 

ViewfinderVR: Configurable Viewfinder for Selection of Distant 

Objects in VR 

Woojoo Kim, Shuping Xiong* 

 

Department of Industrial and Systems Engineering, College of Engineering, Korea Advanced Institute of 

Science and Technology (KAIST), 291 Daehak-ro, Yuseong-gu, Daejeon 34141, Republic of Korea; 

{xml1324, shupingx}@kaist.ac.kr 

* Corresponding author (Prof. Shuping Xiong), Telephone: +82-42-350-3132, Fax: +82-42-350-3110, Email: 

shupingx@kaist.ac.kr 

 

Abstract. Selection is one of the fundamental user interactions in virtual reality (VR) and 3D user interaction, 

and raycasting has been one of the most popular object selection techniques in VR. However, the selection of 

small or distant objects through raycasting has been known to be difficult. To overcome this limitation, this 

study proposed a new technique called ViewfinderVR for improved selection of distant objects in VR, utilizing 

a virtual viewfinder panel with a modern adaptation of the through-the-lens metaphor. ViewfinderVR enables 

faster and more accurate target selection by allowing customization of the interaction space projected onto a 

virtual panel within reach, and users can select objects reflected on the panel with either ray-based or touch 

interaction. Experimental results of Fitts’ law-based tests with 20 participants showed that ViewfinderVR 

outperformed traditional raycasting in terms of task performance (movement time, error rate, and throughput) 

and perceived workload (NASA-TLX ratings), where touch interaction was superior to ray-based interaction. 

The associated user behavior was also recorded and analyzed to understand the underlying reasons for the 

improved task performance and reduced workload. The proposed technique can be used in VR applications to 

enhance the selection of distant objects.  
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1. Introduction 

Selection is one of the fundamental user interactions in virtual reality (VR) and 3D user interfaces (LaViola Jr. 

et al. 2017). As the selection is typically a prerequisite to manipulation of virtual objects, inferior selection 

techniques can easily harm the usability of VR interaction in general. Selection techniques can largely be divided 

into two categories: virtual hand and virtual pointing (Argelaguet and Andujar 2013). Virtual hand techniques 

allow users to select objects through the use of a virtual hand (Poupyrev et al. 1998), while virtual pointing 

techniques (also known as raycasting) select objects by pointing with a virtual ray (Liang and Green 1994; Mine 

1995).  

Although the simple virtual hand technique can enable more natural and better-performing interaction 

with isomorph mapping of the virtual and real hands hence superimposing visual and motor spaces (Mine et al. 

1997; Wang and Mackenzie 1999; Lemmerman and LaViola Jr. 2007), virtual pointing techniques have become 

one of the most popular 3D selection techniques due to its simplicity and generality (Bowman and Hodges 1997; 

Lee et al. 2003; Andujar and Argelaguet 2007; Bacim et al. 2013), allowing users to select out-of-reach objects 

with relatively less physical movement. Moreover, numerous user studies have reported that raycasting results 

in better selection performance compared to competing 3D selection techniques (LaViola Jr. et al. 2017) 

including the hand extension approaches (Grossman and Balakrishnan 2006; Vanacken et al. 2007). 
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However, the selection of small or distant objects via raycasting has been reported to be difficult. A 

number of studies have found that raycasting is sensitive to natural hand tremor at far distances thus yields high 

error rates when selecting smaller targets (Herndon et al. 1994; Steed and Parker 2004; Cockburn et al. 2011; 

Lu et al. 2020; Brasier et al. 2020), as the selection occurs in mid-air while no physical support is given to hands 

(Lindeman et al. 1999). The Heisenberg effect (Bowman et al. 2001), indicating a change in the tool orientation 

happens by the action of selection trigger (e.g. a button press), is also known to induce target misses, accounting 

for near 30% of the overall errors in a pointing task (Wolf et al. 2020). Furthermore, positional and rotational 

jitter from the tracking device can negatively impact the selection accuracy (Weise et al. 2020; Batmaz et al. 

2021). This could be especially problematic when vision-tracked freehand input is used where the tracking noise 

becomes substantial. It has been suggested to use the secondary position on the body to anchor the ray’s direction 

to stabilize the ray in such a case (Facebook 2021), similarly to the fixed-origin pointing introduced in the work 

of Jota et al. (2010). 

Many studies have attempted to enhance virtual pointing techniques via various approaches. One 

approach to resolve the precision issue of the vector-based pointing which relied on a single vector of the virtual 

ray was to introduce a volume such as a cone instead (Liang and Green 1994; Forsberg et al. 1996), although it 

required disambiguation when the volume contained multiple objects. Disambiguation could be done 

progressively by allowing users to specify the target from the priorly selected potential targets arranged in a 

menu (Kopper et al. 2011; Cashion et al. 2012) or to control a depth cursor (Grossman and Balakrishnan 2006; 

Baloup et al. 2019). It could also be done heuristically by assigning scores to potential targets and select the 

target with the highest score. Techniques used angle offset or distance to the original ray to assign higher scores 

to the nearest object (Wingrave et al. 2002; Grossman and Balakrishnan 2005; Steinicke et al. 2006; Vanacken 

et al. 2007; Cashion et al. 2013; Lu et al. 2020), while some more complex examples additionally employed a 

queue of scores accumulated over multiple timeframes (De Haan et al. 2005; Ortega 2013; Moore et al. 2018). 

The other approach to improve virtual pointing was to dynamically modify the control-display ratio when more 

precision is needed. Alteration of the control-display ratio could be done either manually (Vogel and 

Balakrishnan 2005; Kopper et al. 2010) or automatically based on the user’s hand velocity (Frees et al. 2007; 

König et al. 2009; Gallo et al. 2010). 

Meanwhile, some techniques have used an indirect approach where the user manipulates virtual objects 

by interacting with their copied representation. World-in-Miniature (Stoakley et al. 1995) was one of the first 

few techniques which introduced the use of proxies for object manipulation, further enhanced with an addition 

of the option to scale the proxies to a convenient size for interaction (Pierce et al. 1999; Wingrave et al. 2006). 

Indirect proxy techniques are known to benefit users by not only providing a separate exocentric view of the 

world which allows users to observe the world with different angles and distances thereby better understand the 

arrangements of objects (Wingrave et al. 2006), but also enabling interaction directly through hands hence 

avoiding body distortion and negative impact on body ownership (Bowman et al. 1997). A more advanced and 

comprehensive example of this approach that encompasses interaction with proxies of spaces instead of objects 

can be found in the work of Pohl et al. (2021). 

Studies have shown 2D selection can outperform 3D selection (Pierce et al. 1997; Ware and Lowther 

1997; Natapov and MacKenzie 2010; Teather and Stuerzlinger 2013; Ramcharitar and Teather 2018), thus 

corresponding adaptation can be made to benefit interaction with proxies. The Through-the-lens metaphor 

(Stoev and Schmalstieg 2002) is an early example of leveraging the benefits of 2D interaction in 3D proxies 

with the use of an additional viewport of the virtual world in a form of a floating virtual panel. Similar 

adaptations were presented by several studies since. Argelaguet and Andujar (2009) locally flattened targets 

onto a small virtual screen in stereoscopic displays to avoid binocular parallax. Surale et al. (2019) explored the 

use of a tangible viewport attached to a physical tablet for selecting distant VR objects by tapping on the tablet 

screen. Li et al. (2021) proposed the viewport to reflect the virtual world like a mirror for the selection of 

occluded and distanced objects in VR. 
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Despite the promising prospect of such a metaphor, only limited studies have tested its usability on 

target selection throughout the user study. Clergeaud and Guitton (2017) implemented the Through-the-lens 

interaction technique based on a cylindrical window displaying a 360° panoramic image for the object finding 

task, yet its full potential with the advantages from the simple virtual hand technique and optimization of the 

interaction space is undiscovered. In this study, we propose the ViewfinderVR technique, a virtual viewfinder 

panel with a modern adaptation of the Through-the-lens metaphor for a way to better select distant objects inside 

the virtual environment. ViewfinderVR enables faster and more accurate target selection by allowing 

customization of the interaction space projected onto a virtual panel within reach. We conducted a user study to 

measure its performance against the raycasting technique in a Fitts’ Law-based test to understand the benefits 

and limitations of the proposed technique. 

 

2. Methods 

2.1. Fitts’ Law 

Fitts’ law (Fitts 1954) is a predictive model that characterizes kinematics of human psychomotor behavior on 

the pointing and selection task. As it was proved that Fitts’ law holds for the arm kinematics in 3D trajectories 

(MacKenzie et al. 1987), it has been widely used to evaluate the performance of selection techniques and 

pointing devices of 3D selection tasks (Steed 2006; Kopper et al. 2010; Teather and Stuerzlinger 2011; 

Ramcharitar and Teather 2018; Li et al. 2018). The model demonstrates the linear relationship between the 

index of difficulty (ID) of the task and movement time (MT), given as: 

 𝑀𝑇 = 𝑎 + 𝑏 × 𝐼𝐷 (1) 

where 

 𝐼𝐷 = 𝑙𝑜𝑔2 (
𝐷

𝑊
+ 1) (2) 

D is the target distance and W is the target size (Fig. 1), whereas a and b are parameters empirically 

derived by linear regression. Fitts’ law has been utilized as a tool for evaluating pointing devices through ISO 

9241-9 (ISO 2002). The standard suggests using the multi-directional tapping task that covers different 

movement directions by arranging the targets in a circular pattern (Fig. 1). In addition, it recommends the use 

of throughput (TP) that quantifies the information processing rate of the human by combining both speed and 

accuracy (Soukoreff and MacKenzie 2004), calculated as: 

 𝑇𝑃 =
𝐼𝐷𝑒

𝑀𝑇
 (3) 

where 

 𝐼𝐷𝑒 = 𝑙𝑜𝑔2 (
𝐷𝑒

𝑊𝑒
+ 1) (4) 

and 

 𝑊𝑒 = 4.133 × 𝑆𝐷𝑥 (5) 

D and W are adjusted based on the user’s actual movement trajectory to represent the effective target 

distance (𝐷𝑒) and the effective target size (𝑊𝑒). 𝐷𝑒 is calculated by averaging movement distance, while 𝑊𝑒 is 

calculated by estimating 𝑆𝐷𝑥, the standard deviation of lengths relative to the target center projected onto the 

task axis. 𝑆𝐷𝑥 is then multiplied by 4.133 to represent 96% of the target hit coordinates (Z-score of ± 2.066). 

This allows comparison between results with different error rates by correcting the error rate to 4% (MacKenzie 

1992). Throughput based on effective measures is not only independent of speed-accuracy trade-offs 

(MacKenzie and Isokoski 2008) but also less dependent on device noise thereby enable more reliable 

comparisons (Teather and Stuerzlinger 2011; Li et al. 2018). 
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Fig. 1. Multi-directional tapping task (ISO 9241-9) with 11 targets. The arrows show the task axis participants 

follow to select targets alternating clockwise. 

 

2.2. ViewfinderVR 

Fig. 2 illustrates the operation procedure of our proposed technique, ViewfinderVR. ViewfinderVR aims to aid 

the selection of distant objects by utilizing a virtual panel that works somewhat similarly to the viewfinder of a 

digital camera, taking advantage of the Through-the-lens metaphor (Stoev and Schmalstieg 2002). The 

ViewfinderVR technique consists of three procedures: pre-configuration, configuration, and post-configuration. 

Before configuration, a virtual panel is located in front of users and follows their head movement, while their 

view is being reflected on the panel. After users place the distant targets inside the panel by moving and rotating 

their head, they can capture the panel image to fixate the view by reaching their non-dominant hand to the panel 

and grab it by pinching with the index finger. Once the panel is grabbed, it can be placed at any desired position 

and orientation. Furthermore, the panel view or the panel itself can be enlarged or shrunk by moving the hand 

up or down while pinching with the middle or ring finger, respectively. Users can always reset the panel setting 

and return it to the pre-configuration status by turning their non-dominant hand over and looking at the palm.  

After configuration is completed, users can choose distant targets by selecting the targets reflected 

inside the panel view instead of selecting the actual targets. The panel cursor is coupled with the control cursor 

which moves on the control plane located in front of the view origin. The cursor for selection is rendered on the 

intersection point between the target object and the ray from the view origin to the control cursor. The panel 

cursor can be controlled via two methods: ray (ViewfinderVR-Ray) and touch (ViewfinderVR-Touch). 

ViewfinderVR-Ray works the same way as the traditional raycasting method (Facebook 2021) but the ray from 

the dominant hand interacts with the panel to determine the position of the panel cursor instead of the target 

object. Once the rendered cursor is located on the target object, users can select the object with a thumb-index 

pinch gesture. On the other hand, ViewfinderVR-Touch locates the panel cursor on the intersection point 

between the panel and the ray originating from the index fingertip of the dominant hand and directed 

perpendicular to the panel. The selection occurs when the index fingertip touches the panel surface. 
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In this study, the panel had a size of 0.4 × 0.3 × 0.01m and was located 0.4m away and 0.15m below 

from the head with an inclination of 30° before configuration. Note that the default panel setup was determined 

based on a series of internal pilot tests considering various circumstances such as field of view and hand tracking 

range of the VR headset, occlusion of sight caused by the panel, and location to comfortably reach the panel 

(Shin and Zhu 2011; Penumudi et al. 2020). The virtual hands were semi-transparent during the whole 

experiment to prevent occlusion of the object behind the hands (Fig. 2). 

 

Fig. 2. The operation procedure of ViewfinderVR. A video demonstration of configuration options can be 

seen at the following link: https://vimeo.com/562391685. 

 

 



6 

 

3. Experiment 

3.1. Participants 

20 Korean young adults (12 males and 8 females) with a mean age of 24.0 (SD=4.1) and with normal or 

corrected to normal vision participated in the experiment. All participants were right-handed. 18 participants 

have experienced any kind of headset-based VR applications before this experiment, but 16 among them used 

the VR headset no more than once a year, showing the majority of participants were light VR users. 6 

participants reported that they experienced mid-air interaction with the tracked virtual hand in VR. All 

participants gave consent for the experiment protocol approved by the University Institutional Review Board 

(IRB NO.: KH2021-009). 

 

3.2. Experimental Settings 

The participants were equipped with the Oculus Quest (resolution: 1440×1600 per eye; refresh rate: 72 Hz) VR 

headset. The headset was connected to the PC with an Intel Core i7-7700 processor running at 3.6 GHz, 16 GB 

of RAM, and an NVIDIA GeForce GTX 1080 Ti GPU, running Windows 10 through Oculus Link via a 

compatible USB 3.0 cable. Hands were tracked in real-time by the four fisheye monochrome cameras embedded 

in the Oculus Quest headset (Han et al. 2020), so the background was covered by a black screen fence to prevent 

any potential deterioration of tracking performance (Fig. 3). The distance between the participant and the screen 

fence was 1.2m, and no physical interruptions were caused by the screen fence during the whole experiment. 

The virtual environment used for the experiment was developed using Unity 2019.4.15f1. 

 

Fig. 3. Experimental settings in the real environment 

 

3.3. Experimental Design and Procedure 

First, participants filled in a pre-test questionnaire asking about their demographic information and prior 

experience with VR. Then, they put on the VR headset and performed a multidirectional tapping task described 

in the ISO 9241-9 standard (ISO 2002; Soukoreff and MacKenzie 2004). In this task, 11 dark gray circular 
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targets were placed in a circular pattern, and participants were asked to select the target highlighted in blue as 

accurately and quickly as possible while prioritizing accuracy over speed. The subsequent target and the missed 

target were highlighted in cyan and magenta, respectively. A sequence of trials (one circle) consisted of 11 

target selections, and total 3 sequences were conducted for each of 3 techniques: Raycasting, Viewfinder-Ray, 

and Viewfinder-Touch (Fig. 4-a) × 2 target sizes: large and small (0.2619m and 0.0873m; represented as the 

visual angle of 3° and 1°, respectively) × 2 target distances: short and long (1m and 2m) within-subject 

conditions. A combination of 2 target sizes and distances resulted in 4 target conditions with different IDs: 2.27, 

3.11, 3.64, and 4.58 (Fig. 4-b), and target depth was kept 5m in all sessions. In each test condition, participants 

were allowed to practice at first as much as they want until they fully understand and feel confident about the 

technique, followed by 30 seconds of rest before the test session. For ViewfinderVR techniques, participants 

were asked to freely explore and determine the panel setup that can achieve the best task performance during 

the practice session, and then reconfigure the panel from the default status to measure the time needed for 

configuration. During the test session, participants were not allowed to reconfigure the panel. After all trials in 

each test condition were finished, participants gave ratings to NASA-TLX (Hart and Staveland 1988). Whenever 

the selection occurred, the participants were informed with a click sound. 

 

Fig. 4. (a) Three techniques and (b) four target conditions used in this study. A video demonstration of 

techniques can be seen at the following link: https://vimeo.com/560739540. 

 

3.4. Data Analysis 

Out of 7920 trials (20 participants × 12 test conditions × 3 sequences × 11 trials), 89 trials (1.1%) with the 

distance between the cursor and the target center at selection was larger than 3 times of target radius were 

classified as outliers and were excluded from the analysis. These outliers were caused by consecutive pinch 

detection due to participants’ occasional mistakes or hand tracking errors. After the outlier removal, 3 

performance measures: movement time, error rate, and throughput (MacKenzie 2015) and 7 NASA-TLX ratings 

for perceived workload: mental demand, physical demand, temporal demand, performance, effort, frustration, 

and weighted rating were collected and arranged for the analysis of variance (ANOVA) where the variation 

from participants was blocked. In addition, 4 user behavior measures: hand movement, head movement, actual 

target depth, and adjusted target visual angle were calculated and analyzed to have a better understanding of the 

results. Hand and head movements were defined as the length of movement trajectory of the tracked dominant 

hand and the VR headset, respectively. Actual target depth was defined as the measured distance between the 
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VR headset and center of the target group, whereas adjusted target visual angle was defined as the visual angle 

of the interacted target calculated based on the actual target depth. For ViewfinderVR techniques, actual target 

depth indicated the distance between the VR headset and center of the panel, and adjusted visual angle was 

calculated for the target proxies reflected inside the virtual panel. Matlab R2019a and Minitab 19 were used to 

conduct all data processing and statistical analyses at a significance level of 0.05, and the effect size in terms of 

eta-squared (𝜂2 = 𝑆𝑆𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡/𝑆𝑆𝑇𝑜𝑡𝑎𝑙) was further calculated to check practical significance. A general rule 

on the magnitudes of the effect size with 𝜂2 is as follows: small-𝜂2~0.01, medium-𝜂2~0.06 and large-𝜂2~0.14 

(Cohen 1988). 

 

4. Results 

We only highlight a subset of significant results related to the technique for better clarity. The entire descriptive 

statistics and ANOVA results are presented in the Appendix section. 

 

4.1. Performance 

A significant main effect of the technique was observed on all performance measures (Fig. 5): movement time 

(𝐹2,689 = 317.38, p < 0.001, 𝜂2 = 0.243), error rate (𝐹2,689 = 34.20, p < 0.001, 𝜂2 = 0.048), and throughput 

(𝐹2,689 = 451.07, p < 0.001, 𝜂2 = 0.408). The movement time was the shortest at ViewfinderVR-Touch (M = 

1.29s, SD = 0.10), followed by ViewfinderVR-Ray (M = 1.69s, SD = 0.60), and then Raycasting (M = 2.38s, 

SD = 1.13). Likewise, ViewfinderVR-Touch had the highest throughput (M = 3.16 bit/s, SD = 0.97), followed 

by ViewfinderVR-Ray (M = 2.31 bit/s, SD = 0.62), and then Raycasting (M = 1.64 bit/s, SD = 0.61). For error 

rate, Raycasting (M = 17.08%, SD = 19.28) was significantly higher than ViewfinderVR-Ray (M = 9.3 %, SD 

= 12.42) and ViewfinderVR-Touch (M = 10.36%, SD = 13.79), where no significant difference between two 

ViewfinderVR techniques was found according to the post hoc test. 

 Fig. 6 shows performance measures by technique, target size, and target distance. A significant 

interaction effect of technique × target size (𝐹2,689 = 43.12, p < 0.001, 𝜂2 = 0.033) was found for movement 

time. Movement time with small targets increased compared to large targets in all techniques, but Raycasting 

showed a larger increase compared to the ViewfinderVR techniques. For error rate, significant interaction 

effects of technique × target size (𝐹2,689 = 20.22, p < 0.001, 𝜂2 = 0.028), technique × distance (𝐹2,689 = 3.37, p 

= 0.035, 𝜂2 = 0.005), and technique × target size × target distance (𝐹2,689 = 4.19, p = 0.016, 𝜂2 = 0.006) were 

found. Error rate of Raycasting was significantly larger than ViewfinderVR-Touch but not ViewfinderVR-Ray 

at large targets. When it came to small targets, Raycasting had a significantly larger error rate than both 

ViewfinderVR techniques when target distance was short, but larger than ViewfinderVR-Ray only when target 

distance was long due to the sudden increase of error in ViewfinderVR-Touch. For throughput, interaction 

effects of technique × target size (𝐹2,689 = 5.59, p = 0.004, 𝜂2 = 0.005) and technique × target distance (𝐹2,689 

= 3.50, p = 0.031, 𝜂2 = 0.003) were found to be significant. As with the movement time, a steeper decrease of 

throughput from large to small targets at Raycasting in comparison with the ViewfinderVR techniques was 

observed. In addition, the throughput of the ViewfinderVR techniques decreased when target distance became 

longer at small targets, while throughput remained similar at Raycasting. Fig. 7 illustrates cursor movement 

trajectories by technique, target size, and target distance. 
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Fig. 5. Mean (+SE) (a) movement time, (b) error rate, and (c) throughput by technique. Note: Alphabetical 

letters above bars represent post hoc grouping. 

 

Fig. 6. Mean (+SE) (a) movement time, (b) error rate, and (c) throughput by technique, target size, and target 

distance. Note: Alphabetical letters above bars represent post hoc grouping for techniques in each target size 

and distance. 
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Fig. 7. Scatter plots of the cursor position by technique, target size, and target distance. Note: The unit of axes 

is in meter (Unity scale). 

 

4.2. Perceived Workload 

A significant main effect of the technique was observed on all perceived workload measures (Fig. 8): mental 

demand (𝐹2,209 = 60.74, p < 0.001, 𝜂2 = 0.153), physical demand (𝐹2,209 = 39.96, p < 0.001, 𝜂2 = 0.112), 

temporal demand (𝐹2,209 = 39.76, p < 0.001, 𝜂2 = 0.105), performance (𝐹2,209 = 21.43, p < 0.001, 𝜂2 = 0.072), 

effort (𝐹2,209 = 52.15, p < 0.001, 𝜂2 = 0.127), frustration (𝐹2,209 = 30.29, p < 0.001, 𝜂2 = 0.084), and weighted 

rating (𝐹2,209 = 55.38, p < 0.001, 𝜂2 = 0.127). ViewfinderVR-Touch had the lowest weighted NASA-TLX 

rating (M = 33.71, SD = 25.26), followed by ViewfinderVR-Ray (M = 43.22, SD = 25.07), and then Raycasting 

(M = 57.05, SD = 25.52). All raw NASA-TLX workload ratings had similar results where Viewfinder-Touch 

was the lowest, Raycasting was the highest, and Viewfinder-Ray stayed in between, although no significant 

difference between the two ViewfinderVR techniques was found in frustration. 

 Fig. 9 shows NASA-TLX workload ratings by technique, target size, and target distance. For raw ratings, 

a significant effect of technique × target size was found at all subscales except effort: mental demand (𝐹2,209 = 

4.82, p = 0.009, 𝜂2 = 0.012), physical demand (𝐹2,209 = 3.49, p = 0.032, 𝜂2 = 0.010), temporal demand (𝐹2,209 

= 3.95, p = 0.021, 𝜂2 = 0.010), performance (𝐹2,209 = 8.56, p < 0.001, 𝜂2 = 0.029), and frustration (𝐹2,209 = 

4.90, p = 0.008, 𝜂2 = 0.014). For weighted rating, significant interaction effects of technique × target size (𝐹2,209 

= 5.91, p = 0.003, 𝜂2 = 0.014) and technique × target size × target distance (𝐹2,209 = 3.63, p = 0.028, 𝜂2 = 0.008) 
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were found. A similar tendency was found across all workload ratings that the rating of Raycasting was 

generally higher yet occasionally similar compared to the ViewfinderVR techniques at large targets but the 

discrepancy became more obvious at small targets. 

 

Fig. 8. Mean (+SE) NASA-TLX ratings by technique. Note: Alphabetical letters above bars represent post hoc 

grouping. 

 

Fig. 9. Mean (+SE) (a) raw and (b) weighted NASA-TLX ratings by technique, target size, and target distance. 

Note: Alphabetical letters above bars represent post hoc grouping for techniques in each target size and distance. 

 

4.3. User Behavior 

There was a significant main effect of the technique on all user behavior measures (Fig. 10): hand movement 

(𝐹2,689 = 112.66, p < 0.001, 𝜂2 = 0.207), head movement (𝐹2,689 = 79.87, p < 0.001, 𝜂2 = 0.059), actual target 

depth (𝐹2,689 = 334002.29, p < 0.001, 𝜂2 = 0.998), and adjusted target visual angle (𝐹2,689 = 290.75, p < 0.001, 

𝜂2 = 0.171). The hand and head movements of ViewfinderVR-Touch (Hand: M = 3.64m, SD = 2.33; Head: M 

= 0.50m, SD = 0.32) was significantly longer than ViewfinderVR-Ray (Hand: M = 1.77m, SD = 1.62; Head: M 

= 0.34m, SD = 0.24) and Raycasting (Hand: M = 1.61m, SD = 1.34; Head: M = 0.36m, SD = 0.24). 

Understandably, the actual target depth of Raycasting remained very close to the depth of original targets (M = 

5.00m, SD = 0.09), exceeding the ones of ViewfinderVR techniques by a large margin. The panel of 

ViewfinderVR-Touch (M = 0.40m, SD = 0.06) was placed slightly closer to the user compared to 

ViewfinderVR-Ray (M = 0.47m, SD = 0.11). For adjusted target visual angle, Viewfinder-Touch was the largest 
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(M = 3.68°, SD = 1.80), followed by ViewfinderVR-Ray (M = 3.37°, SD = 1.91), and then Raycasting (M = 

2.00°, SD = 1.00). 

 Fig. 11 shows user behavior measures by technique, target size, and target distance. A significant 

interaction effect of technique × target distance (𝐹2,689 = 5.18, p = 0.006, 𝜂2 = 0.010) was found for hand 

movement, whereas significant interaction effects of technique × target size (𝐹2,689 = 22.49, p < 0.001, 𝜂2 = 

0.017), technique × target distance (𝐹2,689 = 23.13, p = 0.035, 𝜂2 = 0.017), and technique × target size × target 

distance (𝐹2,689 = 9.70, p < 0.001, 𝜂2 = 0.007) were found for head movement. In both movement measures, a 

significant increment at ViewfinderVR-Touch for targets with small size and long distance was identified. 

While there was no significant interaction effect for actual target depth, interaction effects of technique × target 

size (𝐹2,689 = 11.16, p < 0.001, 𝜂2 = 0.007), technique × target distance (𝐹2,689 = 46.14, p < 0.001, 𝜂2 = 0.027), 

and technique × target size × target distance (𝐹2,689 = 4.33, p = 0.014, 𝜂2 = 0.003) were significant on adjusted 

target visual angle. Expectably, the target visual angle of Raycasting could not be adjusted thus stayed almost 

identical to the visual angle of original targets. On the contrary, the target visual angle of ViewfinderVR 

techniques was adjustable thereby configured to be significantly larger than Raycasting for improved selection 

performance. Fig. 12 depicts hand, head movement trajectories, and panel placements by technique, target size, 

and target distance. 

 

Fig. 10. Mean (+SE) (a) hand movement, (b) head movement, (c) actual target depth, and (d) adjusted target 

visual angle by technique, target size, and target distance. Note: Alphabetical letters above bars represent post 

hoc grouping. 

 

Fig. 11. Mean (+SE) (a) hand movement, (b) head movement, (c) actual target depth, and (d) adjusted target 

visual angle by technique, target size, and target distance. Note: Alphabetical letters above bars represent post 

hoc grouping for techniques in each target size and distance. 
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Fig. 12. Scatter plots and 95% percentile ellipses of hand, head, and panel positions by technique, target size, 

and target distance. Note: Hand and head movement centers are defined as the average point of all hand and 

head positions in a single sequence of trials, respectively. The unit of axes is in meter (Unity scale). 

 

5. Discussion 

5.1. Performance 

The result showed that our proposed technique, ViewfinderVR could significantly outperform Raycasting in 

every performance aspect including movement time, error rate, and throughput. To be more specific, 

ViewfinderVR-Ray lowered movement time by 20.0–36.9%, error rate by 13.0–64.9%, and elevated throughput 

by 24.7–70.9%, while ViewfinderVR-Touch lowered movement time by 37.9–51.6%, error rate by 16.1–63.0%, 

and elevated throughput by 77.8–126.1% compared to Raycasting depends on the target condition. The superior 

performance of the ViewfinderVR techniques appears to have a strong connection with the actual target depth 

and adjusted target visual angle (Fig. 11). Numerous studies have demonstrated the effects of the display size 

and distance to the user, which determine the target visual angle, on task performance. For mouse interaction, 

Hourcade and Bullock-Rest (2012) reported a negative impact of large target depth on performance with a steep 

decline for targets with visual angles below 0.05°, whereas Browning and Teather (2014) found that the small 

display size reduced throughput by around 20%. For touch interaction, the small display size induced a high 

error rate and was perceived as imprecise and difficult to use (List and Kipp 2019). By taking advantage of the 

ViewfinderVR technique, the target visual angle of ViewfinderVR-Ray and ViewfinderVR-Touch could be 

adjusted to be 25.4–156.0% and 45.2–177.0% larger than the one of Raycasting, respectively. 

 The approach to benefit selection by enlarging the targets is not completely new. The target expansion 
technique, which allowed targets to expand dynamically as the cursor approaches (McGuffin and Balakrishnan 

2005), was proven to enhance performance using a mouse (Hwang et al. 2013) and a touch display (Yang et al. 

2011; Perea et al. 2020). With a VR headset, Yang et al. (2019) applied a similar strategy to magnify keys in a 

virtual keyboard and found enhancement in the performance of VR text entry. The target expansion technique 

is designed to be mainly applied in user interfaces where targets, target groups, or points of interest are pre-

defined or need to be configured. On the other hand, ViewfinderVR focuses on the application in a 3D 

environment where the position, orientation, and scale of any space within a view can be manipulated. It is 
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worth noting that ViewfinderVR is also capable of downscaling the view which could enable less fatiguing and 

time-consuming selection by reducing the distance between targets. 

 According to the result, ViewfinderVR-Touch outperformed ViewfinderVR-Ray in terms of movement 

time (a decrease of 20.1–30.2%) and throughput (an increase of 32.3–42.5%). Direct touch interaction was 

known to provide easy access to contents with an intuitive way of interacting with objects. Studies have shown 

users performed the task faster and more accurately with higher satisfaction with direct touch input than with 

indirect mouse input (Sears and Shneiderman 1991; Kin et al. 2009; Watson et al. 2013). Our result further 

supports that more efficient control of the cursor was available with the direct approach (ViewfinderVR-Touch) 

compared to the indirect ray-based approaches (Fig. 7). The difference in triggering the selection also might 

take part in improving the performance of ViewfinderVR-Touch. ViewfinderVR-Touch requires users to thrust 

their index finger towards the panel and the selection is triggered when the fingertip penetrates the panel surface, 

while ray-based techniques require users to perform an additional gesture of pinch for confirmation of the 

selection. This pinch gesture will disturb the tracked hand position and orientation thus induce a slight jitter of 

the cursor at the moment of selection, commonly referred to as the Heisenberg effect of spatial interaction 

(Bowman et al. 2001). This is similar to the concern introduced in the work of Zhou et al. (2020) that selection 

was confirmed when the finger and stimulus intersected to avoid a need for an additional operation that causes 

the Heisenberg effect. According to the study of Lin et al. (2019), the index thrust gesture turned out to have a 

higher preference, faster selection speed, and fewer errors for selecting 2D targets compared to the palm click 

gesture which shares similarities with the pinch gesture we used in this study. 

One noteworthy result is that the error rate of ViewfinderVR-Touch was higher than ViewfinderVR-

Ray for targets with small size and long distance. This is because enlarging the virtual panel or its view results 

in increasing not only target size but also target distance, indicating “the larger the better” does not apply here 

as a longer target distance leads to longer movement time (Wang et al. 2013). Hence, the optimal balance 

between target size and distance should be found (Lee et al. 2013). When the target size was small, participants 

had to increase the size of the panel or its view to be large enough to facilitate a more accurate selection. As 

ViewfinderVR-Touch required users to reach their hand to each of distanced targets, considerably larger 

movements in the upper body were caused especially when the distance between targets was long (Fig. 11 and 

Fig. 12). Larger body movements appear to pose more difficulties in gesture control and increase the occurrence 

of errors (Tao et al. 2021). This result was consistent with Lou et al. (2018), in which a longer target distance 

increased the physical movements of users and damaged the selection efficiency of freehand remote pointing 

on a large display. 

 

5.2. Perceived Workload 

Mid-air interactions are prone to fatigue as the user’s arm is suspended in mid-air while interacting with objects, 

also known as the gorilla arm effect (Boring et al. 2009); therefore, physical demand becomes a critical issue 

when it comes to long-term interaction. The significantly lower NASA-TLX workload ratings of the 

ViewfinderVR techniques in comparison with Raycasting denotes workload could be relieved by enlarging the 

target visual angle. This is consistent with the previous studies that reported higher perceived workload and 

biomechanical stress in the neck and shoulders when interacting with smaller targets in VR and AR (Kim et al. 

2020; Kia et al. 2020, 2021). The effect of the target location should also be noted. Penumudi et al. (2020) 

warned excessive vertical target locations (15° above and 30° below eye height) could induce musculoskeletal 

discomfort during VR interactions, while Kim et al. (2020) recommended the target depth of 0.3–0.6 m to reduce 

the biomechanical load for AR interactions. In the current study, participants placed the virtual panel to be 

0.47m away and 10.0° below them for ViewfinderVR-Ray and 0.40m away and 17.2° below them for 

ViewfinderVR-Touch on average. 
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Interestingly, participants felt ViewfinderVR-Touch was less physically demanding than the ray-based 

techniques, although ViewfinderVR-Touch induced significantly larger hand and head movements and higher 

hand placement (Fig. 11 and Fig. 12). It can be assumed this result was mainly caused by the difference in task 

completion time. Fatigue in mid-air interaction is heavily influenced by the time for interaction that the upper 

arm muscles remain active, as reflected in biomechanical models to quantify arm fatigue of mid-air interactions 

such as consumed endurance (Hincapié-Ramos et al. 2014) and cumulative fatigue model (Jang et al. 2017; Liu 

et al. 2018). The movement time of ViewfinderVR-Touch was 37.9–51.6% shorter than Raycasting and 20.1–

30.2% shorter than ViewfinderVR-Ray depends on the target condition, showing that participants could hold 

up their arms for a shorter period for performing the same amount of tasks when using ViewfinderVR-Touch. 

Furthermore, some evidence has indicated larger body movement does not always result in a larger physical 

burden. Nunnari et al. (2016) verified that postural variability could distribute muscular loads to different body 

parts during mid-air gestural interaction, demonstrating a 19% decrease in simulated average musculoskeletal 

loads on the shoulder, neck, and back area in their user study. Accordingly, the rating of physical demand of 

ViewfinderVR-Touch was 26.2–45.5% lower than Raycasting and 3.2–29.9% lower than ViewfinderVR-Ray 

in this study. 

Participants gave lower workload ratings for ViewfinderVR-Touch on not only physical demand but 

also other NASA-TLX subscales. This result is somewhat expected since studies have proved the better 

performance and less required amount of mental resources on using direct input techniques compared to indirect 

counterparts (Charness et al. 2004; Murata and Iwase 2005; McLaughlin et al. 2009; Brasier et al. 2020). Indirect 

input techniques require cognitive processing of spatial translation between the physical movement of the 

human body and the virtual movement of the cursor which affects attentional requirements (Wickens 1980). In 

contrast, direct input techniques have no intermediary and require users to directly touch objects by bringing 

their hands closer as in ViewfinderVR-Touch. Hence, direct input techniques provide some relative benefits to 

users with deteriorated attention skills such as the elderly (Charness et al. 2004; McLaughlin et al. 2009; 

Jochems et al. 2013) and patients with dementia (Andrade Ferreira et al. 2020), thus such users may benefit 

more with ViewfinderVR-Touch in the same manner. Although direct touch interaction forces users to move 

their hands more, it can further alleviate cognitive demand, as keeping hands proximate to objects is 

advantageous for processing and learning visuospatial information (Reed et al. 2006; Tseng and Bridgeman 

2011; Brucker et al. 2021). Moreover, lesser fatigue might also play a role in lowering workload ratings of 

mental demand and other associated subscales, as shoulder muscular fatigue from static posture is known to 

concurrently reduce cognitive attentional resources (Stephenson et al. 2020). 

 

5.3. Limitations and Future Work 

Some limitations of the proposed technique should be noted. Firstly, ViewfinderVR requires extra time and 

effort to configure the panel to improve the object selection. In this study, participants required 21.1 seconds on 

average (SD = 11.8) for panel configuration. For this reason, ViewfinderVR is not appropriate for scenarios 

where the view needs to be changed frequently, since the user has to reconfigure the panel whenever the target 

beyond the panel view needs to be selected. Although the selection can occur at the pre-configuration stage, the 

performance deteriorates due to the repetitive shifts in the panel position and view caused by inherent head 

oscillations. Next, ViewfinderVR is not capable of enhancing the selection of occluded objects. Projecting the 

3D environment onto a 2D panel avoids binocular parallax but omits the depth information, thus occluded 

objects cannot be selected similar to the case of traditional raycasting. Other techniques which specifically 

aimed for improvements in the selection of occluded objects or objects in a dense environment such as DepthRay 

(Grossman and Balakrishnan 2006), Guidance Rays (Xu et al. 2013), RayCursor (Baloup et al. 2019), and 

vMirror (Li et al. 2021) can be used in combination with the proposed technique to aid selection of such 

conditions, although effectiveness and potential conflicts need to be further validated. 
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There are several potential directions to further improve the proposed technique. First, the bimanual 

operation remains unexplored. As studies have shown speed advantages of bimanual touch over a pair of mice 

(Forlines et al. 2007; Kin et al. 2009), it is expected that bimanual interaction may benefit ViewfinderVR-Touch 

more compared to Raycasting. Second, multi-panel interaction is worthy to investigate. Some scenarios could 

benefit by placing multiple panels; for instance, multiple pre-configured panels widen the coverage of views 

and enable users to select objects in multiple spaces without the necessity to reconfigure the panel every time 

for each space. Third, the procedure of panel configuration can be minimized via simplification or 

automatization. The current technique requires the user to manually configure the panel by manipulating the 

position, orientation, and scale of the panel, in addition to the magnification of the panel view. One approach to 

tackle this issue could be to interact with the head-coupled panel large enough to cover the whole view, thereby 

make manipulation of the panel unnecessary. The other approach is to implement a strategy to automatically 

determine the panel configuration based on the user and environment characteristics such as field of view, target 

size and distance, and ergonomic cost (Evangelista Belo et al. 2021). Future work should explore ways to apply 

the aforementioned features to ViewfinderVR. 

 

6. Conclusion 

We have proposed a new technique named ViewfinderVR for the improved selection of distant objects in VR, 

which allows users to configure the interaction space projected onto a virtual panel in reach and to select objects 

inside the panel through ray-based or touch interaction. A user study was conducted to evaluate and compare 

the proposed technique with traditional raycasting through a 2D Fitts’ law-based test. Experimental results 

showed that ViewfinderVR induced shorter movement time, lower error rate, higher throughput, and lower 

perceived workload compared to traditional raycasting for not only small but also large targets by reducing the 

target depth and enlarging the target visual angle. Between two selection methods in ViewfinderVR, touch 

interaction outperformed ray-based interaction in terms of movement time, throughput, and perceived workload 

with more efficient and accurate cursor control from the directness of interaction. However, touch interaction 

had a higher error rate for targets with small size and long distance, where excessive hand and head movements 

caused by the expanded target distance led to the increase of difficulties in gesture control hence error 

occurrence. The proposed technique is expected to benefit VR users to better select distant objects inside the 

virtual environment, even though caution is needed when the user should change the view frequently as 

reconfiguration of the panel is required each time the view is changed. 
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Appendix. Descriptive statistics and ANOVA results 

Table 1. F, p-values, and 𝜂2 from ANOVA results of the effects of technique, target size, and target distance 

on performance, perceived workload, and user behavior measures 

 Measures Values 
Source of variation 

TQ TS TD TQ×TS TQ×TD TS×TD TQ×TS×TD 

P
er

fo
rm

an
ce

 

Movement 

time (s) 

𝐹2,689 317.38 648.05 114.82 43.12 1.65 2.87 2.53 

p ***<0.001 ***<0.001 ***<0.001 ***<0.001 0.193 0.091 0.081 

𝜂2 0.243 0.249 0.044 0.033 0.001 0.001 0.002 

Error rate 

(%) 

𝐹2,689 34.20 332.48 55.95 20.22 3.37 25.62 4.19 

p ***<0.001 ***<0.001 ***<0.001 ***<0.001 *0.035 ***<0.001 *0.016 

𝜂2 0.048 0.232 0.039 0.028 0.005 0.018 0.006 

Throughput 

(bit/s) 

𝐹2,689 451.07 150.78 3.16 5.59 3.50 10.07 1.67 

p ***<0.001 ***<0.001 0.076 **0.004 *0.031 **0.002 0.190 

𝜂2 0.408 0.068 0.001 0.005 0.003 0.005 0.002 

P
er

ce
iv

ed
 w

o
rk

lo
ad

 

Mental 

demand 

𝐹2,209 60.74 226.25 27.34 4.82 1.55 3.04 2.40 

p ***<0.001 ***<0.001 ***<0.001 **0.009 0.215 0.083 0.093 

𝜂2 0.153 0.285 0.034 0.012 0.004 0.004 0.006 

Physical 

demand 

𝐹2,209 39.96 198.59 32.77 3.49 0.32 6.34 1.52 

p ***<0.001 ***<0.001 ***<0.001 *0.032 0.728 *0.013 0.220 

𝜂2 0.112 0.277 0.046 0.010 0.001 0.009 0.004 

Temporal 

demand 

𝐹2,209 39.76 144.71 17.67 3.95 0.06 6.49 2.83 

p ***<0.001 ***<0.001 ***<0.001 *0.021 0.945 *0.012 0.062 

𝜂2 0.105 0.192 0.023 0.010 <0.001 0.009 0.007 

Performance 

𝐹2,209 21.43 181.13 24.53 8.56 1.22 5.28 2.91 

p ***<0.001 ***<0.001 ***<0.001 ***<0.001 0.296 *0.023 0.057 

𝜂2 0.072 0.303 0.041 0.029 0.004 0.009 0.010 

Effort 

𝐹2,209 52.15 231.50 25.03 2.15 0.25 6.62 2.75 

p ***<0.001 ***<0.001 ***<0.001 0.119 0.783 *0.011 0.066 

𝜂2 0.127 0.283 0.031 0.005 0.001 0.008 0.007 

Frustration 

𝐹2,209 30.29 166.82 19.42 4.90 0.16 5.87 2.19 

p ***<0.001 ***<0.001 ***<0.001 *0.008 0.848 *0.016 0.114 

𝜂2 0.084 0.232 0.027 0.014 <0.001 0.008 0.006 

Weighted 

rating 

𝐹2,209 55.38 276.92 33.70 5.91 0.67 6.92 3.63 

p ***<0.001 ***<0.001 ***<0.001 **0.003 0.511 **0.009 *0.028 

𝜂2 0.127 0.318 0.039 0.014 0.002 0.008 0.008 

U
se

r 
b
eh

av
io

r 

Hand 

movement 

(m) 

𝐹2,689 112.66 34.51 43.66 0.83 5.18 2.68 1.02 

p ***<0.001 ***<0.001 ***<0.001 0.439 **0.006 0.102 0.361 

𝜂2 0.207 0.032 0.040 0.002 0.010 0.002 0.002 

Head 

movement 

(m) 

𝐹2,689 79.87 521.47 285.28 22.49 23.13 28.81 9.70 

p ***<0.001 ***<0.001 ***<0.001 ***<0.001 ***<0.001 ***<0.001 ***<0.001 

𝜂2 0.059 0.192 0.105 0.017 0.017 0.011 0.007 

Actual target 

depth 

𝐹2,689 334002.29 0.03 4.98 1.92 1.73 0.45 0.49 

p ***<0.001 0.852 *0.026 0.148 0.178 0.503 0.612 

𝜂2 0.998 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 

Adjusted 

target visual 

angle (°) 

𝐹2,689 290.75 1548.34 176.88 11.16 46.14 14.31 4.33 

p ***<0.001 ***<0.001 ***<0.001 ***<0.001 ***<0.001 ***<0.001 *0.014 

𝜂2 0.171 0.454 0.052 0.007 0.027 0.004 0.003 

* TQ=Technique, TS=Target size, TD=Target distance; *p < 0.05, **p < 0.01, ***p < 0.001 

  



24 

 

Table 2. Mean (M) and standard deviation (SD) of performance, perceived workload, and user behavior 

measures by technique 

 Measures 

Technique 

Raycasting ViewfinderVR-Ray ViewfinderVR-Touch 

M SD M SD M SD 

Performance 

Movement time (s) 2.38 1.13 1.69 0.60 1.29 0.52 

Error rate (%) 17.08 19.28 9.30 12.42 10.36 13.79 

Throughput (bit/s) 1.64 0.61 2.31 0.62 3.16 0.97 

Perceived workload 

Mental demand 57.06 25.64 43.31 25.57 30.94 24.57 

Physical demand 57.13 26.17 42.69 24.39 35.63 25.60 

Temporal demand 56.13 26.27 42.88 25.91 34.31 26.79 

Performance 50.81 28.92 40.31 26.52 32.25 27.12 

Effort 62.31 26.03 45.13 27.65 37.63 27.90 

Frustration 52.25 28.57 37.75 27.75 32.06 28.21 

Weighted rating 57.05 25.52 43.22 25.07 33.71 25.26 

User behavior 

Hand movement (m) 1.61 1.34 1.77 1.62 3.64 2.33 

Head movement (m) 0.36 0.24 0.34 0.24 0.50 0.32 

Actual target depth (m) 5.00 0.09 0.47 0.11 0.40 0.06 

Adjusted target visual angle (°) 2.00 1.00 3.37 1.91 3.68 1.80 

 

 

Table 3. Mean (M) and standard deviation (SD) of performance, perceived workload, and user behavior 

measures by technique, target size, and target distance 

 Measures 

TQ Raycasting ViewfinderVR-Ray ViewfinderVR-Touch 

TD 1m 2m 1m 2m 1m 2m 

TS M SD M SD M SD M SD M SD M SD 

P
er

fo
rm

an
ce

 Movement time 

(s) 

3° 1.45 0.35 1.94 0.95 1.16 0.30 1.49 0.37 0.90 0.22 1.04 0.26 

1° 2.87 1.06 3.28 0.95 1.81 0.49 2.29 0.52 1.39 0.42 1.83 0.52 

Error rate (%) 
3° 4.70 9.53 7.44 9.22 4.09 7.19 5.40 7.02 2.12 5.12 4.12 7.06 

1° 25.48 19.44 30.72 20.91 8.94 12.78 18.75 15.03 9.44 10.30 25.76 15.41 

Throughput 

(bit/s) 

3° 1.86 0.57 1.98 0.69 2.47 0.67 2.47 0.62 3.46 1.01 3.52 0.87 

1° 1.34 0.50 1.39 0.37 2.29 0.60 2.00 0.48 3.03 0.98 2.65 0.74 

P
er

ce
iv

ed
 w

o
rk

lo
ad

 

Mental demand 
3° 35.50 19.05 41.50 20.80 27.50 21.96 36.50 20.57 14.50 12.43 19.75 17.58 

1° 72.25 17.80 79.00 11.31 49.75 23.03 59.50 25.49 32.75 20.04 56.75 22.90 

Physical 

demand 

3° 33.75 20.88 45.00 23.34 29.25 21.65 33.00 16.82 20.50 17.49 24.75 16.68 

1° 68.75 15.88 81.00 11.90 46.75 20.97 61.75 24.33 37.50 24.69 59.75 23.48 

Temporal 

demand 

3° 36.50 21.82 43.75 24.82 30.75 25.09 36.25 19.86 24.75 24.69 22.00 20.08 

1° 68.25 19.95 76.00 15.52 46.00 28.26 58.50 22.36 35.00 24.15 55.50 25.63 

Performance 
3° 27.00 20.97 32.00 20.21 24.25 22.45 37.25 23.70 16.00 14.40 16.50 15.16 

1° 68.25 21.42 76.00 14.58 42.00 23.66 57.75 26.39 34.75 25.85 61.75 22.18 

Effort 
3° 39.75 22.63 48.50 22.99 29.00 25.58 35.00 22.41 22.75 21.06 22.75 20.66 

1° 76.75 15.43 84.25 8.77 50.00 22.58 66.50 25.00 41.50 27.91 63.50 19.99 

Frustration 
3° 30.00 21.11 38.00 25.58 25.25 25.98 30.50 21.65 18.00 22.14 17.75 18.69 

1° 65.50 21.65 75.50 18.43 41.75 26.79 53.50 29.07 34.75 25.31 57.75 26.52 

Weighted rating 
3° 33.75 18.56 41.63 20.17 27.28 22.90 35.45 19.23 18.80 15.47 20.10 16.64 

1° 72.63 15.25 80.20 9.08 47.93 22.00 62.20 22.41 35.83 23.08 60.10 20.93 

U
se

r 
b
eh

av
io

r 

Hand 

movement (m) 

3° 1.07 1.25 1.55 0.45 1.25 1.77 1.67 1.71 2.70 1.25 3.63 2.19 

1° 1.48 1.21 2.33 1.80 1.87 1.80 2.28 0.87 3.22 1.00 5.00 3.41 

Head movement 

(m) 

3° 0.21 0.11 0.32 0.21 0.20 0.14 0.30 0.19 0.24 0.12 0.41 0.20 

1° 0.39 0.26 0.52 0.25 0.36 0.23 0.52 0.28 0.47 0.21 0.87 0.32 

Actual target 

depth (m) 

3° 5.01 0.08 5.01 0.09 0.45 0.09 0.48 0.11 0.39 0.05 0.40 0.05 

1° 4.99 0.08 5.00 0.09 0.46 0.12 0.48 0.13 0.40 0.05 0.40 0.08 

Adjusted target 

visual angle (°) 

3° 2.99 0.05 2.99 0.05 5.55 2.15 3.75 0.95 5.67 1.80 4.34 1.02 

1° 1.00 0.02 1.00 0.02 2.56 0.68 1.64 0.36 2.77 0.63 1.96 0.26 

* TQ=Technique, TS=Target size, TD=Target distance 

 


