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Abstract
Virtual reality (VR) has emerged as a valid addition to conventional therapy in rehabilitation and sports medicine. This has 
enabled the development of novel and affordable rehabilitation strategies. However, before VR devices can be used in these 
situations, they must accurately capture the range of motion of the body-segment where they are mounted. This study aims 
to state the accuracy of the Oculus Touch v2 controller when used to measure the elbow’s motion in the sagittal plane. The 
controller is benchmarked against an inertial sensor (ENLAZATM ), which has already been validated as a reliable meas-
urement device. We have developed a virtual environment that matches both the Oculus Touch v2 and the inertial sensor 
orientations using a digital goniometer. We have also collected the orientation measurements given by each system for a 
set of 17 static angles that cover the full range of normal elbow flexion and hyperextension motion, in 10° intervals from 
− 10°  (hyperextension) to 150° (flexion). We have applied the intra-rater reliability test to assess the level of agreement 
between the measurements of these devices, obtaining a value of 0.999, with a 95% confidence interval ranged from 0.996 to 
1.000. By analyzing the angle measurement outcomes, we have found that the accuracy degrades at flexion values between 
70° and 110°, peaking at 90°. The accuracy of Oculus Touch v2 when used to capture the elbow’s flexion motion is good 
enough for the development of VR rehabilitation applications based on it. However, the flaws in the accuracy that have been 
revealed in this experimental study must be considered when designing such applications.
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1  Introduction

Recent technological developments can be applied to sports 
medicine and rehabilitation, helping with both patient 
assessment and the execution of rehabilitation programs. 
Wearable sensors are especially popular because they can be 
used by a wide range of people, from patients with mobility 
problems to athletes who are recovering from an injury. One 
of their more important features is the ability to take range 
of motion (ROM) measurements of body-joints as accu-
rately as goniometers, which are currently the most popular 
instrument in rehabilitation clinics (Costa et al. 2020). These 
quantitative measurements of human movement can be used 
to assess the presence of a motor disorder. In addition, wear-
able devices can be employed in a free-living environment, 
expanding their use cases in rehabilitation (Porciuncula 
et al. 2018). Finally, they also provide an opportunity for 
the collection of large amounts of data from many patients, 
which allows the growth of personalized and precision medi-
cine (Dhawan 2016). Many wearable sensors use inertial 
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measurement units (IMUs), which contain a gyroscope, an 
accelerometer and a magnetometer. IMUs are small enough 
for the devices that employ to provide systematic, objective 
and reliable monitoring of human movement without hinder-
ing it or imposing space limitations (Camomilla et al. 2018).

Another emerging technology that can be used for reha-
bilitation purposes is immersive virtual reality (VR), usually 
through headsets that can be combined with other devices, 
such as omni-directional treadmills, special gloves (Jer-
ald 2019) or controllers. VR’s ability to generate realistic 
images, sounds and other sensations, and, through them, rep-
licate a real environment or create an imaginary world, has 
proven to be very useful in this field. VR is currently gaining 
traction in many areas, such as teaching or health, and it is 
expected to grow even more in the near future (Checa and 
Bustillo 2020). Concerning rehabilitation, VR has emerged 
as a valid addition to conventional therapy, enriching new 
and low-cost rehabilitation strategies (Laver et al. 2017).

VR can provide a positive learning experience, while 
being motivating and engaging (Maillot et al. 2012). This 
is especially important in rehabilitation, which can be a 
tough, prolonged and exhausting experience that patients 
might feel reluctant to proceed with. Any tool that is able 
to alleviate this problem is, therefore, particularly useful. 
Another advantage of VR-based therapy is the possibility of 
adapting the tasks to each particular patient’s needs. Virtual 
environments can be easily customized, so tasks tailored 
to the patient’s cognitive and physical impairments can be 
designed, maximizing brain reorganization and reactivating 
the areas of the brain involved in motor planning, learning 
and execution (Kim et al. 2005; Boyd and Winstein 2001), 
while maintaining engagement (Maillot et al. 2012). These 
modifications would be considerably more difficult and 
expensive to achieve with real environments.

There are few published studies that use immersive VR 
for rehabilitation therapies, with most of which are non-
immersive experiences in which the patient can see their 
own body on a standard computer screen (Costa et al. 2020; 
Cui et al. 2019; Shum et al. 2019; Jost et al. 2021; Postolache 
et al. 2019; Oña et al. 2018; Borresen et al. 2019; Lee 2017). 
However, there are some that could be considered immer-
sive VR, such as CAREN (Computer Assisted Rehabilita-
tion Environment), which is a CAVE-like (Cruz-Neira et al. 
1992) solution designed for balance assessment and therapy, 
gait analysis, adaptability, and motor control, among others 
(CAREN 2021). This integrates an instrumented dual-belt 
treadmill with a six DOF (Degrees of freedom) motion base 
and a 3D motion capture system inside an immersive envi-
ronment. Some studies (De Luca et al. 2020; Rachitskaya 
et al. 2020; Calabrò et al. 2020; Kalron et al. 2016) have 
pointed out that this device may be a useful tool in rehabili-
tation therapies, which encourages the idea that VR could 
be a useful addition to the therapist’s toolset.

1.1 � Use of IMUs in immersive applications

Several studies have successfully employed IMUs with 
immersive applications to measure shoulder joint (Cui 
et  al. 2019) or upper arm and forearm mobility (Kim 
et al. 2013). These approaches have shown their poten-
tial to reduce the human resources and time required to 
assess the patient’s joint mobility in comparison with tra-
ditional methods. In addition, these solutions could lead 
to the development of personalized training methods for 
upper extremity rehabilitation. There are similar systems 
that integrate more inertial sensors for motion capture of 
all body segments (Brandão et al. 2020; Fitzgerald et al. 
2007). These solutions allow the patient to receive real-
time visual stimuli from a virtual environment, and they 
provide the therapist with information about the move-
ments performed during therapy. More complex devel-
opments (Patil et al. 2020) have proposed pose-tracking 
systems for virtual interaction by fusing multiple 3D light 
sensors and IMUs. However, inertial sensors are used to 
capture the orientation of each body segment, estimating 
the position and orientation of every joint of the body. 
This setup enables a real-time 3D avatar reconstruction. 
The accuracy of the results of this study shows that this 
solution is comparable to state-of-the-art pose-tracking 
systems.

1.2 � Position and orientation trackers in virtual 
reality

Motion tracking technologies can be combined with VR, 
which extends the innate tracking capabilities of this tech-
nology to body parts other than the head. This enables 
rehabilitation therapies to take advantage of some VR 
features (e.g., immersion, accurate head tracking), while 
collecting any additional physiological parameters that 
might be relevant. The more advanced VR Head-Mounted 
Displays (HMDs) that are currently available on the con-
sumer market are supported by advanced six DOF tracking 
and are usually based on embedded infrared systems, as 
is the case with Oculus RiftTM (Farahani et al. 2016) or 
the Lighthouse Stations (Dempsey 2016) and is typically 
used with HTC ViveTM and other SteamVR-based head-
sets. These systems provide a very precise tracking of both 
position and orientation (Niehorster et al. 2017). The HTC 
ViveTM tracking system and the WorldVizTM  Precision 
Position Tracking System have been compared (Niehorster 
et al. 2017) in terms of accuracy and latency, concluding 
that the RMS in orientation was less than 0.0113° for the 
former and less than 0.0053° for the latter for all the rota-
tions. An accuracy analysis of the position and orientation 
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of the HTC ViveTM controllers and trackers (Spitzley and 
Karduna 2019) has concluded that the mean angular errors 
for both devices were less than 0.4°. In the same domain of 
tracking technologies for VR is the AntilatencyTM system, 
which is a positional tracker designed to be used with a 
VR headset. This uses several trackers consisting of IMU 
sensors with real-time position correction based on optical 
data that allows for full-body tracking (LLC 2021). How-
ever, despite its potentially high performance, no scientific 
studies have been found that use this system in the field of 
motion tracking for rehabilitation.

Despite the positive outcomes in position and orienta-
tion tracking of these systems, they still have to deal with 
two main problems: first, the reduced tracking areas limit 
the person’s movement space and activities; and second, the 
loss of tracking or changes in height measurements along 
the tracking space can cause incorrect measurements of the 
orientation of the device (Niehorster et al. 2017). There are 
several alternatives to this setup. For example, inside-out 
tracking uses infrared cameras that are mounted on the head-
set itself to scan the environment, but they are less accurate 
and are highly dependent on the environmental conditions 
(Passos and Jung 2020). Although most motion capture 
accuracy studies using trackers are not performed with 
inside-out tracking HMDs (Farahani et al. 2016; Dempsey 
2016; Niehorster et al. 2017; Spitzley and Karduna 2019), 
two studies have focused on the positional and rotational 
accuracy of the Oculus Touch v1 controller. One of these 
studies (Jost et al. 2021) acquired static data samples from 
the device at different step sizes and at different points on 
a 2.4 × 2.4 m play-place. The authors determined that the 
maximum positional accuracy error of the Oculus Touch 
was 3.5 ± 2.5 mm at the largest step size of 500 mm along 
the z-axis. The other study (Shum et al. 2019) evaluated the 
rotations in three orthogonal axes for rotation intervals of 
90°. The authors found that the rotational accuracy of the 
system was 0.34◦ ± 0.38◦ for the HMD and 1.13◦ ± 1.23◦ for 
the controller. However, no study has examined the orienta-
tion accuracy for movements in the sagittal plane. In addi-
tion, thorough studies of the accuracy of every component 
of a VR system that tracks a part of the user’s body or an 
object that the user interacts with are (as have been stated 
in this section) still lacking. This is an important gap in our 
understanding of the development of VR-based rehabilita-
tion solutions.

1.3 � Aim

The main objective of this work is to validate the accuracy 
of the Oculus Touch v2 device (Oculus Quest 2 control-
ler) to measure the elbow’s motion in the sagittal plane. To 
achieve this, we used a wireless motion capture wearable 

device as benchmark. This is based on an inertial measure-
ment unit (IMU) sensor—the ENLAZATM device—which 
is already validated as a reliable measuring device for the 
elbow’s range of motion (ROM) (Costa et al. 2020). The 
previous validity and feasibility study of the use of an iner-
tial sensor to measure elbow and wrist active ROM were 
a comparative test-retest study between this device and a 
standard goniometry system with 29 participants. The results 
revealed that the ROM measurements that were obtained for 
the elbow had similar values for both systems. The inertial 
sensor had better reliability when compared to the goniom-
eter for elbow measurements. The intra-rater and inter-rater 
reliability ICC values ranged from 0.83 to 0.96 and from 
0.94 to 0.97, respectively.

However, to be able to do this research, we must first ful-
fill the secondary objective of this work: to test the capabil-
ity of an IMU sensor as a VR tracker in conjunction with a 
VR headset. This will enable us to confidently use the afore-
mentioned IMU sensor as a proper benchmark for the Oculus 
Touch v2. In immersive applications, VR trackers should 
fulfill strict accuracy and latency requirements to induce the 
user’s perception of ownership over a virtual body (Banakou 
et al. 2013). Concerning latency, the existing literature has 
pointed out that a high delay between the time that a physi-
cal movement is performed and an output image is rendered 
on the HMD can decrease the user’s sense of immersion 
(Farahani et al. 2016). In fact, in VR, an end-to-end latency 
higher than 30 ms will break the sense of agency and body 
ownership (Raaen and Kjellmo 2015). Consequently, we 
must ensure that the IMU sensor respects this limit.

To achieve both aims, we have developed a VR scenario 
for the Oculus QuestTM 2 that uses both an Oculus Touch 
v2 and the IMU sensor to track the elbow flexion–extension 
movement.

2 � Methods

2.1 � Approach

We have devised the present setup with the aim of establish-
ing a benchmark to test the orientation accuracy of Oculus 
Touch v2 controllers for VR applications, focusing on its 
application to the elbow’s ROM. This setup has also been 
designed to integrate the IMU sensor’s measurements, which 
will enable accuracy measurements of both devices (Oculus 
Touch v2 and IMU sensor) to be taken and compared.

The wireless motion capture system is composed of three 
fundamental elements: the inertial sensor, a Raspberry Pi 
based-computer and an Oculus Quest 2 device. We have 
implemented the communication between the three blocks, 
which has resulted in a low latency and accurate position 
tracking method.
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2.2 � Materials

2.2.1 � Inertial sensors

This approach uses an inertial sensor to capture the flex-
ion–extension movement of the forearm. This device con-
tains an IMU module that integrates a three-axis acceler-
ometer, a three-axis gyroscope and a three-axis compass. 
The IMU sensor also includes a microcontroller unit (MCU) 
(8-bit AVR, 8 MHz, 32 KBytes of flash memory) that is in 
charge of acquiring the IMU data; computing the Direction 
Cosine Matrix (DCM) using the 3D accelerometer, gyro-
scope and magnetometer data following a published (Pre-
merlani and Bizard 2009) algorithm; and interfacing with a 
computer unit via Bluetooth.

2.2.2 � Computer unit

The computer unit is a Raspberry PiTM , which is a low-
cost and small ARM-based computer that supports WiFi 
and Bluetooth wireless communications. This computing 
core handles the reception of data from the IMU sensor via 
Bluetooth, the calculation of Euler Angles orientation from 

such data, and the sending of these angles via WiFi to a 
VR device using UPD (User Datagram Protocol), which is 
chosen to reduce latency.

2.2.3 � Virtual reality device

The Oculus QuestTM 2 VR device is used. This is a VR 
HMD with six DOF for both the headset itself and two Ocu-
lus Touch v2 controllers. The Oculus Touch v2 is a handheld 
unit that contains a set of infrared LEDs. This allows the 
handheld unit to be tracked by the cameras that are present in 
the Oculus QuestTM 2 headset (Constine 2015) and an IMU 
sensor and determines their own orientation.

2.3 � System design

The DCM information from the IMU sensor is transmit-
ted via Bluetooth to the Raspberry Pi, which transform the 
DCM into the angle data that will be used in the VR applica-
tion that runs in the Oculus Quest 2. Once transformed, the 
angle data are transmitted via Wi-Fi using UDP to the VR 
headset. The application uses this data to move a virtual arm 
that replicates the user’s real arm in VR (see Fig. 1). This 

Fig. 1   Diagram of the setup 
of both orientation tracking 
systems



1655Virtual Reality (2022) 26:1651–1662	

1 3

movement will also be registered by the Oculus Touch v2. 
A digital goniometer will be used for the static orientation 
of the devices.

Bluetooth communication between the sensor and the 
Raspberry Pi is established using the Serial Port Profile 
(SPP). This enables the angular orientation data to be sent 
in a binary format.

The WiFi communication between the Raspberry Pi and 
the Oculus QuestTM 2 is implemented using the UDP proto-
col with a static IP-port endpoint to which data will be sent. 
We used UDP communication to prioritize low-latency over 
reliability because the system is tolerant to the loss of some 
datagrams (Rind et al. 2006).

2.4 � Data processing

From the first DCM received, we calculate a calibration 
matrix to have a new reference frame, which will correspond 
to the user’s initial position. From this neutral position, we 
can calculate a calibration matrix. Once the calibration 
matrix is known, we will be able to calculate the transfor-
mation matrix for each subsequent DCM received. Next, we 
can obtain the rotation angle of the reference system, which 
is equivalent to the rotation measured by the sensor.

This process uses the following calculations: Rcal denotes 
the calibration matrix, Rs denotes the data sent by the IMU 
(in relation to the reference frame), and Rt denotes the trans-
formation matrix. We calculate the movement in relation to 
the calibration using the following equation:

where Ra denotes the initial matrix, representing the ini-
tial position and orientation; T denotes the transformation 
matrix, representing the transformation applied to the ini-
tial matrix (a rotation in this case); and Rb denotes the final 
matrix after the transformation, representing the position 
and orientation after the transformation. This corresponds 
in our case to: Rs = Rt × Rcal , so we have that:

After calculating Rt , we normalize it to ensure that the sys-
tem is orthonormal.

Finally, we convert Rt to Euler angles, using the for-
mulas of the ZXY convention, as proposed by the Interna-
tional Society of Biomechanics (ISB) (Wu et al. 2005). The 
sequence ZXY can be intuitively interpreted as the individual 
Euler rotations. This means that the first Euler angle repre-
sents a flexion of the arm, the second represents an abduc-
tion of the arm, and the third represents an internal/external 
rotation of the arm (Campeau-Lecours et al. 2020). These 
data are sent via UDP to replicate the movement virtually.

(1)Rb = T × Ra

(2)Rt = Rs × R−1

cal

2.5 � Latency analysis

To measure the total delay of the developed wireless motion 
capture system, we implemented a time measurement tool in 
all processes of the data transmission thread. The latency of 
the system represents the total delay between the instant that 
the movement occurs to the time that it is displayed on the 
Oculus QuestTM 2 HMD. Applying the following approach, 
we expected to find that the end-to-end latency of this setup 
stays below 30 ms (Raaen and Kjellmo 2015) to avoid break-
ing the sense of body ownership in VR experiences.

The simplest way to record these time delays is to write 
the data packet with a standardized time stamp between 
events. In this way, when this information is received by the 
HMD, data time can be stored for later analysis. To support 
the latency analysis, we store both latency data, as follows: 
the Raspberry Pi data processing timestamp for each sample 
and the elapsed-time of the communication process (UDP 
protocol), which is the time to read an incoming message for 
1 min. From these results, the time averages and the standard 
deviation between the maximum and minimum values are 
calculated.

Because the inertial sensor has a fixed sampling rate of 
50 Hz, this means that we have a data acquisition rate of 
20 ms. The times at which each piece of data is received are 
then captured to know this delay with respect to the sam-
pling rate because a communication rate from IMU to VR 
HMD of 20 ms would be the expected value in a system 
with no-latency. This delay reflects the time cost of the three 
processes: the Bluetooth data transmission between the IMU 
sensor and the Raspberry Pi, the computation of the Euler 
angles done by the Raspberry Pi and the UDP socket com-
munication process.

Table 1 shows the time costs of end-to-end communi-
cation, the IMU sampling rate and the difference between 
them. This results in the end-to-end latency. As can be 
seen, the latency stays inside the values recommended by 
the literature.

2.6 � Data analysis

To analyze the accuracy of the Oculus Touch v2 controller 
as a tracker and an elbow ROM measurement device, we 
compare it with the IMU sensor using a digital goniometer 

Table 1   Outcomes of the communication rate from the IMU sensor 
to the VR HMD (ms), IMU sensor sampling rate (ms) and end-to-end 
communication latency (ms)

Communication rate (ms) IMU sampling rate (ms) Latency (ms)
Mean ± SD Mean ± SD Mean ± SD

23.709 ± 18.73 20.26 ± 0.48 3.709 ± 18.73
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to set the devices in different orientations. The ENLAZA 
TM , the particular IMU sensor that we used has already been 
validated for elbow ROM (Costa et al. 2020), will be used 
the baseline against which the Oculus Touch v2 controller 
is compared. Accuracy assessment has been established by 
comparing the means and standard deviations of the pairs 
of measurements.

To measure the reliability of this validation procedure, 
we calculated the ICC (95% confidence interval [CI]) using 
the analysis of reliability of the IBM SPSS Statistics 27 soft-
ware suite. In this study, the ICC reflects the variation in 
the measurements made by the devices in the same setup 
under the same conditions. We took the design of Koo and 
Li (2016) as a reference and applied the model of two-way 
mixed effect and absolute agreement definition. We did this 
because this is an inter-rater reliability study for two differ-
ent devices and it is expected to observe agreement between 
their averaged measurements.

2.7 � Protocol

We assessed the accuracy of the orientation measures 
reported by the Oculus Touch v2 at each orientation. Spe-
cifically, for accuracy, we looked at whether the roll orienta-
tion of the Oculus was stable across space. The orientation 
of the controllers is referenced with respect to their local 
coordinate system and not with respect to the external HMD 
coordinate system. The Oculus Touch v2 bases its measure-
ments on a reference plane that is aligned with its button 

pad. Therefore, for initial orientation (0, 0, 0), the aim axis 
is tilted 40° with respect to the horizontal plane of the grip 
(see Figs. 2 and 3).

To compare static orientation measurements between 
the Oculus Touch v2 controller and the IMU sensor, both 
devices were attached to the movable segment of the digi-
tal goniometer SilverlineTM . The Oculus Quest 2 headset 
was located on a stable table near the goniometer to record 
the measurement data. The system’s setup protocol was run 
before each data collection session.

The 3D environment built in Unity has two 3D repre-
sentations of the goniometer (the first for the IMU sensor 
and the second for the Oculus Touch v2), consisting of two 
segments and two joints. The first joint enables the rotation 
of the whole object, and the other joint enables the rotation 
of the last segment around the X-axis, replicating the real 
goniometer’s rotation (see Fig. 4). When the IMU sensor and 
the Oculus Touch v2 rotate, their angles of rotation are repli-
cated in the corresponding Unity object’s joints, to translate 
the real movement to the VR environment. This allows the 
data from both devices to be simultaneously stored and rep-
resented in the virtual environment.

The angles measured by the IMU sensor and the con-
troller are taken for each set angle that is assessed with the 
goniometer. This allows us to later evaluate the accuracy 
of both devices in characterizing this range of angular val-
ues. According to the existing literature on the elbow joint 
normal ROM values (Soucie et al. 2011), healthy men and 
women aged 9–69 years can achieve a flexion value ranged 

Fig. 2   A Representation of the 
local coordinate system of an 
Oculus Touch v2. B Schematic 
representation of the setup with 
an Oculus Touch v2 attached 
to the digital goniometer in its 
neutral orientation

Fig. 3   A controller holder was 3D printed, which allowed the controller to be reliably rotated by 90°. The controller could then perform three 
orthogonal rotations about a single axis. Both Oculus Touch v2 and the inertial sensor were attached to the digital goniometer
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between 143.5° and 150.0° and a hyperextension value 
ranged between − 0.8◦ and − 6.4◦ (see Fig. 5). Based on these 
data, we captured the expected normal ROM angles: from 
350° (equivalent to − 10◦ in hyperextension) to 150°, in 10° 
intervals, which are shown in the results section (Table 2).

3 � Results

Table 3 shows the results for the angle measurements per-
formed with the IMU sensor and the Oculus Touch v2, 
respectively, with both devices fixed to the goniometer. To 
better characterize the measured angle, the average value of 
three repetitions for each angle was used instead.

The difference between the mean value of each device 
and the reference value (goniometer) is shown. This shows 
the precision achieved by each system. By observing the 
descriptive results of the measurements, it can be assumed 
that the average value replicates the reference value because 
of the narrow dispersion of the samples (standard devia-
tion) for each angle. The standard deviation outcomes of the 
IMU sensor ranged from 0.127° to 3.307°,  and the Oculus 
Touch v2 standard deviation outcomes ranged from 0.342° 
to 1.472°.

The standard error of the mean (SEM) was calculated to 
measure the dispersion of sample means around the popu-
lation mean. The average standard error of the IMU sensor 
outcomes is 0.307°, with a minimum value of 0.076° and a 
maximum value of 1.909°. Meanwhile, the average standard 
error of the Oculus Touch v2 outcomes is 0.449°, with a 
minimum value of 0.197° and a maximum value of 0.849°. 
The degree of agreement between the measurements of the 
devices was statistically estimated by applying the inter-rater 
reliability test. We obtained an ICC of 0.999, with values 
ranging from 0.996 to 1.000 for a 95% confidence interval.

To better illustrate the low dispersion of the results, the 
mean values and their corresponding standard deviations 
for each device are graphed in Figs. 6 and 7. The data for 
350° have been excluded to preserve the scale of the graph 
(Fig. 6), but their values are similar to those depicted.

4 � Discussion

The present study aimed to compare the static rotation meas-
urements between an Oculus Touch v2 controller and the 
IMU sensor. These measurements were meant to state the 
former’s accuracy in measuring orientation for the sagittal 
plane roll rotation, with the aim of tracking kinematic data 
for an immersive VR application.

Fig. 4   Virtual goniometers in the Unity 3D engine. The left-hand image represents the angles measured by the Oculus Touch v2 controller, 
while the right-hand image represents the angles recorded by the IMU sensor

Fig. 5   Representation of the normal range of motion of elbow joint
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An ICC value of 0.999 was obtained for the reliability 
measurement (Table 4), with a 95% CI that ranged from 
0.996 to 1.000, indicating good reliability according to the 
existing literature (Koo and Li 2016). In addition, the F-test 
(with truth value equals 0) value that we obtained is 872.322 

with a statistical significance of p ≤ 0.001 . Basing on the 
ICC results, we proceed to discuss the results of each device 
in more detail for each angle range. For the IMU sensor 
outcomes, the standard deviation results for each measured 
angle show low dispersion. However, for the Oculus Touch 
v2 outcomes, higher standard deviation values are observed 
in most cases. The angles reported by the Oculus Touch v2 
between the static angles of 70° and 110° deviate consider-
ably from the goniometer reference values, as shown in the 
mean difference between goniometer and Oculus Touch v2 
values in Table 2. The average SEM value of the IMU sen-
sor was 0.307°. In contrast, the Oculus Touch v2 showed an 
average SEM value of 0.449° and a mean difference of 2.22°. 
The latter result is similar to the mean difference angle value 
of 1.13 ± 1.23 that was reported by Jost et al. (2021) in their 
quantitative analysis of the position and orientation of the 
Oculus RiftTM controllers, which correspond to the first ver-
sion of the Oculus Touch. These authors already reflected 
the consistent error in accuracy of the Oculus Touch (v1) 
for roll rotation in the z-axis. According to Ertzgaard et al. 
(2016) and Youdas et al. (1991), comparing different (iner-
tial and optical) ROM assessment systems, small systematic 
errors were detected in all planes of elbow motion, ranging 
from 1.2° to 1.3°. Meanwhile, Brodie et al. (2008) investi-
gated the accuracy of IMUs from XSens Technologies (set 
as a gold-standard) and obtained a RMS error of between 0.8 
and 1.3. Then, assuming that all sensing systems can have 
an average systematic measurement error around 1.3° (Costa 
et al. 2020; Youdas et al. 1991; Brodie et al. 2008), values 
that are below or close to this threshold over the entire range 

Table 2   Results for angle 
measurements and SEM of 350° 
to 150° from the IMU sensor

Reference IMU Ref.-IMU difference SEM
Mean ± SD

350.00° + 350.036°  ±  0.747° + 0.036° 0.431°
0.00° − 0.190° ± 0.537° − 0.190° 0.310°
10.00° + 9.553° ± 0.263° − 0.446° 0.152°
20.00° + 19.980° ± 0.127° − 0.020° 0.073°
30.00° + 30.143° ± 0.200° + 0.143° 0.116°
40.00° + 40.470° ± 0.243° + 0.470° 0.254°
50.00° + 50.293° ± 0.331° + 0.293° 0.191°
60.00° + 60.016° ± 0.132° + 0.016° 0.076°
70.00° + 70.167° ± 0.348° + 0.166° 0.201°
80.00° + 80.953° ± 0.675° + 0.953° 0.390°
90.00° + 90.246° ± 0.244° + 0.246° 0.1412°
100.00° + 99.996° ± 0.295° − 0.003° 0.170°
110.00° + 112.323° ± 3.307° + 2.323° 1.909°
120.00° + 120.930° ± 0.201° + 0.930° 0.116°
130.00° + 130.146° ± 0.331° + 0.146° 0.191°
140.00° + 139.876° ± 0.331° − 0.123° 0.191°
150.00° + 149.923° ± 0.526° − 0.076° 0.304°
Overall averages + 0.286° + 2.221° 0.307°

Table 3   Results for angle measurements and SEM of 350° to 150° 
from the Oculus Touch v2

Reference Oculus Ref.-Oculus difference SEM
Mean ± SD

350.00° + 350.036° + 350.166° ± 0.694° 0.401°
0.00° − 0.190° + 0.566° ± 0.865° 0.499°
10.00° + 9.553° + 9.070° ± 0.766° 0.442°
20.00° + 19.980° + 19.273° ± 0.383° 0.221°
30.00° + 30.143° + 28.456° ± 0.436° 0.252°
40.00° + 40.470° + 38.473° ± 0.507° 0.293°
50.00° + 50.293° + 46.746° ± 1.179° 0.681°
60.00° + 60.016° + 55.893° ± 0.925° 0.534°
70.00° + 70.167° + 63.680° ± 0.956° 0.552°
80.00° + 80.953° + 69.716° ± 0.342° 0.197°
90.00° + 90.246° + 73.003° ± 0.521° 0.301°
100.00° + 99.996° + 107.943° ± 0.723° 0.418°
110.00° + 112.323° + 114.733° ± 0.957° 0.553°
120.00° + 120.930° + 121.823° ± 1.472° 0.850°
130.00° + 130.146° + 128.863° ± 0.932° 0.538°
140.00° + 139.876° + 137.366° ± 0.711° 0.410°
150.00° + 149.923° + 146.46° ± 0.868° 0.501°
Overall averages + 0.286° + 2.221° 0.449°
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Fig. 6   Comparison of the IMU sensor and the Oculus Touch v2 mean values and standard deviations from 0° to 70°

Fig. 7   Comparison of the IMU sensor and the Oculus Touch v2 mean values and standard deviations from 80° to 150°
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of measurement could be considered as acceptable accurate 
values. In this study, it is evident that the SEM values of the 
Oculus Touch v2 are not constant over the whole physiologi-
cal range of motion of the elbow flexo-extension because 
its accuracy fluctuates seriously in the identified zone from 
80 to 110°.

Besides the technical demands on accuracy, it is also 
essential to consider objective accuracy values from a clini-
cal point of view. However, it is first worth introducing the 
concept of “minimal detectable change” (MDC) (Fernán-
dez Serrano et al. 2014), which is the change in measurement 
that represents a real improvement in the patient’s clinical 
condition and which, ideally, is not caused by a measurement 
error. The MDC value is calculated based on the average 
SEM of the device ( 1.96 ∗

√

2 ∗ SEM ). Therefore, in the 
case of the Oculus Touch v2 ( SEM = 0.449◦ ), it should at 
least guarantee a measurement accuracy of 1.857° to be con-
sidered a feasible accuracy device for clinical applications. 
As shown in Table 3, the controller meets the MDC value 
at every static-angle in the whole range. In the case of the 
inertial system ( SEM = 0.307◦ ), its MDC value is 1.536°, 
which is mostly respected throughout the whole range except 
for the value of 110°.

From these results, it is clear that in the range of angles 
close to 90°, the Oculus Touch v2 controller loses preci-
sion as we approach this particular angle. It is reasonable to 
speak of the existence of a blind area around the 90° angle, 
caused either by the hardware sensors or the software that 
processes their input. This blind area affects the sensitiv-
ity of the continuous roll rotation measurement. With that 
said, it can be considered that the Oculus Touch v2 enables 
the assessment of the elbow ROM in virtual rehabilitation 
applications because it accurately captures the extreme (0°, 
150°) angle values of the ROM. However, its lack of preci-
sion around the 90° angle must be taken into account, so the 
specific VR application must be designed to properly posi-
tion the user’s arm to avoid having to take accurate meas-
urements around this blind area. Our characterization of the 
accuracy of the reported 3D orientation of the Oculus Touch 
v2 in the sagittal plane complements previous studies (Shum 
et al. 2019), which were focused on the measurement of 
the positional error of the Oculus Touch v1 controllers. As 

in the aforementioned study, we conclude that the Oculus 
Touch v2 controllers could provide a cost-effective alterna-
tive for tracking gross upper limb movements in rehabilita-
tion applications.

From all these insights, we can conclude that using higher 
precision inertial sensors rather than the Oculus Touch 
would be strongly recommended for VR applications that 
are designed for elbow ROM rehabilitation. Thus, we recom-
mend the use of devices based on IMUs, such as SlimeVRTM 
or DecaMoveTM because they use a technology similar to 
the one featured in the ENLAZATM sensor we used as a 
benchmark for this study. Regarding more robust motion 
capture systems, which combine optical and inertial systems, 
such as AntilatencyTM , Tundra TrackerTM or Indo TrackTM , 
it could be assumed that they would be even more precise. 
They also enable the capture of more segments, although 
their potential as full-body trackers for virtual rehabilitation 
applications should be studied in depth in the future.

We can also conclude that the Oculus Touch v2 track-
ing data can be used in applications in which elbow move-
ments that cover the full range of motion are performed, 
especially if most of the time is spent outside the known 
zone of lowered accuracy. Several movements that are vali-
dated for rehabilitation exercises (Shahmoradi et al. 2021) 
fulfill these criteria, as follows: touching the chin, mouth or 
opposite shoulder; extending the hand forward to get objects; 
or holding an object and lifting it or taking it down. These 
movements require the elbow flexion–extension movement, 
and their working range mostly avoids the lower accuracy 
zone of the Oculus Touch v2.

5 � Conclusion

The Oculus Touch v2 controllers show a lack of accuracy in 
some specific orientations of the sagittal rotation plane. Nev-
ertheless, the full ROM of the elbow joint can be properly 
described in a virtual environment using these devices. The 
user would only perceive small misalignments in orientation 
when the controller is close to the 90° angle. In VR applica-
tions where a few°s of offset do not matter, the use of Oculus 
Touch v2 may not be a major problem. However, in applica-
tions where high accuracy of orientation measurement is a 
priority, the use of an IMU sensor is much preferred because 
the accuracy of the ENLAZATM , a device that uses this tech-
nology, has been confirmed to be very good, if not excellent.
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Table 4   Intraclass correlation coefficient between the average meas-
urements of the IMU sensor and the Oculus Touch v2

Intraclass 95% Confidence interval F Test

Correlation Lower 
Bound

Upper 
Bound

Value Sig.

Average 
meas-
ures

0.999 0.996 1.000 872.322 ≤ 0.001
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