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Abstract
Virtual Reality (VR) and Augmented Reality (AR) afford new forms of work and leisure. While affordable and effective 
VR and AR headsets are now available, neither technology has achieved widespread user adoption. However, we predict 
continual technological advances and cost reductions are likely to lead to wider diffusion in society. Bridging the chasm 
from the early adopters to the early majority will require careful consideration of the needs of a more casual and diverse 
user population. In particular, it is desirable to minimise the exclusion of potential users based on their unique needs and 
maximise the inclusion of users in these novel immersive experiences. Ensuring equitable access to the emerging metaverse 
further reinforces the need to consider the diverse needs of users. We refer to this objective of maximising the accessibility 
and enjoyment potential of users of VR, AR and the metaverse as Inclusive Immersion. This paper reviews the research and 
commercial landscape seeking to address the accessibility needs of users in VR and AR. The survey provides the basis for a 
synthesis of the emerging strategies for maximising the inclusiveness of VR and AR applications. Finally, we identify several 
unaddressed accessibility challenges requiring further research attention. Our paper consolidates disparate efforts related to 
promoting accessible VR and AR and delivers directions for advancing research in this area.
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1  Introduction

Virtual  and Augmented Reality loom as the next major tech-
nology wave in personal computing. At present, it is largely 
early adopters and technology enthusiasts who are using 
these technologies as consumers (Foxman 2018; Sánchez-
Cabrero et al. 2019). There is also an increasing number of 
specialised verticals in which Virtual and  Reality are being 
deployed (Li et al. 2018; Masood and Egger 2019; Wedel 
et al. 2020). While constrained to niche applications and 
discerning but ultimately forgiving user groups, a narrow 
consideration of specific user needs is tolerated. However, 
as the technology matures further and sees adoption by the 

early majority, the wider usability concerns of this expanded 
user group must be accommodated. Significant among these 
concerns is accessibility. As Hedvall (2009) notes, consid-
eration of accessibility tends to lag behind broader advance-
ment in usability and interaction design in human–computer 
interaction (HCI) and therefore demands concerted and tar-
geted research attention.

In this paper, we review research and commercial efforts 
aimed at improving the accessibility of Virtual Reality 
(VR) and Augmented Reality (AR). Our broad scope is 
chosen in direct response to the fact that most prior work 
examines specific forms of disability or impairment and 
their influence on VR and AR usability. In practice, analy-
sis by Waller et al. (2010) indicates that more than 60% 
of individuals with one form of ability loss also have at 
least one other form of ability loss. Although there is clear 
merit in targeted focus on specific forms of disability, the 
frequent co-occurrence of ability loss also highlights the 
need for a broad appreciation of the accessibility chal-
lenges encountered in VR and AR. We address this gap in 
the literature by synthesising the related work covering dif-
ferent forms of disability in different application areas into 
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a set of emergent design strategies and unaddressed acces-
sibility challenges. This paper therefore offers a primer for 
researchers seeking a holistic perspective on proven solu-
tions, remaining challenges and general design strategies 
for accessible VR and AR.

Our focus on the diversity of accessibility needs among 
users with a disability takes direct influence from the con-
cept of inclusive design (Clarkson et al. 2007). Inclusive 
design emphasises how an understanding of user diversity 
can inform design decisions that maximise usability for as 
broad a population as possible. To reflect this influence, 
we subsequently refer to the objective of maximising the 
inclusiveness of VR and AR technologies as Inclusive 
Immersion.

The pursuit of Inclusive Immersion is motivated by four 
key factors: (i) a moral imperative to make technology 
advances accessible to all; (ii) VR and AR have demon-
strated value as assistive and rehabilitative technologies; 
(iii) the commercial benefits of reaching the broadest user 
base possible; and (iv) good design typically yields better 
usability for all. Expanding on this last factor, there are cir-
cumstances in which users may not have a disability but 
may be situationally impaired. As Wobbrock et al. (2011, 
pg. 7) observe, “Situational impairments arise when aspects 
of a user’s environment adversely affect his or her ability to 
perform certain activities”. A design that addresses a non-
situational impairment may thus also improve the usability 
for those who are situationally impaired.

The lens of human–computer interaction also informs 
the perspective applied in this paper to the synthesis of the 
literature. Similar efforts by Sears and Young (2002) and 
Brulé et al. (2020) have made a valuable contribution to 
designers. Sears and Young provide a highly informative 
paper identifying physical impairments that can hinder 
interaction with standard computing technologies. With 
a more constrained scope, Brulé et al. review quantitative 
studies evaluating technology for visually impaired users. 
The survey presented in this paper expands on this prior 
work by reviewing the unique accessibility challenges and 
opportunities afforded by VR and AR across the diverse 
forms of ability loss.

We suggest that it is useful to address the common usa-
bility issues exposed by VR and AR despite many other 
important differences. Their joint examination serves to 
highlight how some solutions identified in VR may also 
be applicable in AR and vice versa. Milgram and Kishino 
(1994) describe how there is in fact a continuum between 
the entirely virtual and entirely real environments, and that 
VR and AR sit at different points along this spectrum.

It is timely to address accessibility issues in VR and 
AR given the current maturation level of the technology. 
There is a dearth of evidence-based design guidance for 

building VR and AR applications, even without considering 
the needs of specific user groups. This presents a challenge 
but also an opportunity to embed inclusive thinking in the 
emerging principles of design for VR and AR. Accessibil-
ity in VR and AR deserves specific attention due to the 
very fact that the user is immersed (or partially immersed) 
in a virtual environment. The World Health Organization’s 
(WHO) International Classification of Functioning, Dis-
ability and Health (ICF) model of disability (WHO 2013) 
explicitly reflects the role that environmental factors play in 
an individual’s experience of disability. The social model of 
disability (Shakespeare 2006) also stresses how people are 
disabled by barriers encountered in society and the physical 
environment. This model is in contrast to the medical model 
of disability which concentrates on the loss of ability as a 
consequence of a physiological or psychological impair-
ment. The social model helps to highlight how factors exter-
nal to the individual can be redesigned or reconfigured to 
address disability. As a trivial example, a ramp can replace 
a stair to eliminate (or at least mitigate) access issues for the 
user of a wheelchair. Likewise, given the designer’s com-
plete control over the virtual environment in which they 
choose to embed the user, there are potentially many simple 
substitutions or configurable features they can support that 
will deliver broader accessibility for their application.

This paper has two key objectives: first, to capture and 
synthesise the disparate latest research and commercial 
efforts that highlight the unique accessibility challenges 
and solutions for delivering more inclusive user engage-
ment with VR and AR; and second, to provide a helpful 
reference for designers to promote awareness of the specific 
needs for and strategies related to delivering more inclu-
sive immersive applications. These two objectives directly 
relate to the three primary contributions of this paper: 

1.	 A concise survey of both research and commercial 
efforts relevant to the objectives of Inclusive Immersion.

2.	 A discussion of the outstanding challenges that must be 
overcome to improve accessibility in VR and AR.

3.	 A synthesis of demonstrated strategies for improving the 
inclusiveness of VR and AR applications and technolo-
gies.

The scope of this survey concentrates predominantly on the 
design of immersive content. This covers the design of the 
interfaces and interactions exposed in that content. Less 
attention is given to the accessibility considerations related 
to the supporting hardware providing the vehicle for these 
immersive experiences. This scoping is a reflection of the 
rapidly evolving and currently disparate VR and AR hard-
ware product space which would quickly date any specific 
observations.
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In scoping this work, we also make an important distinc-
tion between efforts enhancing the accessibility of immersive 
content, and the application of VR and AR technology as a 
form of assistive technology. This distinction reflects the fact 
that assistive technologies typically focus on addressing the 
specific needs of a particular user group, while mainstream 
immersive content should, ideally, be inclusive of a broad user 
base. We do not limit our scope to particular forms of immer-
sive content but several mainstream application areas naturally 
emerge from the reviewed literature. These application areas 
include VR and AR experiences for entertainment (e.g. gam-
ing, cultural experiences and broadcast), socialisation, educa-
tion, health care and work.

1.1 � Outline

Prior to our survey of the literature, we first define the key 
terms in Sect. 2 to ensure a common frame of reference. Sec-
tion 3 describes the methodology employed in selecting the 
preliminary set of literature for review. The survey proper is 
then presented in Sects. 4 and 5, categorised into accessibility-
related efforts according to their application to Virtual Reality 
or Augmented Reality. In Sect. 6, we survey research efforts 
focused on the metaverse and social VR as a key emerging 
application of VR and AR. Finally, in Sect. 7, we also briefly 
cover relevant efforts that are not strictly in the area of VR and 
AR but for which the learning is readily transferable.

The literature and commercial efforts reviewed through-
out Sects. 4, 5, 6 and 7 are synthesised to compile a set of 
generalisable strategies for delivering more accessible and 
inclusive VR and AR experiences. This compiled set of strat-
egies presented in Sect. 8 is intended to provide a useful ref-
erence for designers seeking to improve the accessibility of 
their immersive content. Finally, we distilled a common set of 
three key challenges in supporting Inclusive Immersion. These 
challenges are described, with examples, in Sect. 9. Finally, 
Sect. 10 revisits the stated objectives and summarises the core 
contributions of this paper.

2 � Definitions

In this section, we define the key terms used throughout 
this paper. This serves to establish a common lens through 
which the related work is viewed. The definitions of the 
key terms are summarised in Table 1.

3 � Survey of efforts in Inclusive Immersion

The conceptualisation of disability as an emergent conse-
quence of a health condition and contextual factors (as per 
the social model of disability and the WHO ICF model) is 
central to the analytical perspective applied in this review. 
The social model of disability (Shakespeare 2006) encour-
ages thinking in terms of what barriers exist, and how 
these might be removed, rather than focusing on what a 
particular individual cannot do and the associated impli-
cation that this stems from a shortcoming on their part. 
The presumption is then that effective design can miti-
gate or even eliminate disability. This suggests a proactive 
rather than reactive approach to considering the potentially 
diverse capabilities of users of VR and AR.

The term Inclusive Immersion is new but the concept is 
founded in established thought, and particularly the con-
cepts of accessibility and inclusive design. In the following 
sections, we present a survey of the literature and commer-
cial efforts in which specific attention has been given to 
the goal of promoting the usability of VR and AR among 
disabled users. The methodology employed to structure 
this survey is described in the following subsection.

3.1 � Methodology

To assemble a preliminary set of the literature for 
review, we conducted a Scopus search with the fol-
lowing query: (AUTHKEY(“Virtual Reality”) OR 
AUTHKEY(“Augmented Reality”) OR AUTHKEY(“Mixed 
Reality”) ) AND (AUTHKEY("Accessibility") ) AND 

Table 1   Definition of key terms used throughout this paper

Term Definition

Disability Disability in the context of Virtual and Augmented Reality is the unintentional and deleterious limitation of one’s experi-
ence of an application due to barriers imposed by the design of the virtual environment or the interactions and interfaces 
presented within that environment

Impairment An impairment is the temporary or permanent reduction or loss of a physiological or psychological function
Accessibility Accessibility is a design objective reflecting the goal of ensuring users with different capability levels can utilise a product 

or service
Inclusive design Inclusive design seeks to understand the diverse abilities and needs of different users in order to arrive at a design (e.g. 

product, service or environment) that is usable by as many people as possible
Inclusive Immersion Inclusive Immersion is a design objective reflecting the pursuit of maximally accessible and enjoyable Virtual and Aug-

mented Reality experiences for users with different capability levels
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(LIMIT-TO(LANGUAGE, “English”) ). In Scopus search 
syntax, AUTHKEY designates author-assigned keywords. 
This query returned 177 documents on 20 July 2022. The 
titles and abstracts of these documents were reviewed for 
relevancy and categorised by the first author. These prelim-
inary relevancy decisions and category assignments were 
then reviewed by the second author. Any disagreements were 
resolved through discussion between the first two authors. 
The final categories described below were iteratively refined 
to accurately reflect the distinct foci of the reviewed docu-
ments. Of the 177 documents, 120 were found to be relevant 
to the broad application of Virtual and Augmented Reality 
for users with a disability or impairment. Papers that used 
“accessible” in the broader sense of making the technology 
more widely available, for example, were not considered rel-
evant. Demonstration and editorial papers related to a main 
paper were also excluded.

Relevant papers were categorised into one of six groups:

•	 Accessibility: This is papers core to our review which 
specifically seek to include features that improve the 
accessibility of VR or AR for users with a disability. The 
goal of these papers is to make VR or AR more usable 
for disabled users.

•	 Disability simulation: This is papers where the core 
focus is simulating the experience of having a disability 
with VR or AR. Such simulations are primarily targeted 
at non-disabled users.

•	 Skills training: This is papers where the core focus is 
using VR or AR to help develop the skills of a user with 
a disability or impairment. These papers may include 
features added for accessibility but the purpose is to dem-
onstrate an application for improving a particular skill.

•	 Assistive technology: This is papers that seek to use VR 
or AR to deliver some form of assistive technology. In 
contrast with the Accessibility category, these papers use 
VR or AR as the tool to allow users to do something 
(typically) in the physical world, as opposed to the pri-
mary focus being on them being able to do something in 
or enjoy the virtual world.

•	 Health: This is papers that use VR or AR as a clinical 
tool to perform an assessment, help diagnose a particu-
lar health condition, as a therapy, for rehabilitation or in 
some other way to improve health outcomes.

•	 Review: This is papers that survey or review research 
work in one of the above categories.

The number of papers in each category is summarised in 
Table 2.1 Our focus in this paper is the identification of solu-
tions, challenges and design strategies for accessible VR and 
AR. The 73 papers within the Accessibility category are 
most relevant to this focus and form the basis of the survey. 
We also expand our coverage of related work by identifying 
relevant papers either cited in or cited by this core set of 73 
papers. Papers in the other four main categories of Disability 
simulation, Skills training, Assistive technology and Health 
provide insight into how the technologies and associated 
content can benefit users with a disability but focus primar-
ily on the application as opposed to interface or interaction 
considerations. Therefore, we draw key examples from these 
categories rather than cover them exhaustively.

In addition to the formal literature captured by the Sco-
pus search, we also review prominent commercial efforts. 
The inclusion of commercial efforts in this survey reflects 
the rapid maturation of the technology in this space. The 
demand for immersive hardware and content means that 
relevant research lags behind commercial efforts in certain 
areas. It is therefore useful to document the various strate-
gies applied, despite potentially less attention given to theo-
retical grounding or validation.

The survey splits Virtual Reality and Augmented Reality 
into different sections. This is followed by a brief survey of 
research efforts focused on the metaverse, and social VR in 
particular, given its growing relevance as a key application 
of VR and AR. Finally, an additional top-level category of 
“Other Relevant Non-Immersive Efforts” serves to capture 
work that does not specifically target VR and AR but which 
could be easily ported to this setting.

Table 2   Count of papers in each 
category. Papers can fall into 
more than one category

Category Count

Accessibility 73
Disability simulation 13
Skills training 5
Assistive technology 21
Health 6
Review 6

1  The complete relevancy and categorisation assignments for the 177 
papers captured by the Scopus search are summarised in the supple-
mentary material.
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4 � Virtual reality

Virtual Reality produces a simulated environment in which 
a user’s abilities and perception can be extended. The con-
trol exercised over the virtual environment suggests that 
VR can provide a productive tool and enjoyable outlet for 
users whose interaction with a real environment might oth-
erwise be impaired.

Although recent technological advances have signifi-
cantly broadened the availability of low-cost consumer 
VR, there has been ongoing research in this area stem-
ming from much earlier waves of interest in VR. The 
International Conference on Disability, Virtual Reality 
and Associated Technologies (IDCVRAT) has been held 
biannually since 1996. As the necessary hardware has 
recently gained greater consumer penetration, however, 
a broader research community has similarly taken greater 
interest in the challenges and opportunities afforded by 
VR for disabled users. The 3rd International Workshop 
on Virtual and Augmented Assistive Technology (VAAT) 
was held at IEEE VR in 2015 (see, for example, Maid-
enbaum and Amedi 2015). A workshop in Accessibility 
in VR was also held at the International Symposium on 
Mixed and Augmented Reality (ISMAR) in 2019 (Mott 
et al. 2019). XR Access (XR Access 2020) is a recently 
established community of university and industry part-
ners focused on addressing the accessibility challenges 
encountered with VR and AR technologies. XR Asso-
ciation (XRA) is the trade association formed to rep-
resent VR and AR device manufacturers. An October 
2020 report from XRA (XR Association 2020) provides 
explicit guidance on the development of VR and AR 
applications that are accessible to disabled users. Oculus 
has also introduced Virtual Reality Check (VRC) guide-
lines related to accessibility (Oculus 2021). On behalf 
of the Information Technology and Innovation Founda-
tion (ITIF) think tank, Dick (2021) provides a primer for 
policymakers on the accessibility issues encountered in 
VR and AR and offers various recommendations for pro-
moting inclusion. A growing number of researchers and 
organisations are therefore actively investigating systems 
and strategies for improving the accessibility of VR and 
AR.

Researchers have examined the requirements for acces-
sible VR from multiple perspectives. We briefly survey 
some of these perspectives along with the high-level 
insights they offer before focusing on concrete efforts 
addressing particular forms of access barriers. Gerling 
and Spiel (2021) argue that VR is an “inherently ableist” 
technology and fails to accommodate the needs of users 
with a disability. From a perspective based on Surrogate 
Body theory (i.e. a theory describing how users effectively 

lend their body to an immersive experience), they examine 
several aspects of use of VR and what this implies about 
human bodies and how this might be incompatible for 
those with a physical disability. Their analysis highlights 
various usability concerns implied for users with a disabil-
ity and provides theory derived insight into the empirical 
observations made in the various other studies reviewed 
in this paper. The seven principles of universal design 
were created in 1997 with the aim of developing universal 
environments, products and communications (Preiser and 
Smith 2011). Dombrowski et al. (2019) review these seven 
principles against the current state of VR technology and 
the experiences of users with different disabilities. These 
seven principles and their reinterpretation in the context 
of VR by Dombrowski et al. are: equitable use (i.e. usable 
by people with diverse abilities); flexibility in use (i.e. 
accommodate varying preferences and abilities); simple 
and intuitive use; perceptible information (i.e. effective 
communication of information to the user); tolerance for 
error (i.e. minimise the effect of accidental actions); low 
physical effort; and size and space for approach (i.e. appro-
priate tracking and space configuration, as well as sizing 
of content).

Ciccone et al. (2021) provide a brief overview of acces-
sibility and ergonomics issues with VR. They point out 
that the accessibility features available on modern smart-
phones, e.g. screen readers, are not available in current 
headset operating systems. Related to this point, Teófilo 
et al. (2018b) investigated how existing mobile accessibil-
ity guidelines can be effectively applied to improve the 
accessibility of Virtual Reality for disabled users. The 
study by Teófilo et al. found that accessibility features such 
as zooming and subtitles were also useful in a VR setting. 
Captions were observed to increase the participants’ under-
standing of content, while a voice assistant was helpful for 
navigation and comprehension purposes. However, Teófilo 
et al. suggest that such accessibility features should be 
optional and the user should be empowered to decide if and 
when they are needed. These findings are in line with an 
earlier study by Teófilo et al. (2016) which explored how 
assistive features in Virtual Reality might be integrated 
and accessed by users with different physical and mental 
conditions. For example, a colour inversion feature might 
have a particular requirement to be easily toggled. This 
proposal suggests that it is inappropriate to simply bury 
all accessibility features deep within a system menu. Also 
offering some high-level guidance, Jimenez-Mixco et al. 
(2009) report on their design of a living lab for assess-
ing the accessibility of smart home features using VR. For 
example, they propose that every interaction is possible 
with at least two modalities, that users are given both visual 
and audible feedback on their interactions, and that various 
options can be personalised.
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In the following subsections, we categorise efforts based 
on the particular access barrier being addressed in the 
work. The high-level categories of access difficulty covered 
include perception, cognition and movement. Within per-
ception, we separately review work focused on blind and 
low-vision users (Sect. 4.1), and work focused on users with 
hearing difficulties (Sect. 4.2). Within cognition we chiefly 
cover neurodiversity and users with cognitive impairments 
(Sect. 4.3) and under movement, users with balance and 
motor impairments (Sect. 4.4). Later subsections specifically 
examine accessibility efforts in the related targeted domains 
of broadcast VR (Sect. 4.5), health care (Sect. 4.6), and work 
training and disability simulation (Sect. 4.7). Finally, various 
related commercial efforts addressing aspects of accessibil-
ity in VR are also reviewed in Sect. 4.8.

4.1 � PERCEPTION: blind and low‑vision users

Spaces and objects presented within a virtual environment 
lack some of the key physical and acoustic qualities that 
might otherwise be exploited by blind and low-vision users 
to perceive and interact with their surroundings. One poten-
tial strategy is to replicate some of these qualities, such as 
by providing haptic or force feedback when interacting with 
objects or navigating through virtual environments. Roberts 
et al. (2002) present a very early design concept for a haptic 
glove with proposed use cases in accessibility and VR. This 
early concept is now technically feasible, and haptic gloves 
have been demonstrated as a means to support object percep-
tion in VR for blind and visually impaired users (Kreimeier 
et al. 2020b).

To support spatial understanding in VR, several stud-
ies have explored a strategy of replicating the experience 
of using a white cane. Canetroller (Zhao et al. 2018) was 
designed to assist users in learning virtual environments 
by allowing users to navigate both the physical and virtual 
world. The Canetroller comprises a controller, a HTC Vive 
tracker, a slider, a brake and a voice coil (providing hap-
tic feedback). The haptic and audible feedback provided 
by the Canetroller approximately replicates the experience 
of navigating through a physical space. A user study with 
nine vision impaired participants evaluated the Canetroller 
in both a virtual indoor and outdoor scenario. All partic-
ipants were able to explore and map the virtual environ-
ment themselves thanks to the vibrotactile and auditory 
feedback, and all virtual objects in the indoor scene were 
recognised by the participants. The navigation in the out-
door scenario was successful for most of the participants, 
but a subset of participants found it confusing. Kim (2020) 
also present a cane-based system for use in VR that pro-
vides additional functionality around the replication of the 
experience of encountering braille blocks while walking. 
Similarly, the Virtual-EyeCane (Maidenbaum et al. 2013) 

leverages sensors and audio cues to help users with vision 
impairments perceive distance to virtual objects and orient 
themselves within virtual environments. When the virtual 
cane approaches an object in the virtual environment, the 
user will hear increasing beeps emitted by the cane indicat-
ing the proximity of the obstacle.

In some VR experiences or physical spaces, it may 
be infeasible to use an integrated white cane. Kreimeier 
et al. (2020a) evaluated a range of conventional methods 
and devices for controlling VR locomotion with blind and 
visually impaired users. The evaluated methods included 
locomotion controlled by tracking markers attached to the 
user, use of treadmills and use of a controller’s joystick. 
Kreimeier et al. found that joystick-based locomotion was 
considered the safest by participants and delivered the high-
est performance.

For low-vision users, it may be possible to improve per-
ception of VR content by offering various tools that allow 
users to leverage any residual vision they may have. See-
ingVR  (Zhao et  al. 2019a) implements various features 
designed to improve the perception of content in VR for 
visually impaired users. It consists of 14 tools including 
magnification lens, bifocal lens, brightness lens, contrast 
lens, edge enhancement, peripheral remapping, text augmen-
tation, text to speech, depth measurement, object recogni-
tion, highlight, guideline, recolouring and assistive applica-
tions. The components can scale up the view, increase the 
brightness or contrast of the content, outline and highlight 
objects, invert colours of the environment, provide speech 
and subtitles, measure the depth of objects, direct users’ 
attention to important objects using guidelines and show 
objects that are out of the centre of the user’s visual field. 
If SeeingVR is used in conjunction with Microsoft’s Seeing 
AI (Microsoft 2020) and VizWiz (Bigham et al. 2010), the 
system can also recognise and verbally describe a virtual 
scene for users if requested. Hoppe et al. (2020) proposed 
allowing for these different forms of visual augmentations 
to be rapidly triggered using controller buttons, given that 
different tools may be required in different circumstances 
and frequently navigating complicated accessibility menus 
is highly undesirable.

Weir et al. (2020) introduce a VR application to support 
reading for users with visual impairments. A key observa-
tion guiding the design of their application is that “addi-
tional visual noise will often decrease acuity for people 
with severe vision loss”. In response, their application uses 
simple graphics and allows for background elements to be 
disabled. Wu et al. (2021) also propose a set of design prin-
ciples regarding the use of VR to support accessible read-
ing activities such as reading a newspaper. These principles 
include the provision to adjust text and layout appearance, 
smart contrasting and simple interactions for navigation and 
control. Interestingly, Powell et al. (2020) found that existing 
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off-the-shelf VR hardware can be usable to low-vision users 
without any substantial hardware or software modification 
necessary by simply increasing luminance. This suggests 
that it may not always be necessary to introduce bespoke 
features or tools to improve accessibility.

Carefully combining audio and haptic cues can provide 
some degree of spatial perception to support blind users in 
completing particular tasks in VR. Wedoff et al. (2019) built 
a VR game called Virtual Showdown targeted at visually 
impaired youth. Virtual Showdown is an augmented version 
of a real-world accessible game in which players hit a ball to 
each other across a table, as in table hockey. Virtual Show-
down supports players by providing verbal and vibration cues 
and hints related to the trajectory of the ball. Wedoff et al. 
found that verbal cues alone outperformed the combined use 
of verbal and vibration cues. DualPanto (Schneider et al. 
2018) applies an alternative strategy for supporting blind 
users’ interaction in virtual worlds for gaming. Two force 
feedback handles are used to provide the player with a spatial 
understanding of their current location as well as the target 
object. Players can move their avatar using one handle, while 
the target object is automatically updated. This allows for, 
for example, blind users to perceive and move their avatar 
towards the ball in a football game. Similarly, Morański and 
Materka (2014) use a haptic force feedback input device to 
permit users with visual impairments to perceive a virtual 
environment. A key recommendation arising from Morański 
and Materka’s study is to pair such interactions with audible 
feedback about objects and or reference points in the scene 
given the ease with which one can lose their sense of orienta-
tion in the space. Using sound alone to support recognition 
of visual content may be feasible in some circumstances but 
cues must be well designed. Salamon et al. (2014) demon-
strate a method for sonifying object trajectories based on 
music where the x-position of an object is represented by 
a note and the y-position is represented by an octave. The 
technique was not evaluated with non-sighted individuals but 
recognition rates of non-trivial trajectories by sighted indi-
viduals who were blindfolded was relatively poor.

4.2 � PERCEPTION: users with hearing difficulties

Jain et al. (2021a) offer a taxonomy of sounds in VR for the 
purpose of representing different sounds to users who are 
deaf or hard of hearing. The taxonomy enables categorisa-
tion of sounds according to two key dimensions: (i) sound 
source (e.g. localised speech, non-localised speech, interac-
tion sounds) and (ii) sound intent (e.g. sounds for conveying 
critical information versus sounds, sounds for generating an 
affective state). This taxonomy establishes a standard “lan-
guage” of sound in VR for pairing with alternative feedback 
channels such as via haptics of visual indicators. Jain et al. 
(2021b) then leverage this taxonomy and the clarity it offers 

in understanding the design space to develop and evaluate 
several prototype sound-to-visual/haptic mappings. Signifi-
cantly, Jain et al. also performed an evaluation with develop-
ers to assess how easily these prototypes can be integrated 
into their applications.

EarVR (Mirzaei et al. 2020) is a system designed to help 
individuals with hearing impairments recognise sound direc-
tion. It locates 3D sounds for users and converts them into 
vibrations indicating the source direction. The vibro-motors 
are placed in the user’s ear, and the vibration frequency dif-
fers between the left and right ear to indicate sound from 
different directions. The difference between the two ears 
enables precise recognition of direction by users. The sys-
tem was demonstrated by Mirzaei et al. to enable people 
who have hearing problems to perform simple sound-based 
VR tasks, like locating objects emitting a sound, as well as 
people without auditory deficit.

Perhaps the most established method for communicating 
sound and verbal content to users with hearing impairments 
is through captions. The design space for presenting captions 
in VR has been explored extensively within the domain of 
immersive broadcast and 360-degree video and is covered 
later in Sect. 4.5.

Verbal content can also be delivered to deaf or hard-of-
hearing users through sign language. For instance, Paudyal 
et al. (2019) present a concept for augmenting online lec-
tures presented in VR with sign language interpreters for 
deaf and hard-of-hearing users. Other researchers have 
sought to standardise the procedure for transcribing text into 
signing avatars and streamlining the process for integrat-
ing this into applications (Jaballah 2012; Do Amaral et al. 
2011; Do Amaral and De Martino 2010). McCloskey (2022) 
describe a sign language learning concept in VR in which 
user hand gestures are recognised to provide feedback to 
learners. A conceptual extension of this work could be sup-
porting in-game interaction via sign language recognition.

4.3 � COGNITION: neurodiversity and users 
with cognitive impairments

Guitton et al. (2019) present an emerging set of principles 
for immersive serious games to accommodate users with 
cognitive difficulties. These include: support personalised 
configurations, manage level of detail, improve comprehen-
sion by avoiding implicit meaning, provide assistance in 
managing time and support simplified controls. For neu-
rodiverse users, the ability to exercise control over stimuli 
would appear to be critical (Boyd 2019; Wasserman et al. 
2019; Boyd et al. 2019; Lukava et al. 2022). Boyd (2019) 
describes the concept of sensory-inclusive techniques and 
suggests providing neurodiverse users with control over sen-
sory stimuli, e.g. by allowing volume or game play speed 
adjustment.
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In their review paper, Standen and Brown (2006) sug-
gest design guidelines for educational VR software servicing 
individuals with intellectual or developmental disabilities 
(IDD). Although the guidelines are based on less mature 
non-immersive VR systems, some insights remain useful 
for developers in creating VR content as a learning tool for 
those with IDD. Standen and Brown recommend that both 
users and specialists be involved in the design process to 
develop text and symbols together. Developers should, for 
example, also consider adjusting building features such as 
doorways to be larger than in the physical world to facilitate 
navigation in VR. Another important consideration is the 
need to accommodate the processing time of different users, 
for example, when they are presented with information dia-
logues (Standen and Brown 2006). Related to these con-
siderations and representing a potential dynamic assistance 
approach for users with IID, Hong et al. (2021) examined 
whether eye fixation and scanning behaviour could be used 
to determine when additional guidance should be presented 
in a VR job training application.

Garzotto et al. (2017a) considered how the usability of 
a technology may depend on whether that technology can 
be adapted to a user’s specific characteristics or require-
ments. Therefore, they designed a VR storytelling tool called 
XOOM that satisfied diverse user needs by allowing par-
ents or caregivers to customise the VR experience without 
needing to rely on a developer. The tool was leveraged to 
deliver more effective social story therapy for children with 
neurodevelopmental disorders (NDD). Parents or caregiv-
ers were able to select a 360-degree video, personalise the 
interaction between children and the virtual world, observe 
and control the interface and collect data about the interac-
tions. Building on this prior work, Garzotto et al. (2018) 
describe the development of Wearable Immersive Social 
Stories. This is an immersive version of typical social sto-
ries used to help people with neurodevelopmental disorders 
learn social skills. As observed in the context of XOOM, 
there is again a requirement to be able to personalise the VR 
content and interactive features for each user. Nabors et al. 
(2020) provide a scoping review of VR as an intervention 
for skill development for individuals with intellectual dis-
abilities and similarly highlight the need for caregiver and 
technology support. Bailey et al. (2021) provide a systematic 
review of social communication interventions targeted at 
individuals with communication and neurodevelopmental 
disorders. Bailey et al.’s review also echoes the observation 
that a high degree of customisation is necessary to accom-
modate different users and their specific needs across a range 
of parameters such as task difficulty and user controls.

Boger et  al. (2018) undertook a participatory design 
process with individuals with mild cognitive impairments 
to develop a VR exercise application. They offer a set of 
design guidelines identified through their participatory 

design approach. One of the design aspects identified by 
Boger et al. as being particularly important was the introduc-
tion of a calibration task to help manage the limitations in 
users’ range of motion. Importantly, they also highlight the 
fact that the range of motion is not necessarily the same on 
each side of the user. This particular observation also relates 
to Sect. 4.4 and highlights the need to consider common co-
occurrence of disability.

VR has been shown to deliver positive experiences in 
various gaming and cultural applications for users with 
IID (Shaker et al. 2020; Wang et al. 2021; Giaconi et al. 
2021). Shaker et al. (2020) developed a VR tour system for 
users with IDD and observed a preference for gaze-based 
interaction over controller-based interaction due to its sim-
pler mapping to objectives. Participants in their experiment 
also expressed interest in being provided with a dedicated 
guide within the VR experience. Given that autism spectrum 
disorder (ASD) can be associated with sensory integration 
disorders, Glaser et al. (2022) examined whether ASD users 
of VR were more prone to cybersickness but found no strong 
evidence that this was the case.

4.4 � MOVEMENT: users with balance and motor 
impairments

Common user interactions in VR require hand and wrist 
movement while gripping controllers. However, the grip-
ping posture can constrain finger movement and may further 
restrict hand dexterity. Cook et al. (2019) assess a range of 
VR controllers in terms of their accessibility and demands 
on dexterity, particularly focusing on older adults. Cook 
et al. suggest “the need to reform consistent controller design 
in terms of ergonomic and dexterity-based interaction”.

For users with dexterity- and/or mobility-related impair-
ments there may, therefore, be value in supporting natural 
interactions more similar to how people interact within the 
real world. VR gloves and hand tracking functionality have 
seen recent advances, but some gloves are bulky and may 
demand greater motor skills than using a controller. Li et al. 
(2020) create a pen-style controller for people with motor 
disabilities to enable input using mainly wrist movement. 
This type of controller leverages users’ established familiar-
ity with pen-shaped joysticks or standard pens.

Other users may have impairments that prevent them from 
using their hands or arms at all. Such users may currently be 
excluded from the majority of conventional VR experiences 
that demand the use of controllers or arm movements to both 
interact with content and navigate the environment. How-
ever, some VR navigation methods, such as being automati-
cally transported through the environment by a vehicle, can 
potentially include users facing this form of access barrier. 
Di Luca et al. (2021) provide an index of different VR loco-
motion techniques and includes tags indicating low, medium 
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and high accessibility. An alternative strategy is to enable 
interaction via other modalities such as using gaze or voice.

Users who have impaired mobility may benefit from 
control schemes or interaction methods that avoid the one-
to-one mapping between physical and virtual movements 
typically required in VR experiences. Minakata et al. (2019) 
evaluated different pointing methods including mouse, gaze, 
head and foot with a head-mounted display (HMD) and ran 
a portion of the study with eight individuals with movement 
disorders. Head-pointing was the most efficient method after 
mouse-pointing but this paper does highlight the potential 
of alternative pointing methods when an impairment may 
prevent neck or upper-body movement. Franz et al. (2021) 
present Nearmi which provides a framework for designing 
accessible techniques that help users with limited mobility 
to locate and observe points of interest (POI). Wang et al. 
(2019) present a wearable device that can be worn with a 
VR or AR headset and incorporates non-invasive biosensors 
to detect eye movements and facial expressions to enable 
alternative interactions.

Mott et  al. (2020) interviewed 16 users with limited 
mobility to obtain their perspectives on the accessibility 
of VR. The seven main accessibility barriers identified by 
Mott et al. were: (i) setting up a VR system; (ii) putting 
on/taking off the HMD; (iii) adjusting the HMD; (iv) cord 
management; (v) manipulating dual controllers; (vi) inac-
cessible controller buttons; and (vii) maintaining controllers 
in tracking volume. In direct response to these identified 
barriers, Mott et al. proposed a number of strategies that 
they hypothesise may help to mitigate these barriers. The 
proposed strategies include: (i) design for interdependence 
(i.e. facilitate collaboration between the user and others 
who can provide assistance); (ii) design for customisation 
(i.e. allow for more customisation of devices, control and 
interactions); (iii) design for diversity (i.e. accommodating 
variation in user capability can benefit disabled and non-
disabled users alike); and (iv) leverage ability-based design 
(i.e. consider what users can do rather than focusing on what 
they cannot do).

HMD users sometimes lose their balance when being 
fully immersed in a virtual environment, and people with 
mobility and movement impairments may be more likely 
to encounter balance problems in virtual environments. 
Ferdous et al. (2018b, 2018a) observed that postural insta-
bility in VR is worse for people with balance impairments. 
The most significant qualities leading to degraded postural 
instability for people with balance impairments relate to 
field of view and frame rate. Ferdous et al. (2016) evalu-
ated a virtual static rest frame in VR as a means to assist 
HMD users with balance impairments to maintain bal-
ance control and avoid cybersickness. The static rest frame 
consisted of a central crosshair and corner markers similar 

to a viewfinder on a camera and was effectively rigidly 
attached to the user’s head and consistently overlaid on 
the user’s view of the environment. The static rest frame 
was tested in a hitting game with participants with multi-
ple sclerosis (MS). The visual feedback of the static rest 
frame improved the depth perception of the participants 
and helped them maintain balance. The frame enabled 
the participants to better judge the motion and location 
of virtual objects during the game. Interestingly, Mah-
mud et al. (2022) found that providing spatial audio was 
also beneficial to users with balance impairments. These 
findings highlight the opportunities for serious games in 
VR targeted at individuals with MS to aid with physical 
therapy. Indeed, Arafat et al. (2016) found that users with 
MS experienced similar levels of cybersickness to users 
without MS suggesting that VR may be a feasible thera-
peutic tool.

Gerling et al. (2020) undertook a survey of 25 wheel-
chair users to examine their reasons for and against engag-
ing with VR. Based on the survey outcomes, Gerling et al. 
derived three main design implications: offer flexible con-
trol schemes based on movement but allow sedentary input 
as a fallback; consider the wheelchair when designing 
interactions; and avoid mandatory representation of dis-
ability. These design implications were subsequently vali-
dated by Gerling et al. (2020) in three different VR game 
prototypes aimed at wheelchair users. Hansen et al. (2019) 
introduced a simple low-cost device enabling locomotion 
in VR by sensing the wheel movements of a wheelchair.

A simple accessibility feature for wheelchair users or 
other users who may prefer to remain seated in VR is the 
ability to apply a fixed height offset that can correct for 
this displacement from the expected user height. Modern 
VR HMDs such at the Quest 2 include this feature, and 
Ganapathi et al. (2022) found no detrimental effects asso-
ciated with applying such an offset.

Finally, various studies have demonstrated how VR can 
either support assessment of ergonomics (Palaniappan 
et al. 2019) or adjust interactions and interfaces to reflect 
ergonomic factors (Kartick et al. 2020; Evangelista Belo 
et al. 2021). Kartick et al. (2020) presented a preliminary 
study seeking to accommodate individual upper limb 
ergonomic factors into the design of grasping interactions 
in VR. Liu et al. (2022) introduced a novel interaction 
device providing force feedback with a propeller blowing 
wind. They discuss how the device can be used in serious 
games with users who may have balance disorders by con-
trolling the level of difficulty encountered by modulating 
the level of force feedback. More ambitiously, Evange-
lista Belo et al. (2021) offer a system that can theoretically 
adjust interfaces based on individual ergonomics and user 
impairments by placing interface elements at points in 
space requiring minimal physical effort to reach.
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4.5 � Accessibility in broadcast VR

Many mainstream broadcasters, such as the BBC and Sky, 
are seeking to develop immersive experiences for their 
viewers (Sky 2020; BBC R &D 2020). At the BBC, multi-
ple projects have been conducted with the goal of produc-
ing 360-degree video content suitable for both TV screens 
and cardboard VR-type headsets (BBC R &D 2020).

In addition to addressing the technological issues, design 
solutions considering accessibility in 360-degree video con-
tent have been developed based on the accessible design 
guidelines for subtitles, sign language, and audio in traditional 
videos. Subtitles used in broadcasting help the audience with 
hearing impairments perceive information while also assist-
ing non-hearing impaired viewers to better comprehend audi-
tory information. BBC R &D have examined the design of 
subtitles in 360-degree video content (Brown and Patterson 
2017) and have evaluated different ways to place and present 
subtitles (Brown et al. 2018). Brown and Patterson (2017) 
found that placing subtitles at 120° intervals around the video 
sphere was an easy strategy for developers to implement, but 
could be difficult to read in some viewing angles. The always-
visible alternative of displaying subtitles fixed in front of the 
viewer accommodates head movements but may affect the 
viewer’s perception of information on the screen and may 
cause simulator sickness. A slight variation on this mode is 
adjusting subtitle position with some delay. For example, the 
subtitles may move slower than the head movement or the 
subtitles disappear when the head turns and re-appear when 
the head is static. Using this approach, however, the audience 
may have difficulty reading the subtitles during the delayed 
placement update.

The Immersive Accessibility (ImAc) project (Montagud 
et al. 2018), consisting of a consortium of nine partners 
with funding from the EU, seeks to develop accessibil-
ity tools for immersive media with a particular focus on 
360-degree video. This project has produced an extensive 
body of research as well as platforms and tools that facili-
tates the creation of subtitles and other accessible features 
for 360-degree videos, including audio descriptions of non-
dialogue plot elements and sign language (Agulló et al. 
2019; Montagud et al. 2020a, c, b, d, 2021; Matamala 2021). 
In terms of subtitle content, Oncins et al. (2020) compared 
subtitles designed for deaf and hard-of-hearing individuals 
with simplified subtitles aimed at people with cognitive dis-
abilities. In their evaluation with an immersive 360-degree 
video opera experience, the simplified subtitles were gener-
ally preferred as they caused less distraction and permitted 
greater focus on the primary visual content. Climent et al. 
(2021) synthesised these various findings to produce 19 
requirements for subtitles in 360-degree video. One of the 
ImAc tools, ImAc Player, allows the viewer to customise 

subtitles, audio descriptions, and sign language according 
to their individual preferences. Subtitles can be configured 
to indicate the position of the speaker in the video using an 
arrow or a dynamic radar. Similarly, the viewer can config-
ure the sign language interpretation to show the name of the 
speaker with an arrow or radar. For visually impaired view-
ers, the player also supports interaction using voice controls. 
Fidyka and Matamala (2018, 2021) explored audio descrip-
tions in 360-degree video and ran a series of focus groups. 
One idea proposed was splitting the 360-degree video scene 
into multiple sections with distinct audio descriptions. Also, 
considered important was the ability to pause the main nar-
ration in order to focus on alternative tracks.

In the context of live broadcasts or performances, there 
are additional potential challenges related to rapidly incor-
porating captions into feeds. Solving these challenges, how-
ever, can potentially widen the accessibility of live events. 
For instance, Teófilo et al. (2018a) demonstrate the use of 
automatic speech recognition to provide text displayed in a 
VR device to support hearing impaired audience members 
of live theatre.

The design guidelines created by Epelde et al. (2013) estab-
lish standard practice for customising the interface of immer-
sive broadcast content. These guidelines specifically seek to 
address the needs of elderly viewers with visual, auditory, 
cognitive or mobility decline. Included in the guidelines are 
specific design recommendations for icons, graphics, text, and 
colours in the interface as well as for the audio. An example 
of this guidance is to avoid using condensed letters and that 
uppercase should be used for better legibility. Other intuitive 
recommendations include, only presenting essential graphical 
information to avoid distraction, ensuring changes in brightness 
are subtle, and utilising high-contrast colours. For viewers with 
motor impairments, the guidelines suggest that the interface 
should be insensitive to erratic input, the requirement for fine 
motor control should be avoided, and the interface interactions 
should be designed with consideration of the movement accu-
racy and movement control capability of elderly viewers.

4.6 � VR in health care

Virtual Reality has shown good promise for use in health 
care, and there has been a significant amount of research 
examining its application to treatment and rehabilitation. 
These applications are relevant to the broader concept of 
Inclusive Immersion due to the need for a consideration of 
user impairments and recovering or degenerating capabili-
ties. A detailed survey of VR applications in health care is 
beyond the scope of this paper, and the reader is referred 
to other recent review papers targeting particular aspects 
of this domain (e.g. Bryant et al. 2020; Zhu et al. 2021; 
Nabors et al. 2020; Bailey et al. 2021; Miller et al. 2013). In 
this section, we briefly highlight the spectrum of health care 
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applications investigated and identify any general insights 
offered regarding accessibility and inclusion.

Prominent application areas of VR in health care include: 
motor skills training and mobility rehabilitation  (Levin 
2011; Kaminer et al. 2014; Chen et al. 2017; Tsoupikova 
et al. 2015; Saposnik and Levin 2011; Achanccaray et al. 
2018; Zhang et al. 2010; Oña et al. 2019; Kim et al. 2017; 
Devigne et al. 2017; John et al. 2018); treatment of eye 
impairments (Waddingham et al. 2006; Blaha and Gupta 
2014; Vedamurthy et al. 2016; Hurd and Kurniawan 2019; 
Vivid Vision 2020); pain relief (Benham et al. 2019; Murray 
et al. 2007; Trost and Parsons 2014; Hoffman et al. 2004; 
Sharar et al. 2008); cognitive testing and treatment of brain 
damage (Rose et al. 2005; Corriveau Lecavalier et al. 2020; 
Morris et al. 2000; Davison et al. 2018; Klinger et al. 2004; 
Werner et al. 2009; Kizony et al. 2012; Lamash et al. 2017); 
and learning for individuals with intellectual and develop-
mental disabilities (Standen and Brown 2006; Kandalaft 
et al. 2013; Boyd et al. 2018; Didehbani et al. 2016; Tianwu 
et al. 2016; Poyade et al. 2017; Nabors et al. 2020; Bailey 
et al. 2021; Garzotto et al. 2017b). A key advantage of VR 
in health care is that it enables flexible and systematic clini-
cal testing and training programmes by immersing patients 
in controllable 3D stimulus environments and simultane-
ously permitting the logging of performance for capabil-
ity tracking and assessment (Rizzo 2002). Kizony et al. 
(2003) observed that VR made the rehabilitation process 
more enjoyable and engaging for individuals with motor and 
cognitive disabilities and was effective in transferring skill 
learning to real-world abilities. Establishing a high sense 
of presence in the virtual environment can produce a real-
istic experience for patients that triggers their natural motor 
patterns, while the virtual content also enables dangerous 
situations to be tested which would otherwise be unfeasible 
in the real world (Kim et al. 2017). These observations sug-
gest that VR applications seeking to serve dual purposes of 
entertainment and exercise or rehabilitation should target 
high levels of realism and immersion.

4.7 � Work training and disability simulation

VR clearly offers opportunities for providing job training 
more broadly but has specific advantages among disabled 
individuals where work tasks may be more difficult to com-
plete or master. Piovesan et al. (2013) sought to increase the 
inclusion of people with disabilities in the work market by 
training them in an artificial environment that simulates a 
real company. VR4VR (Bozgeyikli et al. 2014) is an immer-
sive VR training system for vocational rehabilitation targeted 
at people with ASD, traumatic brain injuries, and severe 
mobility impairments. The system facilitates skill acquisi-
tion in tasks such as cleaning, loading the back of a truck, 
money management, and shelving.

Conversely, VR has also been demonstrated as an empa-
thy tool to provide non-disabled users with an understanding 
of the various challenges faced by disabled users. Disabil-
ity simulation in VR supports learning about disabilities in 
order to build empathy and eliminate biases (Flower et al. 
2007). Autismity (Autismity 2020) is a VR simulator for edu-
cational organisations, medical specialists and family mem-
bers to gain a better understanding of the experience of hav-
ing autism. It demonstrates factors, such as lights, colours, 
sounds and a crowd, that lead to feelings of sensory over-
load, and mimics the feeling and reaction of a person with 
autism to the stressors. Empath-D (Kim et al. 2018) allows 
mobile application developers to experience visual, hear-
ing and motor control impairments within VR. McIntosh 
et al. (2020) seek to enable empathetic architectural design 
of corridors and waiting rooms by using VR to simulate the 
experience of visitors with a disability. To promote empathy 
in medical students, simulations have also been developed 
for the experience of a wheelchair user (Meijer and Batalas 
2020) and the experience of an individual with a hearing 
impairment (McLaughlin et al. 2020).

Several studies have developed VR based simulations of 
various visual impairments (Ates et al. 2015; Jones et al. 
2020) including temporary visual impairments experienced 
with migraines (Misztal et al. 2020). SIMVIZ (Ates et al. 
2015) is a VR system built with the aim of identifying acces-
sibility issues caused by vision impairments. Ates et al. 
(2015) leverage the level of control that can be exercised 
over the rendering of the virtual scene to simulate symptoms 
of common vision problems such as Glaucoma, cataracts 
and colour blindness. SIMVIZ provides the option to adjust 
the simulation intensity to allow different degrees of vision 
impairment to be studied.

4.8 � Commercial efforts

There are a growing number of commercial efforts to improve 
the accessibility of VR hardware and applications. Game 
developers in particular seem to have been forward thinking 
in this endeavour. A 2019 gaming blog (Bertiz 2019) reviews 
five games that give special consideration of users with dis-
abilities: Crystal Rift, Persistence, Moss, Arca’s Path VR and 
Island 359. Bertiz (2019) highlights various accessibility 
features offered in these games for people with vision, hear-
ing, cognitive and mobility impairments. Bertiz notes that 
six degrees of freedom head tracking is a simple yet helpful 
feature allowing short sighted users to better perceive virtual 
content. For example, the user can move closer to a menu to 
effectively view the text at an enlarged size.

The game Persistence has an Assist Mode aimed at 
accommodating different skill levels. The Assist Mode 
allows the user to configure settings including Enemy Speed, 
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Unlimited Teleport and See Enemies Through Walls. Users 
can also customise the control inputs of the game to access 
an easier play mode. The ability to adjust challenge level is 
a typical affordance in gaming and can benefit both disabled 
and non-disabled users alike. For instance, a user with a 
condition that varies in severity from day to day may wish 
to adjust difficulty in a manner similar to a user returning to 
the game after a long absence, and with associated degrada-
tion in skills. However, there are aspects of challenge that 
may manifest differently in the context of certain access dif-
ficulties, and this may therefore demand greater resolution 
in challenge control than is typically afforded. An example 
of this would be a user who can reliably fend off enemies 
attacking from the front but has difficulty with enemies 
attacking from the side or behind due to mobility issues. For 
individuals with hearing impairments, the game Persistence 
can also convey the direction and location of enemies using 
a visible indicator.

Moss offers inclusive features for hearing impaired users 
by not only providing non-obstructive subtitles but also 
through the main character providing game-related hints 
using American sign language. Arca’s Path VR can be played 
without controllers by simply moving one’s head to manipu-
late a ball rolling on a path. This offers a simplified control 
input suitable for some users while retaining the challenging 
and entertaining features of the game. Island 359 offers mul-
tiple settings that benefit game players who have mobility 
difficulties, such as wheelchair users. Wheelchair players 
may not have the ability to perform full free rotations to 
adjust their perspective in the virtual world. To address this 
issue, users can enable Bump Turns which then allows view 
rotation via the controller. A Reach Assist mode also helps 
wheelchair users to remotely reach virtual objects on the 
floor or beyond a certain distance, and the Seated Mode can 
be activated to increase the apparent height of the wheelchair 
player in the virtual world.

In 2017, an online survey was conducted by the Disabil-
ity Visibility Project in partnership with ILMxLAB (a divi-
sion of Lucasfilm who make several Star Wars VR game 
titles) to examine the experience of disabled users with VR. 
The survey (Wong et al. 2017) collected feedback from 79 
users in 12 different countries with a range of different dis-
abilities. The survey provides an excellent overview of the 
many issues faced by disabled users in VR. The five most 
frequent VR activities with which respondents noted hav-
ing difficulty were: balancing while standing (43%), crouch-
ing (43%), standing (41%), locomotion (37%) and raising/
extending/moving arms (29%). The survey report offers 17 
recommendations derived from the participant responses for 
VR designers and developers. A recommendation echoed by 
multiple respondents was the need to accommodate users 
who must or prefer to sit for comfort reasons.

The W3C Accessible Platform Architectures Working 
Group has also reviewed accessibility issues for VR (W3C 
2017). A significant unaddressed issue they note is the pro-
vision of alternative means of movement for people with 
mobility impairments, i.e. a person with a constrained 
range of motion should be provided with the ability to reach 
objects beyond this range if required by the experience. 
The same group has more recently released a note on XR 
accessibility user requirements (W3C 2021). The document 
establishes standard definitions for key terms and outlines 
an emerging list of user needs and requirements.

At the time of writing, there appears to be limited sys-
tem level accessibility support provided by major VR HMD 
manufacturers. Addressing the lack of native accessibility 
features, the WalkinVR Driver (WalkinVR 2020) can be 
used with standard VR hardware to remap controllers and 
adjust offsets and sensitivities to enable more freedom in 
movement and interactions in VR. It can adjust the control-
lers’ position and range of motion allowing users to com-
plete VR tasks by making smaller-amplitude movements in 
the real world.

Google Daydream Labs developed a prototype system 
to help people with vision impairments navigate and inter-
act in VR (Palos 2017). The system leverages a controller 
implemented as a 3D audio laser module that can be pointed 
at objects in the environment to query their name or descrip-
tion. With the help of the prototype, people with impaired 
vision are able to learn the environment quickly and deter-
mine the relative location of virtual objects.

At the intersection of commercial and educational appli-
cations of VR, the Web Accessibility group at the University 
of Melbourne has built a web resource (The University of 
Melbourne 2019) documenting the pros and cons of VR for 
disabled users. The site provides a number of helpful sug-
gestions. For example, to assist mobility impaired users, VR 
should remove time limits on tasks and make input devices 
and input controls simple and tolerant of user errors. Other 
recommendations include: allowing people with hearing loss 
to mute the ambient noise in order to hear basic interface 
sounds; avoiding light or sound stressors for users with cog-
nitive disabilities; and for users with low vision, supporting 
amplification and contrast adjustment.

5 � Augmented reality

An Augmented Reality experience can be delivered 
through a variety of techniques as illustrated in Fig. 1. 
The injection of virtual content into the user’s view of the 
physical environment can be achieved by one of three main 
methods: (1) using a video see-through (VST) approach 
on a mobile device, i.e. tablet or smartphone, or dedicated 
HMD; (2) an optical see-through (OST) approach with a 
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dedicated HMD or other low-tech approximation; or by 
projecting onto the real environment.

Most modern mid- to high-end smartphones can deliver 
a VST AR experience in which the user will typically hold 
the device to look around the environment and view over-
laid virtual content, as illustrated in Fig. 1a. OST AR, 
as illustrated in Fig. 1d, is currently largely restricted to 
use by developers or highly specialised industrial applica-
tions. However, there are some low-tech solutions that can 
provide a coarse OST AR experience using a smartphone 
mounted into an head-mounted frame with reflective 
lenses (see Fig. 1c). A recent trend in the AR/VR HMD 
market is the incorporation of video-passthrough capabil-
ity that also enables VST AR experiences as illustrated in 
Fig. 1b. Projection-based AR has recently seen less atten-
tion due to significant improvements in the other more 
compelling and immersive alternatives. The immaturity 
of AR technology and applications means that there is less 
guidance related to inclusivity than in VR.

The different strategies for delivering AR experiences 
clearly impose different demands on the user. As a triv-
ial example, the smartphone- or tablet-based VST AR 
approach works by holding up a smartphone or tablet as 
if looking through a window and then using this view to 
inspect virtual content placed in the real environment. This 
minimum requirement for use may be prohibitive for some 
users with mobility impairments. Similarly, currently 
available OST HMDs provide narrow effective display 
regions and are typically designed such that content is pre-
sented in the middle of the user’s field of view. This may 
be problematic for users with certain visual impairments.

In the remainder of this section, we survey research efforts 
grouped by access difficulty before briefly summarising 

applications of AR in health care as well as notable com-
mercial efforts at accessibility in AR.

5.1 � PERCEPTION: blind and low‑vision users

For visually impaired or blind users, an AR experience 
may necessarily be delivered through non-visual means. 
Coughlan and Miele (2017) discuss the specific application 
domain of AR to assist people with low vision or blindness. 
They refer to this domain as Augmented Reality for Visual 
Impairment (AR4VI). For blind users, the augmentation of 
the environment typically takes the form of audio feedback. 
Coughlan and Miele describe two applications developed to 
assist blind users in navigation and understanding physical 
objects through the delivery of contextual audio feedback. 
Cassidy et al. (2019) evaluate several radar-based metaphors 
for conveying spatial directional information through audio. 
However, these metaphors were evaluated with sighted 
individuals and so it is unclear how these findings might 
translate to blind or low-vision users. Haptics offers another 
feasible non-visual means for conveying information to users 
about virtual and physical elements in their vicinity. As an 
example, Bertram et al. (2013) present a concept for provid-
ing spatial information through a haptic display integrated 
in a helmet.

Tactile maps with projected visuals and audio as a 
means to supporting spatial understanding and developing 
the navigation skills of visually impaired users have also 
been explored (Albouys-Perrois et al. 2018; Thevin and 
Brock 2018; Thevin et al. 2019, 2021). Tooteko (D’Agnano 
et al. 2015) is a system based on a wearable ring with 
which visually impaired users can interact with a 3D sur-
face and obtain contextualised audio information. Apply-
ing a related strategy but eliminating the requirement for 

Fig. 1   Common techniques for 
producing an AR experience
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a ring, Kane et al. (2013) demonstrate a system for blind 
users that can read text in a given document via a camera 
and then allows the user to touch on the document to trig-
ger the system to read out this text. Such a system could 
theoretically be deployed to work with both physical and 
virtual textual content.

Ahmetovic et al. (2021) describe the process of develop-
ing an AR application to enable users with visual impair-
ments to better experience artworks in a gallery setting. 
In the developed system, verbal descriptions were com-
plimented by visual contours tracing the region of the art-
work being described. Comments from users suggested that 
these contours were not always easy to perceive and Ahme-
tovic et al. subsequently hypothesised that “customization 
(according to users’ needs) and adaptation (e.g. to the back-
ground image) can help improving visibility”. Fogli et al. 
(2018) present an AR application for use in museums and 
galleries and describe an accessibility feature where users 
can specify if they have a hearing or visual impairment and 
the application adapts its interaction features. Also focused 
on enhancing interaction and engagement in a museum set-
ting, Guedes et al. (2020) demonstrate an AR application 
including basic accessibility features such as text to speech. 
Paciulli et al. (2020) applied a subset of W3C’s Web Content 
Accessibility Guidelines in the context of an AR applica-
tion concept for supporting chemistry teaching for visually 
impaired users, although this was largely limited to the pro-
vision of audio descriptions.

More advanced strategies for improving accessibility 
in AR rely on either embedded meta-data or dynamically 
identifying content of interest to the user. Herskovitz et al. 
(2020) examine the challenge and potential solutions for 
including meta-data in virtual objects and thereby allowing 
screen readers to function in mobile AR. Kaul et al. (2021) 
demonstrate an AR concept application in which objects in 
the scene can be dynamically detected and then associated 
with the spatial map. This can facilitate the task of locat-
ing physical objects in an environment for users with visual 
impairments in a way that is potentially seamless with vir-
tual objects as per an ideal AR experience.

Even with low vision, many visually impaired users 
can still perceive and utilise some visual cues. Lang and 
Machulla (2021) evaluated a set of visual augmentations 
presented in AR, such as stationary and moving guide-
lines, designed to support visually impaired users with 
using touch screen interfaces. These augmentations were 
designed to make use of the residual vision of visually 
impaired users. This same approach could theoretically be 
used to aid visually impaired users to interact with virtual 
interfaces. Although designed to cover a range of potential 
impairments, Mengoni et al. (2015) describe a rule-based 
system for adapting an AR interface for instructing work 

tasks according to the user’s known capabilities, such as 
contrast sensitivity.

AR can be used to warn users of potential hazards and 
to improve spatial awareness. Zhao et al. (2019b) specially 
explored the design space around providing augmented cues 
to low-vision users in order to support stair navigation. In 
testing with the Microsoft HoloLens, Zhao et al. found a 
favourable combination of visual and auditory cues leading 
to users feeling safer and more secure than when navigating 
without such cues. This work highlights the potential benefit 
for visually impaired users of providing additional hazard-
related warnings in AR as well as VR.

Zhao et al. (2020) investigate wayfinding guidance sup-
ported by AR with both visual and audio cues. An important 
observation in this study was the fact that low-vision users 
tend to rely on monocular cues rather than binocular cues 
to perceive depth which is problematic for stereoscopic AR 
displays. Nevertheless, as Zhao et al. note, monocular cues 
of the depth of virtual elements can still be provided by 
change in apparent size and occlusion. More generally, par-
ticipants in the study also observed a steeper learning curve 
with understanding and utilising visual cues compared with 
audio cues. Clew (Yoon et al. 2019) is another AR appli-
cation designed to assist people with visual disabilities in 
indoor navigation.

For low-vision users, Augmented Reality provides one 
mechanism of presenting image and text magnification to 
aid reading. Zhao et al. (2017) evaluated visual perception of 
low-vision users of simple content present in AR glasses and 
they offer some simple general guidelines around the type 
of content, its colour and size. Stearns et al. (2018) explore 
the design space afforded by incorporating an AR HMD as 
the display device in a magnification tool. This exploration 
involved evaluating magnification of the stream from a cam-
era attached to the finger and alternatively the stream from a 
standard smartphone camera. An observed advantage of this 
approach over conventional magnification tools is the ability 
to separate the camera from the display.

5.2 � PERCEPTION: users with hearing difficulties

In traditional visual media, verbal information is typically 
communicated to deaf or hard-of-hearing users by means 
of subtitles or sign language. Jain et al. (2018a) explore the 
potential for AR to support real-time captioning for deaf 
or hard-of-hearing users. AR can theoretically support 
captioning that is unobtrusive yet easily glanceable, allow-
ing users to better focus on other important conversational 
cues. Extending this concept still further, Jain et al. (2018b) 
explore accessible captions using AR in moving contexts. 
While AR-based captions were found to generally assist in 
conversation, some participants found the captions distract-
ing and an impediment to focusing on navigation. A number 
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of informative design implications were also presented (Jain 
et al. 2018b): position text to avoid splitting attention, adapt 
text to background context, optionally disable transcription 
of wearer’s speech, provide additional contextual informa-
tion (e.g. speaker name, location, etc.) and allow for cus-
tomisation of caption appearance.

Aljowaysir et al. (2019) describe an AR application con-
cept for supporting education and with some consideration 
for accessibility features such as the ability to provide real-
time captions of the teacher’s speech and the ability to moni-
tor student focus. Applying a slightly different approach, 
Peng et al. (2018) leveraged AR to present spatial speech 
bubbles as opposed to captions to support group conversa-
tions for deaf and hard-of-hearing users. Vinayagamoorthy 
et al. (2019) explore the design space around sign language 
interpreters presented via AR synchronised with broadcast 
TV. Vinayagamoorthy et al. noted that results were largely 
consistent with established understanding for presenting sign 
language interpreters within a broadcast but stress the need 
for personalisation given different individual preferences.

A survey conducted by Findlater et al. (2019) investi-
gating the preferences of deaf and hard-of-hearing users as 
they relate to wearable assistive technologies serves to high-
light significant perceived benefits associated with HMDs in 
providing captions. Interestingly, respondents were asked 
to create an imaginary ideal multi-modal set-up and among 
the potential combinations, the use of an HMD for visual 
feedback and a smartwatch for haptic feedback was the most 
favoured.

5.3 � COGNITION: neurodiversity and users 
with cognitive impairments

Vona et al. (2020) explored the potential of a virtual assis-
tant as a means to support individuals with a cognitive dis-
ability when engaging in Mixed Reality experiences. Vona 
et al. observed that “The impairments of [individuals with 
a cognitive disability] are incredibly varied, and therefore 
it is challenging to create a way to communicate with them 
that is effective for everyone”. The evidence for the benefits 
provided by the virtual assistant is somewhat inconclusive.

Keselj et al. (2021) demonstrated an AR application for 
teaching geometry with a range of accessibility features, 
including the ability to adjust contrast and font size and 
style. The adjustment of font style is particularly relevant 
to accommodating users with dyslexia who can encounter 
greater difficulty with reading some fonts than others.

AR has been investigated as a possible aid to people with 
aphasia by providing conversation cues (Williams et al. 
2015). Using an HMD for this purpose was hypothesised by 
Williams et al. (2015) to support better focus than referring 
to more traditional external tools. The study results suggest 
that providing glanceable vocabulary support allowed users 

to maintain attention and achieve better engagement with the 
conversation partner.

5.4 � MOVEMENT: users with balance and motor 
impairments

Malu and Findlater (2015) investigated the usability of 
Google Glass for people with upper-body mobility impair-
ments. They found that the default input mechanism sup-
ported, whereby users touch an input surface on the sides 
of the head-mounted display, was difficult or impossible for 
a subset of motor-impaired users. Malu and Findlater noted 
that participants were positive about voice commands serv-
ing as an appropriate substitute for direct touch-based input 
on the HMD. Another positive observation from the study 
participants was the potential additional freedom and con-
venience afforded by having the device worn on the head, as 
opposed to a phone held in the hand (which can be difficult 
to pick up) or a laptop/tablet in the near vicinity (which can 
be easily dropped or knocked over). An alternative strategy 
where a separate touchpad could be attached to the body 
or wheelchair in a custom location was also explored. This 
strategy was shown to greatly improve usability by allowing 
users to place input surfaces within comfortable reach.

Alternative input schemes may also be necessary in AR 
to ensure they are accessible to a broad set of users. For 
example, Guerrero et al. (2020) offer voice and gaze-based 
interaction as an alternative to hand-based interaction. Seek-
ing to support selection of out-of-reach objects, Morita et al. 
(2020) evaluated a virtual hand technique that combined 
head orientation and hand movement with respect to a tablet. 
Moving the head would adjust the projection area (projec-
tion-based AR) and then the tablet could be used to move 
the virtual hand within that projection area. Brain–computer 
interaction has also been proposed (Gang et al. 2019) as a 
potential additional mode in multi-modal interaction for AR.

Seaborn et al. (2016) also proposed a set of guidelines 
for making Mixed Reality games more accessible to users 
with powered wheelchairs. Although the concepts examined 
by Seaborn et al. largely involved non-immersive location-
based Mixed Reality, many of the guidelines can be extrapo-
lated more broadly. Significant among these guidelines are 
the need to consider how control and attention should not 
be monopolised given the user’s need to maintain control of 
their chair, as well as the potential benefits of, and need for, 
multi-modal presentation of information.

By preserving the view of the physical world, AR may 
in some cases be slightly less problematic for users with 
balance or mobility issues that affect moving about in 
space. Nevertheless, similar to their work in VR (Ferdous 
et al. 2016), Ferdous (2017) propose including a virtual 
static rest frame in AR to support individuals with balance 
impairments.
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5.5 � AR in health care

Given the promising applications of VR in health care, there 
has been an increasing number of studies seeking to apply 
the unique potential benefits of AR. A comprehensive review 
of health care applications of AR is beyond the scope of 
this paper although we briefly highlight several illustrative 
examples in this section.

Richard et al. (2007) suggest that some children may be 
too sensitive to the effects of VR, and that AR offers a viable 
alternative: offering safer and more intuitive interaction with 
virtual objects in the real world. Richard et al. conducted a 
study using projection-based AR and found that children 
with cognitive impairments engaged well with this method 
and improved their perception and understanding of objects 
through the virtual presentation in AR.

Google Glass has been proposed as a potential aid for 
people with Parkinson’s disease (McNaney et al. 2014) as 
well as an assistive device for older adults (Kunze et al. 
2014). Also using Google Glass, Voss et al. (2016) demon-
strated an AR system called Superpower Glass for behav-
ioural therapy in children with ASD. It uses the camera in 
Google Glass to capture and recognise facial expressions 
during conversation and provides visual and auditory cues 
to enhance the social understanding of children with ASD. 
Voss et al. found that children with ASD improved their eye 
contact after using the Superpower Glass.

SayWAT​ (Boyd et al. 2016) is a system developed for 
autistic adults providing communication skills training, 
and in particular the use of prosody. Atypical prosody, such 
as sarcasm, may influence the real meaning of a sentence, 
but adults with autism have difficulty interpreting such 
variations. SayWAT​ aims to increase awareness of atypical 
prosody in a conversation based on detected variations in 
volume and pitch. The tool provides visual and audio cues 
to the user using Google Glass and triggers alerts indicating 
when the users’ volume or pitch exceeds a threshold. Boyd 
et al. (2016) evaluated SayWat and reported that the tool 
was effective in volume training and helped users identify 
non-verbal behaviour or emotions of others.

5.6 � Commercial efforts

The capabilities afforded by AR have also spawned com-
mercial efforts seeking to deliver AR-based accessibility 
tools. IrisVision (IrisVision 2020) is a video see-through 
headset that comprises a magnifier, screen reader and other 
image adjustment functions designed to help people with 
low sight regain some vision. Relumino (Samsung 2017), a 
product developed by Samsung, employs a similar strategy 
to IrisVision, but leverages a smartphone to deliver a lower 

cost video see-through HMD. Zolyomi et al. (2017) explore 
the various aspects of using head-worn sight aids.

The HoloLens 2 is an OST AR headset produced by 
Microsoft. The settings menu contains an “Ease of Access” 
settings group, however, at the time of writing, this sub-
menu only provides limited configurable options. Users 
currently can adjust menu text size; show/hide scroll bars; 
configure notification timings; set light/dark mode; apply 
colour filters (to accommodate colour blindness); and com-
bine left and right audio channels into one to “make your 
device easier to hear”. The Universal Windows Application 
specification refers to a wider range of accessibility fea-
tures (Microsoft 2019), but these are not currently available 
on the HoloLens 2.

6 � The metaverse

The term “metaverse” has recently gained popularity as com-
panies including Meta, Epic Games and Microsoft seek to 
develop immersive virtual worlds in which users can social-
ise and co-work (Xu et al. 2022). The metaverse describes a 
broadly encompassing form of immersive content including 
aspects of entertainment and socialisation (Goldberg and 
Tetreault 2021), as well as work, education, health care and 
service delivery (Yang et al. 2022; Yue 2022). Current mani-
festations of the metaverse are largely limited to rudimentary 
social and co-working experiences, however, the long-term 
vision held by some proponents of the metaverse is a tightly 
integrated platform offering a complete virtual parallel of 
the physical world (Park and Kim 2022).

VR and AR devices provide the means to access and 
interact within the metaverse and there are features of the 
metaverse that also exist within conventional immersive 
experiences. This suggests that many existing accessibility 
efforts for general immersive content are relevant and may 
be readily applicable to the metaverse. However, there are 
other aspects of this new medium which have or are likely 
to demand specific research attention in terms of promoting 
accessibility. Three key factors make user engagement in 
the metaverse distinct from conventional AR or VR applica-
tions: (i) the close interaction of multiple users and psycho-
social issues ensuing from this interaction; (ii) the transac-
tional quality of some interactions; and (iii) the exposure of 
users to end-user developed content.

The metaverse brings multiple users together into the 
same environment with the expectation that these users will 
interact with each other. Some of these interactions may be 
transactional, for example, in the context of a user seeking 
medical advice (Yang et al. 2022), in contrast to conven-
tional social VR and AR experiences that are more com-
monly collaborative or casually competitive. The real-time 
and occasional transactional nature of these interactions 
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exposes unique considerations around both physical and 
verbal representation, timeliness of accessible interven-
tions, and the difficulty of dynamically adapting content 
in a shared virtual experience. Briefly expanding on point 
(iii) above, experiences encountered in the metaverse may 
also be produced by other users as opposed to developers. If 
supporting developers to improve the accessibility of their 
content is already challenging, there are additional obsta-
cles to providing end-users with the tools, understanding 
and motivation necessary to ensure their developed content 
is accessible.

The social aspect of the metaverse overlaps with the sub-
genre of VR experiences or applications referred to as Social 
VR. Social VR (SVR) is defined as “a web-based social 
interaction paradigm, mediated by immersive technologies 
and taking place in predesigned three-dimensional virtual 
worlds where individuals, represented by an avatar, may 
engage in real-time interpersonal conversation and shared 
activities” (Dzardanova et al. 2018).

SVR platforms typically also involve some form of 
gameplay and/or gamification. This aspect gives rise to the 
potential exposure of users to content generated by other 
users: ranging from the self-creation of personal avatars to 
the self-building of completely new environments and user 
experiences. SVR platforms are conceptualised around the 
idea of user-creators with user-generated content driving 
platform growth, similar to how established social networks 
largely rely on user-generated content. SVR presents numer-
ous opportunities for social experiences and collaboration 
in a range of areas, including SVR cinema, live concerts as 
well as shared participation in religious worship or cultural 
events, such as museum and gallery exhibitions. SVR is also 
an increasingly popular means of socialising and Sykownik 
et al. (2022) describe how SVR can deliver authentic social 
experiences.

Since SVR and the metaverse are relatively new phe-
nomena, prior work on inclusive design of such platforms 
is rather limited. Maloney et al. (2021) specifically highlight 
the need for focus on the research question “What are the 
considerations for designing a social environment inclu-
sively for marginalized groups of all kinds?” Reflecting on 
the limitations of their study of self-representation in SVR, 
Freeman and Maloney (2021) call for future work focus-
ing on “recruiting a more diverse sample (e.g. more disa-
bled users, LGBTQ, minority and disabled users) to further 
investigate what type of behaviours and identity practices 
are more easily affected by their embodiment in social VR”. 
Seigneur and Choukou (2022) report how there is currently 
a dearth of digital assets on metaverse platforms for self-
representation of users with a disability, e.g. wheelchairs or 
prosthetics for integration with avatars.

Baker et al. (2020) evaluated the use of VR in residential 
aged care facilities (RACF) and observed that “When asked 

about what sort of experiences they would like to have in 
VR in the future, many participants also spoke about the 
potential to have social experiences with people outside the 
RACF”. In another study by Baker et al. (2019), several par-
ticipants commented on the potential benefits of SVR and 
the complete control it affords over self-representation in 
terms of mitigating the negative effects of loss of self-esteem 
among older adults and its potential impact on self-imposed 
social isolation. Examining the potential use of Avatar Medi-
ated Communication (AMC) by older adults, Baker et al. 
(2021) identified four key themes in the user study data: (i) 
AMC reduces inhibitions; (ii) AMC allows welcome control 
over the degree to which one reveals their true appearance; 
(iii) AMC helped establish social connections over distance; 
and (iv) current AMC inadvertently obscures some emotions 
and non-verbal cues.

Shao and Lee (2020) conducted a study with older 
adults assessing their impressions and anticipated use of 
Social VR, and identified an expectation that Social VR 
may enhance social connectedness as well as be useful in 
addressing medical needs. Freeman and Acena (2021) note 
how attending immersive events such as concerts and talk 
shows as well as professional workshops delivered in Social 
VR represent a particularly novel social activity of signifi-
cant value to those with mobility restrictions whether due to 
financial constraints or physical disability.

These various studies highlight aspects of ensuring an 
accessible metaverse that are not necessarily covered by the 
accessibility needs of users engaged in isolated AR or VR 
experiences. Given the nascent stage of such platforms there 
is still a relatively poor understanding of the major obstacles 
encountered by disabled users and even less research offer-
ing potential solutions.

7 � Other relevant non‑immersive efforts

VR and AR expose many of the same challenges to acces-
sibility encountered in other human–computer interaction 
settings. In this section, we review research and commer-
cial efforts in non-immersive contexts that are, nevertheless, 
informative to Inclusive Immersion. Since many of these 
application settings represent large research areas in their 
own right, the review presented here is scoped to be illustra-
tive rather than exhaustive.

7.1 � Pointing assistance for users with motor 
disabilities

Pointing and selecting is a common user interface task in 
conventional computing and is likely to also be core in VR 
and AR. Pointing can be particularly challenging for peo-
ple with motor disabilities and so significant research effort 
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has been invested in identifying suitable pointing and selec-
tion strategies for this user group. Although many of these 
strategies are designed for 2D user interfaces, there may be 
aspects of their design that can be transferred to immersive 
3D interfaces.

Findlater et al. (2010) evaluated several alternative cur-
sor designs referred to as “enhanced area cursors”. These 
cursors are designed to reduce the need for fine correction 
in pointing and selecting, particularly for small targets. 
PointAssist (Salivia and Hourcade 2013) is an adaptive 
technique designed to help people with motor impairments 
conduct pointing tasks using a mouse or touchpad. Salivia 
and Hourcade demonstrated that PointAssist could improve 
user accuracy in clicking, pressing and releasing the target. 
Adaptive Click-and-Cross (Li and Gajos 2014) is a similar 
assistance technique leveraging the ability to perform selec-
tions via crossing.

Reflecting on the design of PointAssist and assistive tech-
niques more generally, Salivia and Hourcade (2013) high-
light several aspects relevant to improving the accessibility 
of assistive software. First, assistive software should not 
interfere with the appearance or the regular operation of the 
original application. Second, assistive software should not 
require extra drivers, hardware or special training. Third, 
assistance should be target agnostic and activate only when 
needed. Finally, assistive software should be useful to a 
large population of users with motor disabilities and should 
accommodate individual abilities. These same principles are 
likely to also be relevant to supporting pointing and selection 
in immersive environments.

7.2 � Accessibility in gaming

Gaming has grown over the past decades into a popular lei-
sure activity and now captures large audiences. Some game 
developers have been particularly forward thinking in ensur-
ing the broader audience is inclusive of disabled users. The 
2020 gaming title, The Last of Us II, has been described as 
“the most accessible game ever” (Molloy and Carter 2020). 
It provides extensive accessibility features addressing a 
broad set of needs for users with different disabilities (Play-
Station 2020). Visually impaired users can, for example, 
enable text to speech, adjust display contrast and increase the 
size of the heads-up display. Players with motor disabilities 
can enable auto-locking on to targets, modify actions requir-
ing repeated button presses to use a button hold interaction 
instead and set an option to prevent the character from being 
able to fall off ledges. Other settings can be applied to adjust 
the difficulty such as skipping puzzles and remaining invis-
ible while prone. The attention given to the accessibility 
needs of players of The Last of Us II is promising for future 
immersive gaming titles.

Several plugins are available on asset stores managed by 
Unity and Unreal offering functionality that streamlines the 
process of integrating accessibility features into games and 
applications. For example, Dislectek (Lowtek Games 2021) 
is a plugin developed by Lowtek Games providing simple 
to integrate text-to-speech functionality to support dyslexic 
users. UI Accessibility Plugin (UAP) (MetalPop Games 
2021) by MetalPop Games is another plugin on the Unity 
asset store for easily integrating accessibility features into a 
UI for blind and visually impaired users.

In 2018, Xbox released the “Xbox Adaptive Control-
ler” (Xbox 2020) targeted at users with limited mobility. 
The controller has large buttons and can be customised and 
extended (including with peripherals from Logitech (Log-
itech 2020) to support game play using, for example, only 
one hand, one foot, the chin, the wrist or the elbow.

KINECTWheels (Gerling et al. 2015) is a toolkit extend-
ing the Microsoft Kinect sensor to detect movements of 
wheelchair players and make motion-based games accessible 
to these players. Gerling et al. applied the KINECTWheels 
toolkit in three motion-based games (Cupcake Heaven, 
Last Tank Rolling and Wheelchair Revolution) to explore 
the design space for wheelchair-based games. The Last Tank 
Rolling enabled a wheelchair user to control a tank with 
the wheelchair and to collaborate with another non-disabled 
player who controls a virtual solider such that they fight 
enemies together in the game (Gerling and Buttrick 2014). 
The game mechanics relate to the differing capabilities of 
the two users such that the tank has more defensive power 
but its maintenance relies on the solider, and the solider can 
move quickly but needs the protection from the tank. Cup-
cake Heaven was created for older adults who use a wheel-
chair regularly in daily life. In an evaluation study, older 
wheelchair users were found to be able to play the game, but 
the game controls induced high physical and cognitive loads. 
The games developed by Gerling et al. (2015) highlight 
the additional opportunities afforded by incorporating the 
player’s assistive device. Furthermore, Last Tank Rolling in 
particular illustrates how game mechanics can be designed 
to relate to the capabilities of the player in an engaging and 
positive way that fosters collaboration.

Second Life is a virtual social world offering various 
opportunities for users with disabilities (Smith 2012). For 
instance, the Virtual Ability Island is a virtual location in 
Second Life with wide ramps, bright and high-contrast 
symbols, and smooth footpaths and landscapes. As Smith 
describes, disabled users of Second Life can be classified 
into augmentationists and immersionists. Second Life allows 
augmentationists to present their authentic appearance using 
some unique elements, such as a wheelchair or dark glasses 
and a guide dog, to reflect their true appearance. Immer-
sionists may instead choose an able-bodied avatar, allow-
ing them to perform activities which are not possible in the 
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real world. The diverging preference among disabled users 
suggests that applications involving avatars should facilitate 
self-representation when desired.

8 � Synthesis of accessibility strategies

In this section, we synthesise the broad spectrum of efforts 
surveyed in Sects. 4, 5, 6 and 7 to compile a set of demon-
strated strategies for improving accessibility in VR and AR. 
We categorise these strategies according to the dominant 
access barrier they address. This categorisation is based on 
core capabilities relevant to enjoying and interacting with 
immersive content. The four top-level capabilities include: 
(A) Perception, (B) Cognition, (C) Communication and (D) 
Movement.

Within (A) Perception, we provide further resolution with 
subcategories of: (A1) Seeing, (A2) Hearing and (A3) Touch. 
Similarly for (D) Movement, we provide subcategories of: 
(D1) Mobility Through Space, (D2) Use of Arms, (D3) Use 
of Hands and (D4) Movement of Head/Neck. This catego-
risation not only serves to give some structure to the list of 
strategies available but also helps to highlight where there 
are largely unaddressed gaps. This compiled set of strategies 
is summarised in Table 3.

Table 3 illustrates that (A1) Seeing is one of the most 
widely explored and addressed access barriers in the context 
of VR and AR accessibility. The subcategories within (D) 
Movement are also generally well explored aside from (D4) 
Movement of Head/Neck. By contrast, there were only two 
tangentially relevant papers related to (C) Communication 
and no relevant research associated with (A3) Touch. This 
deficiency is likely a consequence of the fact that there exist 
effective workarounds for users with such access difficulties 
or that any difficulties encountered may be relatively minor. 
Nevertheless, targeted research should ascertain whether this 
is in fact the case.

In Sect. 8.1, we describe six common design principles 
that connect the various strategies listed in Table 3. These 
underlying principles are indicated in Table 3 with the tags 
DP1–6. These six principles (described in more detail in 
Sect.  8.1) are: (DP1) Output redundancy; (DP2) Input 
redundancy; (DP3) Integration of Assistive Technologies 
(AT); (DP4) Eustomisability; (DP5) Enhanced assistance; 
and (DP6) Inclusive design.

8.1 � Common design principles

When viewed in combination, the accessibility strategies 
presented in Table 3 exhibit a degree of commonality in 
terms of the underlying design approach. We refer to these 
common approaches as design principles, that is, princi-
ples of design that are known to be effective in enhancing 

accessibility in VR and AR. We identified six design prin-
ciples that generalise across the strategies listed. These 
principles are illustrated in Fig. 2 and described in Table 4. 
Several of these principles share common traits with the 
design strategies outlined by Mott et al. (2020) and the prin-
ciples described by Dombrowski et al. (2019). We hope that 
these high-level design principles, viewed in combination 
with the specific strategies synthesised from the literature, 
may offer a useful reference for accessibility efforts in this 
emerging space.

9 � Major challenges for Inclusive Immersion

Our comprehensive survey of the literature highlighted to 
us three key outstanding challenges that hinder the reali-
sation of Inclusive Immersion. These three key challenges 
are: i) diversity in user needs; ii) lack of guidance and tools 
for developers; and iii) difficulty in conducting empirical 
research. Each of these key challenges is detailed in the fol-
lowing subsections, and where appropriate we also propose 
potential solutions and avenues for further research.

9.1 � Diversity in user needs

The extensive range of different capabilities among disabled 
users frustrates efforts to apply a “one size fits all” strategy 
in immersive application development. The principle of 
“equitable use” adapted by Dombrowski et al. (2019) from 
Universal Design is difficult to achieve in practice when 
disabilities in the user population can vary so extensively 
in severity and type. Designing for diverse needs is further 
challenged by the fact that disabilities are often co-occurring 
(in the survey performed by Wong et al. (2017), 29% of 
respondents reported having two or more disabilities while 
this proportion was higher again at 58% in the survey by 
Garaj et al. (2019)). Many of the accessibility strategies 
summarised in Table 3 demand that the user possesses a 
specific alternative capability, e.g. audio descriptions can 
address sight-related difficulties but demand a functional 
hearing capability. Such strategies may then be rendered 
ineffective when users experience multiple forms of access 
difficulty. Further complicating the establishment of clear 
guidance is the fact that research work is typically conducted 
on a specific user group or a panel of users with diverse 
needs meaning that outcomes are difficult to generalise.

More detailed studies covering the spectrum of dis-
ability are required to more accurately inform acces-
sibility strategies in VR and AR. Some disabilities and 
impairments have received more attention in the litera-
ture than others, for example there are multiple studies 
examining the requirements of blind and low-vision users. 
By contrast, relatively little attention has been given to 
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Table 3   Synthesis of effective accessibility strategies categorised by access difficulty they are designed to address

A1) Perception ⇒Seeing References

Audio descriptions, including ability to pause and choose between 
different audio tracks DP1

Fidyka and Matamala (2018, 2021); Paciulli et al. (2020)

Support screen reading/text-to-speech DP3 Herskovitz et al. (2020); Kane et al. (2013); Palos (2017); Coughlan and 
Miele (2017); D’Agnano et al. (2015); Guedes et al. (2020)

Provide broad set of visual augmentation and low-vision support tools 
that can help users exploit residual vision, e.g. magnification, colour 
variation, contrast adjustment, background removal DP4

Zhao et al. (2017), (2019a); Weir et al. (2020); Wu et al. (2021); Lang 
and Machulla (2021); Ahmetovic et al. (2021)

Support rapid selection and toggling of low-vision support tools DP4 Hoppe et al. (2020); Teófilo et al. (2016)
Present text/symbols with bright colours and large size DP6 Zhao et al. (2017)
Audio-based spatial cues DP1 Cassidy et al. (2019)
Haptic gloves to support virtual object understanding DP1 Kreimeier et al. (2020b)
Haptics-based spatial cues DP1 Bertram et al. (2013)
Tactile maps augmented with visual and audio information DP1 Albouys-Perrois et al. (2018); Thevin and Brock (2018); Thevin et al. 

(2019), (2021)
Multi-model spatial cues DP1 Wedoff et al. (2019); Schneider et al. (2018); Morański and Materka 

(2014)
Multi-modal warning of potential physical hazards in physical envi-

ronment DP1
Zhao et al. (2019b)

Support locomotion via controller joystick DP2 Kreimeier et al. (2020a)
Integrated white cane DP3 Maidenbaum et al. (2013); Zhao et al. (2018); Kim (2020)

A2) Perception ⇒Hearing References

Standardised correspondence between sounds and alternative multi-
modal feedback, e.g. visual and haptic cues DP1

Jain et al. (2018b, 2021a); Mirzaei et al. (2020); Findlater et al. (2019)

Captions and subtitles DP1 Climent et al. (2021); Brown et al. (2018); Brown and Patterson (2017); 
Oncins et al. (2020); Jain et al. (2018a, b)

Spatialised speech bubbles DP1 Peng et al. (2018)
Sign language interpreter in scene DP1 Paudyal et al. (2019); Vinayagamoorthy et al. (2019); Jaballah (2012); 

Do Amaral et al. (2011); Do Amaral and De Martino (2010)

A3) Perception ⇒Touch References

None identified –

B) Cognition References

Permit control over type and strength of sensory stimuli DP4 Boyd (2019); Wasserman et al. (2019); Boyd et al. (2019)
Support selection of alternative fonts, or use Dyslexia friendly fonts 

DP4
Keselj et al. (2021)

Permit control over level of detail and time constraints DP4 Guitton et al. (2019); Standen and Brown (2006)
Permit relaxation of difficulty DP4 Standen and Brown (2006)
Permit customisation of content and interactive features DP4 Garzotto et al. (2017a), (2018)
Provide a virtual assistant or enable co-presence with human assistant 

DP5

C) Communication References

Sign language recognition DP2 McCloskey (2022)
Provide conversation cues DP5 Williams et al. (2015)

D1) Movement ⇒Mobility Through Space References

Permit interaction and engagement while seated DP2 Wong et al. (2017)
Support alternative locomotion methods DP2 Di Luca et al. (2021); Gerling et al. (2020)
Wheelchair integration for locomotion DP3 Hansen et al. (2019); Gerling et al. (2020)
Vertical view offset for seated users DP4 Ganapathi et al. (2022)
Spatial audio to assist with balance DP1 Mahmud et al. (2022)
Visual overlays to assist with balance DP1 Ferdous et al. (2016)
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users with mobility impairments and how input control 
schemes or content might be modified to alleviate these 
issues. Accessing a sufficient number of users with a given 
disability is a challenge for researchers. Research panels 
assembled by disability charities or organisations are a 
potential source of study participants. Online studies, lev-
eraging web-based VR and AR frameworks, may increas-
ingly be able to reach a broader sample of disabled users.

Immersive technologies can be made more inclusive of 
different user needs and abilities by supporting customi-
sation. However, customisation can introduce a trade-off 
against complexity. Although commenting more generally 
about information and communication technologies, Fug-
lerud (2014) notes that “adding flexibility and multimodal-
ity often means adding functionality, and this usually adds 
to the complexity of the interface”. Introducing redundant 

Table 3   (continued)

D2) Movement ⇒Use of Arms References

Support alternative interaction techniques, e.g. voice, gaze, foot DP2 Minakata et al. (2019); Wang et al. (2019); Mott et al. (2020); Malu and 
Findlater (2015); Guerrero et al. (2020)

Custom input scaling and virtual hand interaction techniques DP4 Morita et al. (2020); WalkinVR (2020)
Consider ergonomic factors when designing interactions and interfaces 

DP6
Kartick et al. (2020); Evangelista Belo et al. (2021)

Enable calibration of achievable range of motion DP4 Boger et al. (2018)

D3) Movement ⇒Use of Hands References

VR controllers should be more consistent in form and place buttons 
more closely together DP6

Cook et al. (2019)

Support alternative input techniques and/or devices DP2 Li et al. (2020); Mott et al. (2020); Xbox (2020); Logitech (2020)
Support alternatives to simultaneous button presses DP2 Mott et al. (2020)
Support customisation of control schemes and input devices DP4 Mott et al. (2020); Malu and Findlater (2015)
Selection assistance DP5 Findlater et al. (2010); Salivia and Hourcade (2013); Li and Gajos 

(2014)

D4) Movement ⇒Movement of Head/Neck References

Allow physical movement to be performed virtually, e.g. turning using 
controllers as opposed to with neck or body DP2

Franz et al. (2021)

Fig. 2   Common design principles underlying the accessibility strategies summarised in Table 3
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accessories, supplementary cues and multiple configurations 
may ultimately distract the users’ attention, interfere with 
their experience and make immersive technologies more 
complicated and exclusive. Even for users who need assis-
tance in a virtual environment, the customisation process 
should be easy and the assistive function should be optional 
and easily toggled (Teófilo et al. 2016). As discussed earlier, 
there has been some success in supporting automatic per-
sonalisation. However, impairments of different types and 
different degrees of severity make robust personalisation 
difficult to achieve.

9.2 � Lack of guidance and tools for developers

Disseminating a general awareness of accessibility consid-
erations and providing simple to use tools and guidelines 
remains a significant obstacle to promoting Inclusive Immer-
sion. Developers of immersive applications may be largely 
unfamiliar with the benefits of and strategies for improving 
accessibility. The lack of awareness related to exclusionary 
effects of a disability can likely be partly addressed with 
detailed and generalisable design guidelines. Web develop-
ers, for example, can obviate the need to understand how 
hearing or visually impaired users experience websites and 
instead refer to the W3C’s Web Content Accessibility Guide-
lines (W3C 2018). The currently disparate device and soft-
ware space for VR and AR means there are limited general-
isable design guidelines for immersive content full-stop, let 

alone specific guidelines for addressing accessibility. Zhao 
et al. (2019a) found that the developers who participated in 
their study using the SeeingVR plugin were not aware of any 
accessibility guidelines for designing VR content. Interviews 
with developers conducted by Lukava et al. (2022) high-
light a similar lack of understanding of accessibility needs 
and desire for clear requirements and guidelines. As Lukava 
et al. note, there is currently a fundamental lack of awareness 
even at the most basic level, with developers complaining 
of “being confused by which questions should be asked to 
define accessibility needs, and understanding how acces-
sibility modification should be incorporated into the flow 
of a project”. The surveys performed by Wong et al. (2017) 
and Garaj et al. (2019) represent proactive steps to first iden-
tify the shortcomings in accessibility given the status quo of 
VR and AR. Mott et al. (2019), Dombrowski et al. (2019) 
and this paper help to establish a conceptual structure and 
standard terminology upon which more extensive developer 
guidance might be founded.

An important element of the consolidation of useful 
guidance will be closely engaging with the disabled com-
munity, in recognition of the community’s principle of 
“Nothing About Us Without Us”. A well-packaged set 
of guidelines that developers can refer to will remove 
a degree of the effort required in designing and imple-
menting accessible features. Importantly too, a generally 
accepted set of guidelines can be used by organisations 
outsourcing development to help dictate to contracted 

Table 4   Description of common design principles

Principle Description

DP1: output redundancy Immersive applications should provide redundant output channels. The provision of audio descriptions, subtitles, 
etc. is a good example of this principle. Providing redundancy in output channels allows users to leverage the 
channel that matches best with their capabilities.

DP2: input redundancy Immersive applications should support redundant input methods. A simple example of this is allowing users to 
adjust their view in the virtual environment by either adjusting their head orientation (as tracked by the HMD) or 
by using a game controller. The provision of redundancy in controls allows users to select the input method most 
suitable for them.

DP3: integration of assistive 
technology

Immersive applications should be physically and virtually inclusive to a larger number of assistive technologies. 
Effective integration of assistive technologies may allow users to transfer well-refined behaviours and strategies 
used in the physical world to the virtual environment.

DP4: customisability Allowing users to customise the appearance of content and input modalities is an effective way to improving 
accessibility. The level of customisation might range from simply allowing the user to set the appearance and 
behaviour of accessibility features such as subtitles (Jain et al. 2018b) up to allowing the entire experience to be 
configured for a specific user’s needs (Bailey et al. 2021).

DP5: enhanced assistance Where possible, immersive applications should either directly assist or facilitate the provision of assistance when 
users encounter difficulty. Direct assistance may be in the form of selection assistance, dynamic adjustment of 
content, or an intelligent agent offering tips. Allowing a friend or carer to participate in the experience in order 
to provide assistance is also an example of this principle.

DP6: inclusive design The established principle of inclusive design (Clarkson et al. 2007) can be readily applied to the design of immer-
sive applications. For example, textual content should be coloured and sized to minimise the exclusion of users. 
Similarly, controllers should be designed such that they are usable by a broad population of users.
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parties what features should be supported. Nevertheless, it 
is important to be mindful of the inherent tension between 
efforts to deliver practical tools and guidance for devel-
opers that may enhance accessibility but inadvertently 
deliver tokenistic efforts and provide an excuse for not 
directly including disabled users in the design process. We 
acknowledge also the potentially contradictory message 
conveyed in this paper by us, as authors, who work with 
the disabled community but are not ourselves disabled.

Guidance should also be complemented by simple to 
use and integrate developer tools. As demonstrated by 
the range of systems and solutions presented in the work 
covered by this survey, there are significant opportunities 
for improving the accessibility of immersive experiences. 
More commercial and research effort will hopefully con-
tinue to expand on this growing body of work. It would be 
particularly useful if proven systems and solutions were 
packaged into toolkits or downloadable assets that can 
be readily incorporated into projects with little developer 
effort. Interfaces and interaction methods that support 
customisation and adaptation are likely to be fruitful but 
require more research attention and are potentially dif-
ficult to generalise. Advanced tools that support hyper-
personalisation to accommodate the specific needs of an 
individual user is also a promising avenue for exploration.

A deep understanding of the condition and needs of a 
disabled user as they relate to a particular application can 
be hard to obtain. There is insufficient assistance provided 
to developers to understand the impaired condition and 
needs of users with disabilities. One proven method for 
delivering a partial appreciation of the potential effects of 
an impairment is by using capability simulators (Clark-
son et al. 2007). In the context of the Inclusive Design 
Toolkit (Clarkson et al. 2007), these tools are used to help 
designers empathise with users experiencing capability 
loss. In the same way, it may be feasible to create a uni-
versal disability simulator than can at least partly elicit 
in developers an appreciation of the effects of capability 
loss in a VR or AR setting. Such a simulator may have 
pragmatic benefits by enabling rapid review at the outset 
and throughout all stages of designing immersive content. 
As Clarkson et al. note, however, such tools “should never 
be considered as a replacement for involving real people 
with such losses”.

Autismity (Autismity 2020) and SIMVIZ (Ates et al. 2015) 
are two VR simulation tools that help to deliver a better 
understanding of autistic individuals and people with vision 
impairments, respectively. Other types of VR content, such 
as the collaborative game created by Gerling et al. (2015) 
involving users in wheelchairs, may also be helpful in bridg-
ing gaps in understanding. More generally, there is potential 
value in building a comprehensive empathy tool based on 

simulation of the experience of a broad spectrum of impair-
ments in VR. This universal impairment simulator could 
provide developers with a window into the experience of 
impaired conditions and a better appreciation of the barriers 
encountered in VR and AR environments.

9.3 � Difficulty in conducting empirical research

The conduct of user research with disabled users is chal-
lenged by both ethical and access constraints. Ethically, it 
is undesirable to perform user research that subjects poten-
tially vulnerable users to features known to be ill-favoured 
or which might cause significant discomfort. This precludes 
some established research methodologies involving com-
parison with a baseline set-up. As Munteanu et al. (2015) 
observe, even just inviting disabled users to attend a labora-
tory study introduces potential ethical concerns related to 
exposure to risks during travel.

From an access standpoint, it can be difficult to gather 
a representative sample of users, even if constrained to a 
particular disability or impairment. Consider as an exam-
ple the well-executed user study performed by Wedoff et al. 
(2019) involving 34 participants with visual impairments 
playing a VR ball game. Participants covered the spectrum 
from totally blind to vision in one eye only. Such partici-
pant group profiles are often inescapable in experimental 
work with disabled user groups but may potentially mask 
the requirements of a specific subset of users with particular 
needs. It can therefore be difficult to generalise some of the 
findings obtained due to small sample sizes or mixed capa-
bility participant groups. This presents a significant chal-
lenge in terms of coalescing specific accessibility strategies 
into detailed guidelines.

10 � Conclusions

In this paper, we have presented an introduction to the con-
cept of Inclusive Immersion and placed it within the context 
of the broader research and commercial landscape relevant 
to accessible Virtual and Augmented Reality and the emerg-
ing metaverse. The two objectives of this paper have been 
to: (i) capture and synthesise this landscape into a set of 
emerging strategies for inclusivity; and (ii) establish a help-
ful reference for developers and designers building immer-
sive content. The core survey, providing the first major con-
tribution of this paper, is presented in Sects. 4, 5, 6 and 7. 
An extensive collection of research and commercial efforts 
addressing work in both Virtual and Augmented Reality 
were reviewed. Additional notable research efforts in the 
emerging application of VR and AR in the metaverse were 
also reviewed. Finally, non-immersive efforts to enhance 
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accessibility of computer system that can be generalised for 
application in VR and AR were reviewed in Sect. 7.

This survey formed the basis for the two subsequent 
major contributions of this paper: (i) a synthesis of demon-
strated strategies for improving the accessibility of Virtual 
and Augmented Reality content (presented in Sect. 8); and 
(ii) an identification of the key barriers to more accessi-
ble engagement with immersive technologies (presented in 
Sect. 9). The list of demonstrated strategies presented in 
Sect. 8 represents the first effort, to our knowledge, to con-
solidate accessibility strategies across the broad spectrum 
of potential access difficulties. On this basis, we anticipate 
that this list and the common design principles that under-
lie it, can provide a valuable reference for developers when 
they consider how their immersive experiences could be 
made more inclusive. The set of three challenges identified 
in Sect. 9 is a call to action for the research community. We 
identify the key shortcomings of the current state of research 
that emerge from looking at the body of work in totality and 
propose several promising avenues for further research. It 
is hoped that this survey with synthesised challenges and 
accessibility strategies ultimately provides a useful founda-
tion for advancing work in the area of Inclusive Immersion.
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