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Abstract
Augmented reality (AR) is making its way into many sectors. Its rapid evolution in recent years has led to the development 
of prototypes demonstrating its effectiveness. However, to be able to push these prototypes to the scale of fully usable appli-
cations, it is important to ensure the readability of the texts they include. To this end, we conducted a multivocal literature 
review (MLR) to determine the text parameters a designer can tune, as well as the contextual constraints they need to pay 
attention to, in relation to Optical See-Through (OST) and Video See-Through (VST) displays. We also included guidelines 
from device manufacturing and game engines sites to compare the current state of research in the academic and industrial 
worlds. The results show that parameters pertaining more to letter legibility have been extensively studied (e.g., color and 
size), while those pertaining to the whole text still require further research (e.g., alignment or space between lines). The 
former group of parameters, and their associated constraints, were assembled in the form of two decision trees to facilitate 
implementation of AR applications. Finally, we also concluded that there was a lack of alignment between academic and 
industrial recommendations.
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1  Introduction

Augmented Reality (AR) is a burgeoning field that com-
bines virtual elements with the real world, registered in three 
dimensions and interactive in real time (Azuma 1997). Led 
by the latest technological advances, AR has gained sig-
nificant attention in recent years. It encompasses a broad 
range of applications, spanning across industries such as 
gaming, education, healthcare, architecture, and manufactur-
ing (Cárdenas-Robledo et al. 2022; Liberatore and Wagner 
2021). Head-Mounted Devices (HMDs) play a crucial role 
in enabling augmented reality experiences. These devices, 
in the form of glasses or helmets, are designed to be worn on 
the user’s head, providing a wearable interface for AR. Now-
adays, two technologies exist in terms of HMDs, each with 

advantages and disadvantages (Schmalstieg and Höllerer 
2016). On the one hand, the Optical See-Through (OST) 
display generates the virtual elements in the form of light 
projected on a transparent screen, where it is mixed with 
the light coming from the user’s surroundings before being 
perceived by the user’s eyes. OST displays do not degrade 
the reality but are more sensible to latency since the real and 
virtual information would no longer be correctly aligned. In 
addition, ambient luminance strongly impacts OST displays 
(Gattullo et al. 2015). The reality modifies the final render-
ing of the virtual world due to the combination with the 
real world. Thus, the perceptible spectrum of virtual colors 
will depend on the background illuminance. The brighter 
the environment, the higher the intensity of the color of the 
virtual world should be to be distinguishable. In the same 
way, dark colors are transparent on OST displays. On the 
other hand, the Video See-Through (VST) display captures 
the reality with a camera and mixes it with the virtual ele-
ments by video computation before rendering the result on a 
screen in front of the user’s eyes. VST displays, which relies 
on both screen resolution and the camera’s real-world cap-
ture quality, are more susceptible to inducing motion sick-
ness compared to OST displays (Munafo et al. 2016; Yuan 
et al. 2018; Kaufeld et al. 2022). These new approaches to 
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displaying information raise the question of whether User 
Interface (UI) guidelines established for traditional computer 
systems also apply to these types of devices. A UI is com-
posed of various visual elements such as panels, buttons, 
images, text, etc. For text in particular, Kim et al. (2014) 
demonstrated that HMDs have their own readability char-
acteristics, making it necessary to establish new guidelines.

To address this issue, the first thing to consider is the 
presentation of the assets that make up AR interfaces. To this 
end, numerous studies have investigated various parameters 
in controlled experiments. In this paper, we focus on text, 
which presents numerous parameters (e.g., font, size, color, 
position), making it challenging for designers. In addition, 
text is one of the most widely used assets in AR applications. 
It can be used to label objects or places, to give instructions 
or details about real and virtual elements. In a study devoted 
to maintenance, assembly, and training, Gattullo et al. (2022) 
determined that text represents 26% of the assets used in the 
122 papers they reviewed. As far as we found, there exists 
only one recent survey on the topic. Erickson et al. (2020a) 
reviewed the literature to explore user’s perception of text 
on OST HMDs. Their results summarized the literature they 
found on text drawing style, text color, background texture, 
environment lighting, text position, and text size. However, 
they restrained their search to the IEEEXplore and ACM DL 
digital libraries and to OST displays. In addition, Korkut and 
Surer (2023) recently reported a need to extend text-related 
guidelines to Virtual Reality, thus to VST displays.

We conducted a multivocal literature review that extends 
the work of Erickson et al. (2020a) by (1) opening the search 
beyond the IEEEXplore and ACM DL digital libraries, (2) 
including works on VST HMDs to facilitate the comparison 
between the two types of displays and expand the applica-
bility of our results, and (3) including official documenta-
tions from manufacturers or game engines as grey literature. 
Ultimately, the aim of our research is to identify the text 
parameters designers can tune to improve text readability, 
as well as the associated contextual constraints, in order to 
propose an up-to-date state of knowledge and a designing 
guide grounded in both academic and grey literature. The 
guide is of interest both to researchers wishing to explore the 
readability of text, and to designers wishing to set up func-
tional applications adapted to their users, their tasks, and 
their environment. Therefore, we formulated the following 
research questions concerning AR applications on HMDs:

RQ1: What are the different text parameters that can be 
tuned and how to tune them to maximize the readability of 
a text?

RQ2: What are the contextual constraints to consider 
when designing an application including texts?

RQ3: What is the gap between the academic and grey 
literature in terms of the guidelines proposed on text 
readability?

The remaining of this paper is organized as follows. In 
Sect. 2, we present the methodology guiding the conduct 
of the multivocal literature review, following the steps of 
Garousi et al. (2019). The need for a review and the research 
questions were already established in the Introduction. The 
next main steps consist of developing the protocol (Sect. 2.1, 
2.2, 2.3, and 2.4), conducting the review (Sect. 2.6), and 
assessing the quality of the coverage (Sect. 2.5). In Sect. 3, 
we report the results of the selected papers for each text 
parameter we identified. In Sect. 4, building on these results, 
we develop our designing guide in the form of decision trees 
built from those parameters. Finally, in Sect. 5, we discuss 
the implications of our results, limitations, and future works 
before concluding in Sect. 6.

2 � Method

We conducted the Multivocal Literature Review (MLR) by 
following the guidelines from Garousi et al. (2019). They 
adapted the work of Kitchenham et al. (2015), which pro-
posed guidelines to conduct Systematic Literature Review 
(SLR) in software engineering, to present their MLR pro-
tocol that includes Grey Literature. Overall, the protocol 
remains the same, except that in addition to targeting aca-
demic libraries (e.g., IEEEXplore, ACM DL digital librar-
ies), those containing Grey Literature (e.g., Google) are also 
considered.

2.1 � Grey literature sources

Garousi et al. (2019) noted that the most widely accepted 
definition of the Grey Literature is the Luxembourg defini-
tion of Schopfel and Farace (2010): “ < Grey Literature > is 
produced on all levels of government, academics, business 
and industry in print and electronic formats, but which is 
not controlled by commercial publishers, i.e., where pub-
lishing is not the primary activity of the producing body”. 
According to them, integrating Grey Literature in a survey 
allows to “close the gap between the academic research and 
professional practice”, which is needed to answer RQ3, and 
benefits from the knowledge of both academia and practice, 
which we need to answer RQ1 and RQ2. In addition, Law-
rence et al. (2014) argued that a part of the Grey Literature 
equally follows a peer-review process, ensuring its quality. 
To this end, Adams et al. (2017) divided the Grey Literature 
in three tiers based on the source expertise and outlet control 
dimensions. The first tier consists of books, magazines, or 
even reports with a significant control and credibility. The 
second tier consists of question/answer forums, wikis, vid-
eos, etc. with a moderate control and credibility. Finally, the 
last tier consists of blogs, tweets, letters, etc. with low or no 
control and credibility.
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In order to ensure a certain quality of documents, the 
search for Grey Literature targets device manufacturers or 
game engine websites. They correspond to the first tier of 
Grey Literature defined by Adams et al. (2017) (i.e., high 
control and credibility). Indeed, manufacturers inevitably 
asked themselves the question of text legibility when faced 
with the task of designing their device's operating system 
and applications. In addition, we assume that manufacturers 
and game engine teams whether conducted experiments to 
validate their documentation before publishing it or relied 
on scientific literature. Then, we decided to search for guide-
lines on the official documentation of Microsoft, Google 
Fonts (named Google in the rest of the paper), Valve (HTC 
Vive), Meta (Oculus), Lynx, Varjo, Magic Leap, Unity, and 
Unreal Engine. The first seven are major device manufac-
turers, while the last two are the two main game engines 
often used to develop AR/VR applications. We conducted 
the search manually by screening the hierarchy of their docu-
mentation for developers. Note that manufacturers focus on 
the documentation of their devices. In the same way, game 
engines focus on the documentation of devices they support.

2.2 � Digital libraries and search terms

According to the online Cambridge Dictionary, legibility is 
defined as “the fact of being easy to read, or the degree to 
which something is easy to read”.1 In contrast, readability is 
defined as “the quality of being easy and enjoyable to read”.2 
In other words, readability extends the more restricted leg-
ibility concept with User Experience (UX) considerations. 
Nevertheless, we observed that the two terms are sometimes 
interchanged in the literature. In addition, the definition of 
readability is sometimes extended to include the ability to 
understand text as with language research. In this survey, we 
rely on the definition of text readability as given by the Cam-
bridge Dictionary, but we included legibility in our search 
as well since they are used interchangeably in the literature.

Regarding White Literature, we focus our initial search 
on the IEEEXplore, ACM DL, and ScienceDirect digital 
libraries. All three are popular among researchers related 
to computer science domains (Kitchenham et al. 2015). In 
addition, the papers selected in the work of Erickson et al. 
(2020a) were also included. Three concepts are at the center 
of our research: the asset, the studied property, and the appli-
cation domain. Except for the last concept, we decided to 
restrain our search terms to as few as possible to prevent dig-
ital libraries from returning too many non-related papers. As 

discussed by Erickson et al. (2020a), the terms related to the 
asset and studied property are common to various domains, 
which rapidly increases the number of articles yielded by an 
automated search. For example, the term “visual” can take 
on different meanings depending on the terms with which it 
is associated. However, we mitigated this limitation by com-
plementing the search query with other literature retrieving 
techniques (i.e., snowballing and coverage assessment). The 
search terms were applied to the title, abstract, and keywords 
of papers in the literature. All articles published before the 
end of 2022 have been considered. The complete search 
query is given below:

Text AND (Readability OR Legibility) AND (“Augmented 
Reality” OR AR OR “Mixed Reality” OR MR OR “Virtual 
Reality” OR VR OR “Head-mounted display” OR HMD OR 
“Head-worn display” OR HWD).

2.3 � Inclusion and exclusion criteria

To assess the relevance of the identified sources, we defined 
inclusion and exclusion criteria. A document is relevant if 
it satisfies the inclusion criteria and none of the exclusion 
criteria. The only inclusion criterion is defined as follows: 
the document must focus on text readability in AR or VR 
on HMDs. The exclusion criteria and their rationale are as 
follows:

1.	 Not written in English: The standard language for white 
literature is English.

2.	 Duplicated: We consider two documents as duplicate 
only if they present the same research published at the 
same venue (i.e., our search may return the same article 
multiple times due to cross-references in digital librar-
ies) or if the authors clearly indicate that two papers are 
duplicate.

3.	 [For White Literature] Not peer-reviewed: We consider 
only documents published in conferences or journal out-
lets that mandate peer-reviewing.

4.	 [For White Literature] No evaluation of the text param-
eters: By requiring documents to include an evaluation, 
we ensure that they present novel research based on find-
ings validated with users.

5.	 [For Grey Literature] No official documentation of an 
HMD manufacturer or a game engine used to develop 
AR/VR applications: As discussed in Sect.  2.1, we 
restrain our search to sources with high control and cred-
ibility.

2.4 � Snowballing phase

We conducted a phase of reverse and forward snowball-
ing on the relevant papers yielded by the search query. For 
the forward method, we obtained the citations on Google 

1  https://​dicti​onary.​cambr​idge.​org/​dicti​onary/​engli​sh/​legib​ility?q=​
Legib​ility (Accessed 26 November 2023).
2  https://​dicti​onary.​cambr​idge.​org/​dicti​onary/​engli​sh/​reada​bility?​q=​
Reada​bility (Accessed 26 November 2023).

https://dictionary.cambridge.org/dictionary/english/legibility?q=Legibility
https://dictionary.cambridge.org/dictionary/english/legibility?q=Legibility
https://dictionary.cambridge.org/dictionary/english/readability?q=Readability
https://dictionary.cambridge.org/dictionary/english/readability?q=Readability
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Scholar and Scopus. We did not repeat the snowballing 
phase since the majority of relevant papers returned by this 
phase were already obtained at the beginning of the process. 
The longer the process went on, the fewer papers appeared 
that matched our criteria. Additionally, we ended the survey 
with a coverage check phase, which assesses the complete-
ness of our protocol.

2.5 � Coverage check

To assess the completeness of the review, we conducted a 
keyword search on three popular indexers, namely Google, 
Google Scholar, and Scopus. The first one assesses cover-
age for the Grey Literature, while the last two assess cover-
age for the White Literature. To this end, we updated our 
search query defined in Sect. 2.2 to include selected works 
that do not match it. For each group of terms associated 
with the same concept that a paper does not match in its 
title, abstract or keywords, we searched the terms it uses 
to discuss on the concept. Based on the terms obtained, we 
selected those which best present the concept and appear 
the most. However, we would have liked to add the words 
“reading” and “visual”, but for the same reason as explained 
in Sect. 2.2, they yield too many non-related works. There-
fore, the search query used on Google indexer combined the 
name of each company with a synonym of the word “Text” 
or “Readability” (see terms used below) or “UI interface” or 
“Guidelines” or “Best practices”. The last three are common 
terms in developer documentations. The final search query 
used to conduct the coverage check on Google Scholar and 
Scopus indexers was:

(Text OR Typography OR Typeface OR Characters OR 
Fonts) AND (Readability OR Legibility) AND (“Augmented 
Reality” OR AR OR “Mixed Reality” OR MR OR “Virtual 
Reality” OR VR OR “Head-mounted display” OR HMD).

Nevertheless, considering the important number of results 
that Google Scholar usually returns, we set a limit of explo-
ration to 100 consecutive papers excluded. For the search on 
Google, we limited to five pages.

2.6 � Conducting the review

We began by collecting papers from the White Literature. 
The process is illustrated in Fig. 1. Based on the search 
query specified in Sect. 2.2, we obtained 52 results published 
before the end of 2022: 35 from IEEEXplore, 15 from ACM 
DL, and 2 from ScienceDirect. To these must be added the 
papers selected in the review by Erickson et al. (2020a), 
resulting in a total of 66. We applied the inclusion and exclu-
sion criteria and kept 23 of these papers for our survey. 
Then, we conducted a phase of snowballing as explained 
in Sect. 2.4. We collected 2,109 papers in total, 645 papers 
from the reverse snowballing and 1,464 from the forward. 
We applied the inclusion and exclusion criteria and included 
19 additional papers. Finally, we conducted an additional 
coverage check on two general academic digital libraries 
to capture potentially missed papers (see Sect. 2.5). This 
process returned 339 papers, 3 of which were added to the 
set. The final set included in the survey contains 45 papers.

Regarding Grey Literature, we found guidelines on text 
rendering only in the Microsoft (2023a,b,c), Google (2017, 
2023), and Oculus (2023a; b) documentation. The additional 
search on the Google indexer returned no additional results 

Papers identified from Databases (n = 66)
     IEEEXplore (n = 35)
     ACM (n = 15)
     ScienceDirect (n = 2)
     Survey of Erickson et al. (2020a) (n = 14)

Id
en

tif
ic
at
io
n

Sc
re
en

in
g

Papers included in the survey (n = 23)

In
cl
ud

ed

Papers removed based on inclusion and
exclusion criteria (n = 43)

Snowballing on the 23 included
papers (n = 2109)
     Forward (n = 1464)
     Reverse (n = 645)

Coverage assessment (n = 339)
     Google Scholar (n = 159)
     Scopus (n = 180)

Papers removed based on inclusion
and exclusion criteria (n = 2090)

Papers included in the survey (n = 42)
     Papers from databases (n = 23)
     Papers from snowballing (n = 19)

Papers included in the survey (n = 45)
     Papers from databases (n = 23)
     Papers from snowballing (n = 19)
     Papers from coverage assessment (n = 3)

Papers removed based on inclusion
and exclusion criteria (n = 336)

Fig. 1   Summary of the White Literature collection process. (Created with Adobe Illustrator)
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except websites that do not match our criterion of a device 
manufacturer or game engine.

3 � Results by text parameter

This section summarizes the guidelines coming from the 
selected papers and pages of Grey Literature. We recorded 
24 articles on OST, 17 on VST, and 4 on both types of 
screens. Table  1 lists the 45 papers by indicating their 
domain, their types of devices, and the parameters of the 
text studied. In this section, we classified them according 
to the text parameter they focus on. We carefully read each 
paper and each page of Grey Literature to determine the 
text parameters that were being studied. Once the list was 
obtained, we tagged each paper as shown in Table 1. We 
defined 7 parameters: the color, the text drawing style, the 
font-style, the font-size, the anchor, the position (including 
depth), and the text appearance and segmentation. The last 
parameter is a category that includes all parameters less 
frequently discussed in the literature such as text length, 
line space, and text weight. Finally, we read all the papers 
and pages of Grey Literature to extract atomic guidelines 
and grouped those that are the same. Nevertheless, although 
contrast is not a text parameter since depending on the color, 
it will be discussed in first to bring up some important key 
points for understanding the text drawing style and color 
parameters. The information of each section is presented 
in the following order. First, useful concepts and results 
shared between the two types of displays and coming from 
the White Literature are discussed. Second, results limited 
to one type of display are described. Last, the information 
coming from the Grey Literature is addressed.

3.1 � Contrast

Since Augmented Reality (AR) consists of the combination 
of the real and virtual worlds, two of the environmental fac-
tors that affect readability are the background texture and the 
background illuminance. Leykin and Tuceryan (2004) dem-
onstrated that background variations only affect readability 
when the text contrast is low. Debernardis et al. (2014) and 
Gattullo et al. (2014, 2015) observed the need for a mini-
mal contrast ratio between the text and the background on 
the two display types. However, because of their intrinsic 
rendering characteristics, the two display types react differ-
ently to the contrast requirement between the text and the 
background. On VST displays, the background illuminance 
is normalized by the camera. Therefore, the background illu-
minance strongly affects OST displays but not VST displays 
(Gattullo et al. 2014, 2015). On OST displays, the brighter 
the background, the less the colors will appear, as discussed 
in Sect. 1.

Specific to VST displays – Kojic et al. (2020) recom-
mended a minimal ratio of 7:1 as proposed by the Web 
Content Accessibility Guidelines 2.0 (WCAG2.0)3 and to 
avoid using a too high contrast ratio. They hypothesized that 
bright color on a screen as close to the eyes will emit too 
much light. The formula they used to calculate the contrast 
ratio was the one from the WCAG2.0,4 based on the relative 
luminance of the foreground and background colors (i.e., 
calculated on the quantity of red, green, and blue in the lin-
ear RGB color space).

Specific to OST displays – Blanc-Goldhammer and Mac-
Kenzie (2018) suggested a minimal ratio of 1.6:1 calculated 
as the ratio between the text luminance and the background 
luminance (i.e., the real luminance emitted by the two 
elements).

From Grey Literature – As expected, the three companies 
recommend a minimal contrast on the two types of display 
and note the impact of background illuminance on OST dis-
plays. They also suggest preventing too bright experiences.

3.2 � Text drawing style

Through the included papers, four text drawing styles 
were evaluated: the billboard (see Fig. 2a), the outline (see 
Fig. 2b), the drop shadow (see Fig. 2c), and the plain text 
styles (see Fig. 2d). The billboard style employs a plain color 
box behind the text to isolate it from the influence of the 
background. Since the occlusion created by the box must not 
be avoided, it is recognized as the most effective style (Gab-
bard et al. 2006, 2007; Gattullo et al. 2015; Fiorentino et al. 
2013). In comparison, the outline (resp. drop shadow) style 
draws a border (resp. shadow) around the letters of the text. 
Lastly, for the plain text styles on both display types, the effi-
ciency depends on the chosen color, the contrast between the 
color and the background, and, for OST displays, the color 
illuminance (i.e., prefer a color with a high illuminance) 
(Gabbard et al. 2006, 2007; Gattullo et al. 2014, 2015).

Specific to VST displays – Kojic et al. (2022) observed 
the users’ preference for the flat billboard (see Fig. 3a) but 
a better performance on the curved one (see Fig. 3b). Grout 
et al. (2015) identified a positive correlation between the 
interest in the curvature and the size of the text sample used. 
Wei et al. (2020) determined that the curve angle must be at 
maximum between 50° and 60° around one axis rather than 
two. Concerning the outline style, adding a minimal outline 
(e.g., 1 px) improves readability, but increasing it too much 

3  http://​www.​w3.​org/​TR/​2008/​REC-​WCAG20-​20081​211/#​visual-​
audio-​contr​ast7 (Accessed 26 November 2023).
4  https://​www.​w3.​org/​TR/​WCAG20-​TECHS/​G17.​html (Accessed 26 
November 2023).

http://www.w3.org/TR/2008/REC-WCAG20-20081211/#visual-audio-contrast7
http://www.w3.org/TR/2008/REC-WCAG20-20081211/#visual-audio-contrast7
https://www.w3.org/TR/WCAG20-TECHS/G17.html
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does not improve readability further (Gattullo et al. 2014, 
2015).

Specific to OST displays – Falk et al. (2021) recom-
mended the use of a solid billboard rather than a semi-
transparent one. Regarding the outline and shadow styles, 
Gabbard et al. (2007) presented results that seem to indicate 
an equivalence between the two. Additionally, Gattullo et al. 
(2014, 2015) observed the inefficiency of the outline style 
even with the largest outline. Fiorentino et al. (2013) deter-
mined that combining the outline style and billboard style 
is inefficient since the two styles are better used alone than 
together.

From Grey Literature – Microsoft (2023a,b,c) recom-
mends the use of a billboard to improve the readability of 
text. Google (2017, 2023) suggests the curvature of the UI 
elements, such as billboards, on a circle centered behind the 
user for a smooth presentation.

3.3 � Color

In addition to color itself, we must begin by clarifying the 
concept of color polarity. Positive polarity (i.e., light mode) 
consists in using dark text on a light background, and nega-
tive polarity (i.e., dark mode) consists in using light text on 
a dark background (Buchner et al. 2009).

Specific to VST displays – Dingler et al. (2018) and Kojic 
et al. (2022) recommended respectively the negative and 
positive polarities both based on users’ preference. Erickson 
et al. (2020b) made an in-between by advising the negative 
polarity in case of dark lighting and, inversely, the positive Ta
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Fig. 2   Examples of text drawing styles: a billboard style, b outline 
style, c shadow style, and d plain style. (Created with Adobe Illustra-
tor)
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Fig. 3   Examples of flat billboard a and curved billboard b seen from 
the top. The horizontal black line helps to demonstrate the curve. 
(Created with Adobe Illustrator)
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polarity in case of light lighting. They also suggest prefer-
ring a bright lighting (i.e., white = RGB(255, 255, 255)) 
rather than a dim lighting (i.e., white = RGB(25.5, 25.5, 
25.5)). For the outline and plain style, Gattullo et al. (2014, 
2015) recommended the positive polarity. Regarding color 
itself, Debernardis et al. (2014), Gattullo et al. (2015), and 
Kruijff et al. (2019) advised a white text on a blue billboard. 
If the color has a semantic, they suggested assigning the 
color to the billboard with a white text or a black text.

Specific to OST displays – The impact of background illu-
minance explained in Sect. 3.1 implies a preference for the 
negative polarity (Debernardis et al. 2014; Gattullo et al. 
2014; Zhao et al. 2017; Kim et al. 2019; Erickson et al. 
2021; Falk et al. 2021). A light text allows a more impor-
tant contrast with the background and, inversely, a too light 
background does not allow any color to create the neces-
sary contrast. Then, for a plain text style, the colors to be 
favored are for example cyan, green, and white (Gabbard 
et al. 2006, 2007; Fiorentino et al. 2013; Zhao et al. 2017). 
In the case of the billboard style, the contrast between the 
text and the box is more important than the one between the 
box and the background (Gabbard et al. 2007; Fiorentino 
et al. 2013; Debernardis et al. 2014; Rosilius et al. 2021). 
Inversely, for the outline and drop shadow styles, the contrast 
between the text and the drawing style is less important than 
the one between the drawing style and the background (Gab-
bard et al. 2007). In any case, black text must be avoided 
on a billboard since the black color is transparent on OST 
displays. The texture of the background will appear, mak-
ing the readability correct only in the case of a sufficiently 
low background illuminance, i.e., when the background tex-
ture may be considered as black (Debernardis et al. 2014; 
Kim et al. 2019; Rosilius et al. 2021; Erickson et al. 2021). 
Regarding color itself, Debernardis et al. (2014), Gattullo 
et al. (2015), and Kruijff et al. (2019) advised a white text on 
a blue billboard. If the color has a semantic, they suggested 
assigning the color to the billboard with a white text or to 
the text with a white billboard.

Additionally, Gabbard et al. (2006, 2007) explored three 
algorithms to adapt the color to the background: the comple-
ment, the maximum HSV complement, and the maximum 
brightness contrast. The first is the inverse color in the RGB 
color space. The second is the saturated complement in the 
HSV color space. The third acts on the Y component (i.e., 
the spectral luminous efficiency function) of the color in the 
XYZ color space. The maximum brightness contrast per-
forms better than the other two. However, their efficiency to 
improve the readability depends on the background. Thus, 
they were evaluated as globally less practical than the bill-
board style and the green plain text. In addition, they can be 
effective with the outline, drop shadow, and plain text styles, 
but not with the billboard style. As explained above, for the 
latter, it is the contrast between the text and the box, and not 

between the text and the background, that is important. In 
the same way, Gabbard et al. (2007) and Fiorentino et al. 
(2013) reported that the billboard style must not be mixed 
with the outline style.

Finally, Gabbard et al. (2010), Sridharan et al. (2013) 
and Hincapie-Ramos (2014, 2015) studied the blending 
of colors. For their part, Gabbard et al. (2010) analyzed 
the hue movements of several colors depending on differ-
ent backgrounds. They concluded that white backgrounds 
seem to have less impact on the hue than color backgrounds. 
Sridharan et al. (2013) and Hincapie-Ramos (2014, 2015) 
used similar analyses to propose a correction algorithm that 
defines the color to assign to the text to obtain a specific 
color once blending with the background. The algorithm 
consists in searching step-by-step for a color which will pro-
duce the desired color in a binned color gamut. Hincapie-
Ramos (2014, 2015) proposed three implementations: the 
algorithm itself, the algorithm limited to the bins being a 
sufficient contrast with the background, and the algorithm 
associated with a billboard displayed only when the contrast 
is too low.

From Grey Literature – Microsoft (2023a,b,c) recom-
mends the use of white text on dark or colored billboards. If 
the text must be black, they suggest using a bright billboard. 
Additionally, they advise the use of RGB(235, 235, 235) and 
RGB(16, 16, 16) respectively for the white and black color to 
prevent too bright experiences and to make the black visible 
on OST displays.

3.4 � Text appearance and segmentation

Three reading methods will be discussed in this section: the 
paragraph presentation, the scrolling method, and the Rapid 
Serial Visual Presentation (RSVP). The former is the text 
displayed at once or per paragraph, but the studies rarely 
used more than one paragraph. The second is a presentation 
line-by-line. The latter is a method introduced by Forster 
(1970) that quickly presents the text word-by-word.

Specific to VST displays – Rzayev et al. (2021) advised 
the use of RSVP for short texts when the user must move 
in and interact with the world. In contrast, for a primary 
task without movement or a long text, they suggested the 
paragraph presentation. In addition, Kojic et  al. (2022) 
recommended one or two maximum columns while Wang 
et al. (2020) recommended a minimal line spacing of 1.5. 
Finally, Tsunajima and Nishiuchi (2020) determined that 
the number of characters in one line is an important factor 
of readability, too many characters lead to the user being 
unable to read those on the sides. One effect of this is that 
more frequent head movements are required to scan the text, 
implying more fatigue and higher reading time. This issue 
was also observed by Dingler et al. (2018), who proposed 
40 ± 6.6 characters in width and 7.3 ± 1.7 lines. Wei et al. 
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(2020) fixed the field of view of the view box between 25.4° 
and 28.1° according to users’ preference.

Specific to OST displays – Rzayev et al. (2018) evaluated 
two reading methods when walking and sitting. The results 
showed a preference for the scrolling method when walking 
and for the RSVP method when sitting. Falk et al. (2021) 
recommended to write the text in several short lines rather 
than a single long line.

From Grey Literature – Google (2023) and Microsoft 
(2023a,b,c) recommend using 2D text rather than 3D text 
because the extrusion deteriorates the readability of the text. 
Additionally, at a small font-size, they do not suggest thin 
or light weight text as it is more sensible to flickers and 
vibrations. Conversely, huge bold fonts do not allow proper 
discernment of the letters. In terms of letters recognition, 
Google (2023) advises ensuring sufficient space between 
them and to not use a halo that causes blur. Finally, Oculus 
(2023a,b) recommends left-aligning the text without justi-
fying it, making text lines short, and subdividing text into 
sections.

3.5 � Anchor

An anchor is the element to which another element is 
attached to define its position and rotation within the vir-
tual world. We found four different anchors in the included 
papers: the world-anchor (see Fig. 4a), the edge-anchor 
(see Fig. 4b), the screen-anchor (see Fig. 4c), and the 
body-anchor (see Fig. 4d). The first fixes the position and 
rotation of the text at a specific location in the world. The 

second is equivalent to the first, with the text oriented in 
permanence towards the user. The third fixes the position 
and rotation of the text relatively to the user’s head. The 
last fixes the position and rotation of the text relatively to 
the user, but contrarily to the previous one, it is related to 
the body and not the head.

Specific to VST displays – Rzayev et al. (2021) recom-
mended the edge-anchor or screen-anchor for the RSVP 
method and the edge-anchor or world-anchor for the para-
graph presentation. However, Kobayashi et  al. (2021) 
observed a preference for the world-anchor rather than 
the edge-anchor.

Specific to OST displays – Woodward et  al. (2020) 
and Klose et al. (2019) recommended the world-anchor 
or body-anchor for non-essential information and every-
day use, while the screen-anchor should be used for more 
important information or dual tasks (e.g., walking and 
reading simultaneously) needing permanent visual moni-
toring. Fukushima et al. (2020) suggested, for a walking 
user, the world-anchor when head movement is not critical 
and the screen-anchor when head movement is critical. 
Borg et al. (2015) explained that when walking, the human 
body activates some mechanisms to counterbalance move-
ments such as those of the head and stabilize the user’s 
view. According to them, it is a reason why the world-
anchor should be favored over the screen-anchor. The lat-
ter generates retinal slip detrimental to the readability. Lee 
et al. (2023) recommended the body-anchor rather than the 
screen-anchor for textual notifications since it is better for 
comprehension and walking performance.

(b) Edge-anchor(a) World-anchor

(d) Body-anchor(c) Screen-anchor

Fig. 4   Illustration of the four anchors: a world-anchor, b edge-anchor, 
c screen-anchor, and d body-anchor. The dotted arrow indicates that 
the user has moved. The green arrow in edge-anchor b indicates that 

the text is always oriented toward the user. The green color on the 
user's body c,d indicates which part of the user's body the text fol-
lows. (Created with Adobe Illustrator)
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From Grey Literature – Google (2023) recommends the 
use of screen-anchor only for crucial information or short 
texts.

3.6 � Position

Specific to VST displays – Shimizu et al. (2021) tested dif-
ferent methods to adapt the position of the text depending 
on the user point of attention. The results showed that play-
ing on the vertical and horizontal axis is better than play-
ing on the depth. In their paper, the vertical and horizontal 
axis represent the surface of a sphere centered on the user 
while depth corresponds to the sphere radius. Orlosky et al. 
(2013) observed a user tendency to place text 5.6° below 
screen center. Similarly, Dingler et al. (2018) observed a 
text position on a billboard at -1 ± 2.6° from the horizontal. 
They also define two formulas for minimal and maximal 
distance vergence (see Eqs. 1 and 2) to be in acceptable 
range of vergence-accommodation conflict. The vergence-
accommodation conflict occurs when the vergence distance 
(i.e., distance to the object) mismatches the accommoda-
tion distance (i.e., focal distance) such as on augmented and 
virtual reality headsets. dv is the vergence distance, df is 
the focus distance, mnear, mfar, Tnear, and Tfar are the slopes 
and intercepts of the upper and lower bounds of vergence-
accommodation comfort when considering vergence and 
focus on diopters.

Nevertheless, they observed that users often chose a dis-
tance beyond dvmax and then proposed a distance between 
1 and 10 m with an ideal distance of 3 m on an HMD with 
a focal distance of 1.3 m. Kojic et al. (2022) recommended 
a depth of 6.5 m rather than 1.5 m for a panel of long text. 
Finally, Buttner et al. (2020) determined that a rotation 
of the text above 60° around the vertical axis (left, right) 
impacts significantly the readability.

(1)dv min =

df mnear

1−T
near

df

(2)dv max =

df mfar

1−T
far
df

Specific to OST displays – Research on OST displays is 
focused on the screen-anchor position. Klose et al. (2019) 
and Rzayev et al. (2018) determined that, for secondary 
information or too much complexity in the background, the 
text should be placed at the top-right, and, for primary infor-
mation or dual-task needing a permanent monitoring, the 
text should be placed at the bottom-center. Lee et al. (2023) 
recommended placing notifications at 10° under the hori-
zontal line. Koide et al. (2022) advised the use of a vertical 
alignment based on the head-movement for smaller depth 
(0.45 m) when walking. However, they observed that its util-
ity decreased with increasing depth (0.75 m and 1.5 m). For 
the depth, Woodward et al. (2020) advised against a too long 
depth (0.5 m) because the information is then considered 
secondary and does not need to remain fixed to the user 
view. So, it is recommended to use the world-anchor in this 
case. Gabbard et al. (2019) recommended a small distance 
(e.g., 2 m) to prevent context and focal switching. Arefin 
et al. (2022) concluded that context switching had no effect 
on task performance but increases fatigue.

From Grey Literature – Google (2023) defines the com-
fortable area of view between 30–35° and 120° when rotat-
ing the head. The center of the view is ± 6° under the hori-
zontal line. In Table 2, they propose the placement of text 
according to the type of information. The viewing angle 
defines whether the text is always facing the user even if 
they move around it. The text state determines whether the 
text moves with the user. The user’s state indicates whether 
the user remains still or is moving. The distance to the 
user is also indicated in the table. On this topic, Microsoft 
(2023a,b,c) recommends a minimum of 0.4 m and a com-
fortable area between 1.25 m and 5 m. Oculus (2023a,b) 
indicates that an arm length of depth is sufficient.

3.7 � Fonts‑type

Specific to VST displays – Dingler et al. (2018) recom-
mended the Arial (sans-serif) font for English text rather 
than Times New Roman (serif) font. Kobayashi et al. (2021, 
2022) focused on Japanese characters. In their first work, 
they observed that Yu Mincho (serif) font is significantly 

Table 2   Propositions of text placement by Google (2023) according to the type of text

Type of text Distance to user Viewing angle Text state User’s state Examples

“Text in hud” 0.5 – 1.5 m Fixed Stationary, moving Still, moving Time, notifications, text, updates, music track 
name

“Text for long reading” 0.5 – 5 m Fixed, variable Stationary Still Descriptions, articles, long-form reading
“Sticky info text” 0.5 – 5 m Variable Stationary Still Info over real-world objects
“Signage text” Beyond 5 m Variable Stationary Still, moving Signages, billboards
“Responsive text” 0.5 – beyond 5 m Variable Stationary, moving Still, moving Navigation markers, responsive ads
“Ticker text” 0.5 – beyond 5 m Fixed, variable Moving Still, moving News, long-runing info, ads
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better than Yu Gothic (sans-serif) font. Their later work 
highlighted a tendency for the Antigothic font family to be 
more readable and less fatiguing than the Mincho and Gothic 
font families.

Specific to OST displays – Zhao et al. (2017) suggested 
the use of Verdana (sans-serif) font compared to Times New 
Roman (serif) for people with moderate or severe low vision.

From Grey Literature – Oculus (2023a,b) indicates that 
sans-serif fonts are more legible than serif or stylized fonts. 
However, Google (2023) agrees with that statement only for 
high-contrast serif typefaces. Moreover, they recommend 
low to moderate typefaces that require fewer pixels for pre-
senting details. In general, they recommend using fonts with 
wider letters and that are not condensed due to the impor-
tant impact of the depth on the readability. For that, they 
advise against Helvetica and Univers fonts. Yet, Microsoft 
(2023a,b,c) recommends the former with the Segoe UI and 
Arial fonts. Additionally, Microsoft (2023a,b,c) recommends 
limiting to two fonts family. Finally, Oculus (2023a,b) sug-
gest using OpenDyslexic, Arial or Comic Sans fonts.

3.8 � Fonts‑size

Whether on OST or VST displays, Kruijff et  al. (2019) 
observed that users preferred a font-size larger for text at 
the edge of the field of view than for text at the center. To 
describe writing sizes, we have converted all paper sug-
gestions to the angular unit named Distance-Independent 
Millimeters (dmm) (Google 2017). dmm consists of x mil-
limeter at one meter of distance where x is the coefficient of 
the unit [e.g., 1 dmm = 1 mm at one meter or 2 mm at two 
meters (Google 2017)].

Specific to VST displays – In regard to the Latin alpha-
bet, Dingler et  al. (2018) recommended a font-size of 
32 dmm ± 11 dmm for a capital letter and 41 dmm ± 14 dmm 
for a body text. Similarly, Hoffman et al. (2019) suggested a 
comfortable font-size of 26 dmm for label (capitalized) and 
body text. Additionally, they observed a correlation with the 
contrast of the text. The more the contrast decreases under 
the minimal value, the bigger the font-size must be to com-
pensate. As for Kojic et al. (2020), they obtained similar 
results for short texts (2 words) with a font-size of 30 dmm, 
but for longer texts between 21 and 51 words, the needed 
font-size is reduced to 17 dmm. The explanation given by 
the authors was that participants consider the short text as 
a title and, therefore, gave it a larger preferred size. Dewitz 
et al. (2021) aligned themselves with these results, while 
they found a comfortable font-size of 15 dmm. Additionally, 
Agic et al. (2022) proposed a font-size of 32-40 pt at 5 m, 
36-56 pt at 10 m, and 56-68 pt at 15 m on an HTC Vive.

Considering logographic alphabet, Kobayashi et  al. 
(2021) recommended a visual angle between 19 and 21 dmm 

while Wang et al. (2020) proposed a font-size of 12 pt or 
more at 0.5 m on a Samsung Gear VR.

Specific to OST displays – Erickson et al. (2021) observed 
a positive correlation between the depth and the font-size. 
Borg et al. (2015) recommended a font-size between 5 and 
17 dmm when standing. If the user must walk, the lower 
limit becomes 9 dmm. They also observed that the font-size 
of screen-anchor text was more affected at the extremity of 
the range than world-anchor text. Renkewitz et al. (2008) 
observed a minimal font-size of 16 dmm to reach a maximal 
2-s recognition time. They also concluded that recommenda-
tions on font-size for desktop may be applied to HMDs. Gab-
bard et al. (2019) observed a minimal font-size of 5 dmm 
for text at 6 m of depth. Finally, Zhao et al. (2017) recom-
mended a minimal font-size of 100 px at 3 m on an Epson 
BT-200 for people with moderate or severe low vision.

Considering logographic alphabets, Chang et al. (2019) 
observed a mean font-size of 4 dmm, but to reach the 99th 
percentile legibility threshold, the font-size must be to 
7 dmm. However, they observed, on the one hand, that the 
more strokes in the character, the more the font-size must 
be large, and, on the other hand, the more components in 
the character (i.e., separated groups of strokes), the easier 
to read the character is.

From Grey Literature – First, Microsoft (2023a,b,c) 
indicates not to rely on computer font-size because of the 
impact of depth. Second, Oculus (2023a,b) suggests begin-
ning with a font-size of 10% of the screen and adapt to the 
requirements. Microsoft (2023a,b,c) defines a comfortable 
font-size between 11 and 14 dmm at 0.45 m and 11 dmm 
and 13 dmm at 2 m. Finally, the font-sizes recommended by 
Google (2023) are presented in Table 3.

4 � Results by aggregation of text parameters

We aggregated the parameters that were intrinsically related. 
On the one hand, these are the text drawing style and the 
color (see Fig. 5), and, on the other hand, these are the 

Table 3   Font-sizes recommended by Google (2023) depending on the 
type of text

Type of text Weight Font-
size 
(dmm)

Headline Regular 40
Title Medium 32
Subheading Regular 28
Body 2 Medium 24
Body 1 Regular 24
Caption Regular 20
Button Medium 24
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anchor and the position (see Fig. 6). As for the other param-
eters, they do not depend on a sequence of decisions to be 
taken, are not sufficiently studied, or are subject to too many 
contradictions in the literature to propose a clear decision 
tree. In addition, while it is true that contrast and font-size 
are related, as observed by Gattullo et al. (2014), it is a ques-
tion of balancing the two to reach a sufficient readability 
threshold. Similarly, font-size and depth are related, since 
the font-size is expressed in angular units, it will automati-
cally adapt to the choice made for the distance between the 
user and the text.

The two decision trees are represented in Figs. 5 and 6. 
They start with the green node “Start” and finish with the 
green nodes containing the list of guidelines for the choices 
made according to the route. The yellow blocks represent 
decisions, while the blue blocks represent major choices to 
respect. Numbers in square brackets refer to a set of docu-
ments that are the source of the guideline. In Fig. 5, the 
choice of device is the first question, as it determines the 
rest of the process for the text drawing style and color. On 
the contrary, in Fig. 6, we hypothesized that results for both 
types of display may be merged since it does not seem to 
depend on device-related criteria. The decision trees illus-
trate that there is still room for further research to improve 
the guidelines. For example, in Fig. 5, we observed, on a 
VST display, that for a billboard without semantic on the 
color (see bottom-right part of the figure), the designer must 
choose which literature they follow among three exclusive 
possibilities: (1) (Debernardis et al. 2014; Gattullo et al. 
2015; Dingler et al. 2018; Kruijff et al. 2019), (2) (Erickson 
et al. 2020b), and (3) (Kojic et al. 2022).

5 � Discussion

In this section, we provide a detailed discussion on the 
three research questions. For each, we present the results 
obtained from our literature review and we elaborate on 
future research avenues these results open.

5.1 � Research question 1: Text parameters

The first research question is: “What are the different text 
parameters and how to tune them to maximize the read-
ability of a text?”. We identified seven parameters in the 
literature: text drawing style, color, anchor, position, font-
type, font-size, and text appearance and segmentation. We 
observed that the text drawing style and the color, as well as 
the anchor and the position were respectively intrinsically 
related. Furthermore, we also found a relationship of bal-
ance between the contrast and the font-size. The lower the 
contrast, the larger the font-size needs to be. In addition, we 

identified an intrinsic relation between the font-size and the 
depth, but the use of angular units for the first allows them 
to be treated separately.

Concerning the drawing style of the text, a consensus 
was reached in the literature to favor the use of billboards 
(i.e., a panel box behind the text) except when the occlu-
sion is a problem for the user. In that case, authors recom-
mend the use of a plain text style, since the outline style and 
shadow style do not present better performance. On Video 
See-Through (VST) displays, a small outline can be added 
to improve readability. Regarding the shadow style, it was 
studied once on Optical See-Through (OST) displays. In 
terms of color, on OST displays, the light-additive property 
implies the use of negative polarity. In comparison, on VST 
displays, the literature is more divided, advising both posi-
tive and negative polarity. However, for both displays, the 
colors that stand out most are white for the text and blue for 
the billboard. In case color has semantics, it is recommended 
to assign the semantically meaningful color to the billboard.

Regarding the anchor of the text, research on VST dis-
plays is more concerned with the way the text is presented, 
while research on OST displays is more concerned with the 
type of text and the simultaneous movement of the user. 
Generally, when it comes to short text such as notifications 
or dashboard-type information, it is recommended to use a 
screen-anchor approach. For long text or text associated with 
objects, previous works recommend the use of world-anchor 
or edge-anchor texts. Nevertheless, some studies demon-
strated that the human body has a system for balancing eye-
sight when walking, which conflicts with the screen-anchor. 
In terms of position, the center of the view is located at ± 6° 
below the horizontal line. Text is also recommended at the 
bottom of the view when attached to the user's view. Addi-
tionally, most of the text should be displayed at minimum 
0.4 – 0.5 m and maximum 5–10 m. Once again, the type of 
text will influence the depth at which it is placed. In Sect. 4, 
we hypothesized that the results from both types of display 
may be merged, but this should be verified in future works.

Considering the font-type, the White Literature seems 
to indicate that fonts with too much detail, such as the serif 
family, should be avoided. However, while some Grey Lit-
erature sources support this idea, others reject it. Some fonts 
have been recommended, but again the literature does not 
always reach consensus on this. Yet, the Arial font remains 
a standard choice. In terms of font size, all surveyed studies 
found different numbers. Recommendations vary between 
5 and 17 dmm, with some going as high as 40 dmm. This 
recommendation applies to both Latin and logographic 
alphabets. It must however be noted that in this survey we 
presented only comfortable thresholds instead of minimal 
font sizes. Additionally, some works give their recommenda-
tions in a unit that depends on the pixel size, and thus on the 
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Fig. 5   Decision-tree to select the right text drawing style and color for a text. (Created with draw.io)
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Fig. 6   Decision-tree to select the right anchor and position for a text. (Created with draw.io)
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device used. These are complicated to compare with other 
works that use angular units. Last, it is not clear how dis-
tance influences the minimum and maximum bounds, even 
if these are expressed in angular units. Do they remain fixed, 
or are they dependent on a distance-based function? The 
vergence-accommodation conflict could potentially play a 
role in favor of the second proposal, but this remains to be 
verified in future research.

We grouped under the text appearance and segmentation 
label all guidelines that have not been sufficiently studied to 
have their own category, such as line spacing, weight, text 
length, number of columns, text alignment, and presentation 
mode. The extent of their impact on readability is unclear 
and needs further study. Classifying parameters by order of 
importance could also help designers to better control their 
experiences, while letting them indulge their artistic creativ-
ity. From the results, we can already conclude that contrast, 
depth, and font size are critically important, but the question 
remains open for other parameters, calling for novel research 
in these still shady areas.

In view of the answer to the first research question, we 
recommend focusing future research efforts on four different 
avenues: (1) better define the rules around parameters under 
the text appearance and segmentation label, (2) clarify the 
range of optimal text size, (3) define which results obtained 
on VST (resp. OST) displays can also be applied on OST 
(resp. VST) displays without repeating the study, and (4) 
define a taxonomy of text usage and associate readability 
rules to each.

5.2 �  Research question 2: Contextual constraints

The second research question is: “What are the contex-
tual constraints to consider when designing an application 
including texts?”. We determined six constraints: the type of 
display, the background texture, the background illuminance, 
the user’s task, the dual task such as walking, and the user’s 
body. However, the type of display and the background illu-
minance are intrinsically related.

As already discussed, the type of display impacts the 
way the device renders the text, but also on which devices 
the guidelines were tested. Gattullo et al. (2014, 2015) and 
Debernardis et al. (2014) recommended using OST displays 
with an ambient illuminance of less than 1,000 lx and VST 
displays with an ambient illuminance of more than 1,000 lx. 
In the case of OST displays, the light-additive property does 
not allow the device to be exposed to too much light. In the 
case of VST displays, the cameras normalize brightness, 
making dark environments too dark to use the headset. Nev-
ertheless, this does not prevent them from being used below 
1,000 lx, but there is a preference for OST displays. Addi-
tionally, too low light (10–12 lx) is not suitable for OST dis-
plays (Kim et al. 2019). Concerning the background texture, 

it impacts the readability of text only when the contrast is 
low or when the texture is complex (Leykin et al. 2004; Gab-
bard et al. 2006). On one hand, as with conventional devices 
(i.e., computer or mobile), the color difference between the 
text and the background on which it is read must be suffi-
cient to determine the outline of the letters. On another hand, 
Gabbard et al. (2006) determined that it was the complex-
ity of the background in the area close to the text that had 
an impact on its reading, rather than the complexity of the 
background in general. In their experience, they observed 
that participants obtained good results with the brick wall 
because they place the text on a single brick that presents a 
degree of homogeneity. Therefore, the readability of a text 
depends on the disturbance of the background texture close 
to the text, generating variation in contrast between the two. 
However, the designer can have a control on that using either 
dynamic algorithms such as the ones proposed by Gabbard 
et al. (2010), Sridharan et al. (2013), and Hincapie-Ramos 
(2014, 2015), or classifiers (Scharff et al. 1999; Leykin and 
Tuceryan 2004; Tanaka et al. 2008; Manghisi et al. 2017).

Regarding the user’s task and dual task (e.g., walking and 
reading simultaneously), there is no doubt about the impact 
on text readability. However, there is a need for more in-
depth analysis, especially on the user’s task. At present, the 
only interest is in knowing whether the occlusion will be a 
problem for the user. For the dual task, it was demonstrated 
that the more the dual task needs attention, the more the 
readability decreases (Klose et al. 2019). Additionally, Wei 
et al. (2020) identified a trade-off between the ease of read-
ing and an immersive reading experience. In this respect, the 
task and its context can help define the level of immersion 
required.

Last, similarly to desktop UIs, the user’s body has a 
significant impact. First, when walking, the view is auto-
matically balanced to avoid too much jerking that is incom-
patible with certain anchoring methods. Second, the ver-
gence-accommodation conflict plays an important role in 
the reading of text. Dingler et al. (2018) offer formulas for 
determining a range of acceptability, but the problem is to 
find solutions that play on the focus of the device. Therefore, 
in future work, it would be interesting to look at solutions 
based on more than just the text itself. Apart from this, sev-
eral studies have reported that the user does not always make 
appropriate choices in relation to measures such as accuracy 
and reading speed (Gattullo et al. 2015; Kim et al. 2019). 
Additionally, Zhao et al. (2017) concluded that “if a sighted 
person can use the AR glasses while walking, it is also feasi-
ble for a low vision person to use the glasses while walking”.

In regard to the answer to the second research question, 
we recommend pursuing future research efforts on two main 
avenues. First, the hardware development of displays should 
eventually solve several of the above-mentioned problems. 
For instance, successfully combining the strengths of both 
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types of devices, either with special lenses or with a trans-
parent VST screen. Secondly, the use of algorithms com-
bined with sensor data could help reduce environmental 
and/or user’s metabolic problems such as those trying to 
counterbalance the walk or the brightness of the background.

5.3 �  Research question 3: Gap between white 
and grey literature

The third research question is: “What is the gap between the 
White and Grey Literature in the guidelines proposed on text 
readability?”. Among the sites we visited, only three device 
manufacturers have guidelines on text readability in their 
documentation. On the color, contrast, text drawing style, 
font-type, and font-size, the literatures are similar, but for 
the rest, they tend to talk about one side but not the other, 
and vice versa. This observation strengthens the case for 
including Grey Literature in a literature review like ours. 
Additionally, it seems that the White Literature is more 
comprehensive, showing signs of difficulty in transferring 
information from the scientific side to the industrial side. 
However, we observed that Google (2023) cites the works 
of Gabbard et al. (2006) and Gattullo et al. (2015). Their 
documentation also appears to be written by, or at least with, 
an independent researcher (Niteesh 2023). Just how much of 
this documentation is based on scientific sources is unclear. 
Perhaps, if it is not already the case, documentation should 
be written more often in collaboration with researchers, and 
thus, promote popularization through media other than sci-
entific books, articles, and conferences (or at least reference 
these works in documentation). Another approach would be 
to offer works like this one, and above all continuing to keep 
it up to date regularly on a platform, to facilitate access to 
scientific research in industries and, possibly, directly to the 
public. However, the question of who would be responsible 
for such a project remains difficult to answer. Besides, we 
observed a more rigorous classification of text from the Grey 
Literature than the White Literature. As already discussed in 
Sect 5.1, , it would be interesting to use such a classification 
in the future, to indicate more clearly what type of informa-
tion is being studied. In fact, it has been shown that require-
ments differ according to the role of the text.

5.4 � Limitations

Variability in experimental protocols makes it difficult to 
collate and compare results from dozens of papers, since 
the number of parameters involved is too large. We decided 
not to apply quality criteria, even if some papers contradict 
themselves. In such cases, we chose to take the version that 
was presented in their discussion. It would be interesting in 
future work to generalize and confirm the results obtained 
to date. Even more so as the question arises as to whether 

some of the results achieved on older headsets are still rel-
evant today, given the technological advances of today's 
headsets. Similarly, the question will arise in the future with 
recently published papers. Eventually, we will need to be 
able to determine more precisely the impact of hardware on 
results. Additionally, the nomenclature associated with text 
readability domains is diverse and varied, a problem also 
highlighted by Erickson et al. (2020b).

Furthermore, we limited our scope to papers that studied 
Head-Mounted Displays (HMDs). Nonetheless, some works 
on other devices, such as Head-Up Displays (HUDs), present 
results that may be applied to HMDs. According to Ren-
kewitz et al (2008), this is the case for font size guidelines 
on desktop systems, but it is a conclusion that has not been 
shared by all works dealing with this text parameter. It is 
also possible to include all the literature on classifiers that 
try to determine the readability of text based on images. If 
we study the criteria used by the best-performing models, we 
may discover or confirm results obtained via more conven-
tional approaches, such as the work included in this survey.

Finally, we have included results from analyses such as 
reading speed or number of errors, as well as results from 
user preferences. However, for the latter, it is well known 
that many social, cultural, and other factors have a major 
impact on results. Additionally, Gattullo et al. (2015) and 
Kim et al. (2019) demonstrated that users do not always 
make the choice of performance. A whole area of research 
remains to be carried out to verify the results and determine 
the relationship between readability and enjoyment.

6 � Conclusion

We conducted a multivocal literature review to identify 
the list of text parameters that can be tuned to improve text 
readability, as well as the associated contextual constraints, 
in order to propose an up-to-date state of knowledge and 
guidelines. We adopted a multivocal protocol to include the 
Grey Literature of high control and credibility. In total, we 
found seven text parameters and six contextual constraints. 
The most important ones are the contrast (i.e., related to 
the text drawing style and color), the font-size, the anchor, 
and the position. They are impacted by the background, the 
role of the text and the user’s body, such as the vergence-
accommodation conflict. Nevertheless, the guidelines per-
taining to those parameters seem complete and accepted by 
the community, except for some minor points. The same 
cannot be said for the other parameters, which are either 
under-researched or the subject of contradictions among 
scholars and/or practitioners. In addition, this research also 
highlighted a lack of communication of guidelines from 
White Literature to Grey Literature. All in all, this survey 
has gathered numerous guidelines for text design on OST 
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and VST HMDs. They have been brought together to form a 
guide, assisting designers in the choice of the best solution 
for the context in which text is to be used. This will be of 
use both for researchers wishing to extend this research, and 
for designers wishing to ensure the readability of their texts 
in their applications. Finally, we conclude with the proposi-
tion of future research directions to extend the results and to 
promote them outside scientific publications.
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