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Extended Formulations for Sparsity Matroids
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Abstract

We show the existence of a polynomial-size extended formulation
for the base polytope of a (k,¢)-sparsity matroid. For an undirected
graph G = (V, E), the size of the formulation is O(|V'||E|) when k > ¢
and O(|V|?|E|) when k < ¢. To this end, we employ the technique
developed by Faenza et al. recently that uses a randomized communi-
cation protocol.

1 Introduction

Let k, /¢ be integers such that 0 < ¢ < 2k — 1. A simple undirected graph
G = (V,E) is (k,0)-sparse if |F| < max{k|V (F)| — ¢,0} for every F' C E,
where V (F) refers to the set of vertices in G that are incident to at least
one of the edges in F. Furthermore, G is (k,{)-tight if it is (k, ¢)-sparse and
|E| = max{k|V|—¢,0}.

Fix such k and ¢. For a simple undirected graph G = (V, E), consider
the family F, o(G) C 2F of all edge subsets F' C E such that Gp = (V, F) is
(k,€)-tight. It is known that Fj, (G) is the base family of a matroid, called
the (k,0)-sparsity matroid of G mﬁl Sparsity matroids naturally appear
at various places in discrete mathematics, especially in combinatorial opti-
mization and combinatorial rigidity: The family of spanning trees forms a
(1, 1)-sparsity matroid; The family of spanning 1-trees forms a (1, 0)-sparsity
matroid; The family of disjoint unions of k£ spanning trees forms a (k, k)-
sparsity matroid [8]; The family of generically minimal rigid subgraphs in the
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n some papers and books, a sparsity matroid is also called a count matroid [3].
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plane forms a (2, 3)-sparsity matroid [6]; A ((d;rl), (d;rl))—sparsity matroid

is a key for analyzing the rigidity of d-dimensional body-and-bar frame-

works [11].

We consider the following base polytope of a (k, ¢)-sparsity matroid:
Ppy(G) = conv({xr € R” | F € Fiy(G)}),

where x is the incidence vector of F. Then, Py ¢(G) can be written as

Z zre < max{k|X|—¢,0} forall X CV,
ecE(X)
Pio(G) = = €RY | S0 — max{k|V| 1,0}, )

eck
e >0 forallee

where E(X) refers to the set of edges in G that join two vertices in X [3].
Note that if X C V satisfies k| X|—¢ < 0, then the inequality ZeeE(X) Te <
max{k|X| — ¢,0} does not define a facet of Py, ¢(G).

The main purpose of this paper is to give a compact extended formulation
of Pk;’g(G)

Let P C R be a convex polytope. An extended formulation of P is a
polytope @ C R¥, k > d, such that there exists a linear projection m: R¥ —
R? with 7(Q) = P. The size of an extended formulation @ is the number
of facets of (). For several cases, the size of an extended formulation can be
much smaller than the size of the original polytope. For example, while the
description of the spanning tree polytope by Edmonds [I] uses exponentially
many inequalities, Martin [7] gave an extended formulation of that polytope
of size O(n3), where n is the number of vertices. However, as Rothvof
[9] showed, there exists a 0/1-polytope P in R? such that any extended
formulation of P has size exponential in d. Rothvof [9] further noted that
there exists a matroid polytope with such a property. However, since his
proof was based on a counting argument, no explicit matroid with such a
property was given. Since the spanning tree polytope is the base polytope
of a matroid, these previous results give rise to a question on which classes
of matroids admit compact extended formulations and which classes do not.
Since Py ¢(G) is the base polytope of a matroid, this paper gives another
class of matroids that have compact extended formulations. We here note
that Goemans [4] gave a compact extended formulation of permutahedra,
which are the base polytopes of polymatroids.

Our proof is based on a technique proposed by Faenza et al. [2]. In their
method, we design a randomized communication protocol that computes
the slack matrix of a polytope in expectation. The number of exchanged
bits will determine the size of an extended formulation. Indeed, Faenza et
al. 2] gave an alternative proof of a result by Martin [7] on the spanning
tree polytope, and our proof can be seen as a generalization of their proof.



Our protocol gives an extended formulation of size O(|V||E|) when k > ¢,
and O(|V?|E|) when k < £.

2 A randomized communication protocol

Here, we give a brief overview of the technique based on a randomized
communication protocol by Faenza et al. [2]. For a detailed and precise
account, we refer to the original paper.

Let P C R? be a polytope, with its extreme points {z1,...,2,} C R%
Suppose that P is represented as

P={xcR?| Az < b}

for some A € R™*% and b € R™. We denote the i-th row of A by a; and
the i-th entry of b by b;. We assume that each inequality a;x < b; in the
description defines a facet of P. With this assumption, the description of P
is unique up to scaling (i.e., a scalar multiplication of each row).

The slack matriz of P is a non-negative matrix S € R™*" defined as

Si,j == bz - CLZ'ZJ‘

for every i € {1,...,m} and j € {1,...,n}. Namely, each row of S corre-
sponds to an inequality (or a facet) that defines P, and each column of S
corresponds to an extreme point of P. Since an extreme point belongs to P,
it holds Az; < b for each j € {1,...,n}, and therefore S; ; = b; — a;z; > 0
for every ¢ € {1,...,m} and j € {1,...,n}.

We consider the following (cooperative) game. Alice and Bob act as
players. Before the game starts, the polytope P is known to both players
with its set of extreme points and its set of facet-defining inequalities. When
the game starts, Alice secretly receives one of the facet-defining inequalities,
for example, the i-th inequality a;z < b;, which is not visible to Bob, and
Bob secretly receives one of the extreme points, for example, the j-th ex-
treme point z;, which is not visible to Alice. In the course of the game,
they are allowed to communicate by exchanging information. They are also
allowed to use private random bits. The players can agree with the way of
communication (or a randomized communication protocol) before they start
a game. The goal of Alice and Bob is to output the 7, j-th entry S; ; of the
slack matrix at the end of the protocol. Note that the output can be made
by either player, but at the end of the protocol when the player outputs a
value, he or she cannot use a random bit.

Since they are allowed to use random bits, the output may be wrong.
Therefore, we only require them to output S; ; in expectation. Namely, the
protocol computes S in expectation if the expectation of the output (over
the random bits used by Alice and Bob) is equal to \S; ; when Alice owns
a;xz < b; and Bob owns z;.



In a trivial protocol, Bob sends the whole information of z; to Alice, and
Alice directly computes b; — a;z; and output it. This computes S without
any error, but the number of exchanged bits is large. We want to design a
protocol that computes S in expectation with small number of exchanged
bits.

Faenza et al. [2] characterized the size of an extended formulation by the
complexity of such a communication protocol.

Proposition 1 (Faenza, Fiorini, Grappe, Tiwary [2]). Let P be a polytope
with the slack matriz S. Then, there exists a randomized communication
protocol that computes S in expectation with exchanging at most [logy |
bits of information if and only if there exists an extended formulation of P
of size at most r.

Their proof is indeed constructive, and from a randomized communica-
tion protocol we may obtain an extended formulation.

3 A protocol for sparsity matroids: when k >/

To use Proposition [Il, we design a randomized communication protocol that
computes the slack matrix of Py ¢(G) in expectation. We may assume that
|V| > 2 since otherwise the size of an extended formulation is constant.
Alice holds a vertex subset X C V with k| X|—¢ > 0 and |X| > 2 that
specifies a facet of Pk,g(G)E and Bob holds an edge subset F' € Fj, ((G) that
specifies an extreme point of P ;(G). Then, the slack Sx r is evaluated as

Sx.r =k X| - — |FnE(X)|.

We first describe a protocol when k£ > £. In the sequel, p(v) denotes the
in-degree of v.

Protocol A
Step 1: Alice sends a vertex x € X to Bob.

Step 2: Bob orients the edges of F' in such a way that p(z) = k— ¢ and
p(z) = k for all z € V' \ {z}. Then, Bob picks an oriented edge
(u,v) of F uniformly at random and sends it to Alice.

Step 3: Alice outputs k|V| — £ if u ¢ X and v € X, and outputs 0
otherwise.

*We do not require that all such vertex subsets X define facets of Py ¢(G), but we
assume the set X that Alice holds defines a facet.



Note that £ — ¢ > 0 since k > /.

The number of exchanged bits is [log|V|] at Step 1 and [log |E|] +1 at
Step 2. Thus, by Proposition [l this protocol gives an extended formulation
of Py, ¢(G) of size O(|V||E|) if this is a correct protocol.

To complete the proof, We will argue (1) the protocol can always be
performed (in particular, the orientation by Bob can always be found), and
(2) the protocol computes the slack matrix in expectation.

3.1 Feasibility of Step 2

We will show that Bob can always orient the edges of F' as described in
Step 2.

Lemma 1. Let k,? be integers such that 0 < ¢ <k, H= (V,F) be a (k,0)-
tight graph with |V| > 2, and x € V' be an arbitrary vertex of H. Then, H
has an orientation H = (V,F) such that p(z) = k — € and p(z) = k for all
ze V\{x}.

To prove the lemma, we use the following theorem by Hakimi [5].

Lemma 2 (Hakimi). Let H = (V, F) be an undirected graph and m(v) be
a non-negative integer for every v € V. Then, H has an orientation such
that p(v) = m(v) for all v if and only if

|F| = Z m(v) and |F(X)| < Z m(v) forall X CV, (1)
veV veX

where F(X) denotes the set of edges in F' that joins two vertices of X.

Proof of Lemma[dl. Tt suffices to verify the condition (). Let x € V' be an
arbitrary vertex, and set m(z) = k — ¢, and m(z) = k for all z € V' \ {z}.
Then, the first condition follows since

Y om) =k(V|=1)+ (k=) = k[V| -t = |F],
veV

where the last equality is a consequence of (k, £)-tightness. To see the second
condition, let X C V be an arbitrary vertex subset. If |X| > 1, then we
have

S (o) = k(X = 1) + (k- £) = k[ X| — > |F(X)].

veX
Here, the first equality follows since k > £ and the last inequality is a
consequence of (k,£)-sparsity. If | X| = 0, then

> mv) =0=|F(X)|.
veEX

Thus, the condition () holds in both cases. O



3.2 Correctness

We now prove that the expected output of the protocol is the slack Sx r =
k|X|— ¢ —|F N E(X)|. Let F be the orientation of F' obtained at Step 2.
Then, since = € X, it holds that

> o) =k(X| = 1) + (k—€) = k| X| - ¢
veX

On the other hand, since the left-hand side counts the number of oriented
edge that has its head in X,

> o) ={(w,v) e Flue X,ve X}H+{(uv) € F|ugXveX}
veX
= |FNEX)|+|{(u,v) e F|ugX,ve X}

Therefore, the slack is the number of edges (u,v) in F that enter X from
V\ X:

Sx.r=k|X| 0~ |FNEX)| = |{(u,v) € F|ug X,ve X}
At Step 2, an edge (u,v) € F is chosen uniformly at random. Therefore,

[{(u,v) e Flug X,ve X}
||

Priug X and v e X | (u,v) € F] =

Sx.F
WV =€

Therefore, the expected output is exactly

Sx. r Sx,F
BV —0) =22 40 (1- 25 ) = 5y p.
(V=0 MV —¢ " ( k|V|—€> o

By the argument above, together with Proposition [I, we have finished
the proof of the following theorem.

Theorem 1. Let k,¢ be integers such that 0 < ¢ < k, and G = (V,E)
be a simple undirected graph. Then, the polytope Py, o(G) of the (k,{)-tight
subgraphs of G has an extended formulation of size O(|V'||E|). O

Faenza et al. [2] gave a randomized communication protocol for the slack
matrix of a spanning tree polytope, which yields an extended formulation
of size O(|V||E|). They also used an orientation of the graph as in our
argument, and in this sense our protocol is an extension of theirs. Remember
that the family of spanning trees forms a (1, 1)-sparsity matroid.



4 A protocol for sparsity matroids: when £ </

Protocol A does not work when k < ¢. Therefore, we provide another
protocol, as shown below, to give an extended formulation of size O(|V || E|).

Protocol B
Step 1: Alice sends two arbitrary vertices x,y € X to Bob.

Step 2: Bob orients the edges of F' in such a way that p(x) = 0, p(y) =
2k — ¢ and p(z) = k for all z € V \ {z,y}. Then, Bob picks an
oriented edge (u,v) of F uniformly at random and sends it to Alice.

Step 3: Alice outputs k|V| — £ if u ¢ X and v € X, and outputs 0
otherwise.

Note that k > 2k — ¢ since k < /.

The number of exchanged bits is 2[log |[V'|| at Step 1 and [log |E|] + 1
at Step 2 (an extra one bit is needed for specifying the orientation). Thus,
by Proposition [I] this protocol gives an extended formulation of Py ¢(G) of
size O(|V|?| E|) if this is a correct protocol.

To complete the proof, we will again argue (1) the protocol can always
be performed (in particular, the orientation by Bob can always be found),
and (2) the protocol computes the slack matrix in expectation, in the same
way as in the case where k > £. The proofs are almost verbatim, but for the
sake of conciseness, we will repeat the arguments below.

4.1 Feasibility of Step 2

We will show that Bob can always orient the edges of F' as described in
Step 2.

Lemma 3. Let k, ¢ be integers such that 0 < k <{<2k—1, H= (V,F) be
a (k,0)-tight graph with |V| > 2, and x,y € V two arbitrary vertices of H.
Then, H has an orientation H = (V, F) such that p(x) = 0, p(y) = 2k — £,
and p(z) =k for all z € V \ {z,y}.

Proof. We again use Hakimi’s result (Lemma [2). Then, it suffices to verify
the condition (). Let z,y € V be arbitrary vertices, and set m(xz) = 0,
m(y) =2k — /¢, and m(z) =k for all z € V'\ {x,y}. Then, the first condition
follows since

Y mv) = k(V]=2)+ 2k =) = k|[V| - £ = |F],
veV



where the last equality is a consequence of (k, £)-tightness. To see the second
condition, let X C V be an arbitrary vertex subset. If |X| > 2, then we
have

S (o) = k(X - 2) + (2k — €) = k|X| — € > |F(X)].

veX

Here, the first equality follows since & < ¢ and the last inequality is a
consequence of (k,£)-sparsity. If | X| < 1, then

> mv) = 0=|B(X).
veX

Thus, the condition () holds in both cases. O

4.2 Correctness

We now prove that the expected output of the protocol is the slack Sx r =
k|X| —¢—|F N E(X)|. Let F be the orientation of F obtained at Step 2.
Then, since x,y € X, it holds that

> p(v) =k(IX| = 2) + (2k — ) = k|X| - ¢.
veX

Since
IFNEX)| ={(u,v) e Flue X,ve X},

the slack is the number of edges (u,v) in F that enter X from V \ X:
Sx.r=kX| -0~ |FNEX)| = [{(u,v) € F|ug X,ve X}|.
At Step 2, an edge (u,v) € F is chosen uniformly at random. Therefore,

{(u,v) e Fludg X, ve X}

Priug X and v € X | (u,v) € F] = 7

Sx.r
RV =0

Therefore, the expected output is exactly

Sx.F Sx.F
KV —-4) ———+0-(1——— | =SxrF.
(kIV]=£) MV —¢ " ( klV|—¢ xF
By the argument above, together with Proposition [I, we have finished
the proof of the following theorem.

Theorem 2. Let k, ¢ be integers such that 0 < k < { <2k —1, and G =
(V, E) be a simple undirected graph. Then, the polytope Py (G) of the (k,¢)-
tight subgraphs of G has an extended formulation of size O(|V|*|E|). O
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