MIT
Libraries | D>pace@MIT

MIT Open Access Articles

Distributionally robust expectation
inequalities for structured distributions

The MIT Faculty has made this article openly available. Please share
how this access benefits you. Your story matters.

Citation: Van Parys, Bart P. G., Paul J. Goulart, and Manfred Morari. “Distributionally Robust
Expectation Inequalities for Structured Distributions.” Mathematical Programming 173, no. 1-2
(December 23, 2017): 251-280.

As Published: https://doi.org/10.1007/s10107-017-1220-x
Publisher: Springer Berlin Heidelberg
Persistent URL: http://hdl.handle.net/1721.1/120735

Version: Author’s final manuscript: final author’'s manuscript post peer review, without
publisher’'s formatting or copy editing

Terms of Use: Article is made available in accordance with the publisher’s policy and may be
subject to US copyright law. Please refer to the publisher’s site for terms of use.

I I I .
I I Massachusetts Institute of Technology


https://libraries.mit.edu/forms/dspace-oa-articles.html
http://hdl.handle.net/1721.1/120735

Mathematical Programming manuscript No.
(will be inserted by the editor)

Distributionally Robust Expectation Inequalities for Structured
Distributions

Bart P.G. Van Parys - Paul J. Goulart - Manfred
Morari

Abstract Quantifying the risk of unfortunate events occurring, despite limited distributional information,
is a basic problem underlying many practical questions. Indeed, quantifying constraint violation probabil-
ities in distributionally robust programming or judging the risk of financial positions can both be seen to
involve risk quantification under distributional ambiguity. In this work we discuss worst-case probability and
conditional value-at-risk (CVaR) problems, where the distributional information is limited to second-order
moment information in conjunction with structural information such as unimodality and monotonicity of
the distributions involved. We indicate how ezact and tractable convex reformulations can be obtained
using standard tools from Choquet and duality theory. We make our theoretical results concrete with a
stock portfolio pricing problem and an insurance risk aggregation example.

Keywords Optimal Inequalities, Extreme Distributions, Convex Optimisation, Choquet Representation,

CVaR

1 Introduction

In a wide range of applications, one is faced with the problem of quantifying the expected cost L(§) of a
random variable £ with distribution P. Common problems include determining the expected profit of a stock
portfolio with uncertain stock returns [31/9], or quantifying the symbol error rate in a noisy communication
channel [26]. When the distribution P of the random vector £ is known, computing Ep {L(£)} typically
reduces to the evaluation of a (high-dimensional) integral. High-dimensional integration is in general a
computationally formidable task [11] in all but a few exceptional circumstances.

Furthermore, in practice it is often the case that the information available concerning the distribution P is
limited. This means that the distribution of ¢ is ambiguous and only known to belong to some ambiguity
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set P containing all distributions consistent with the known partial information concerning P. We are thus
limited to providing an upper bound on the expected cost Ep {L(£)} holding uniformly for all distributions
P in the ambiguity set P. Hence when faced with limited information on the distribution of £, the least
upper bound on the expected cost is suppep Ep {L(£)}.

Unfortunately, such worst-case expectation bounds or inequalities are generally unavailable in closed form,
except in special cases where one can resort to classical bounds such as the Chebyshev or Gauss inequalities
[20]. On the other hand, tractable reformulations based on convex programming are known [26L[28] for the
case where P consists of all distributions sharing a known mean and variance. Thanks to modern interior
point algorithms [13], these convex programming reformulations provide a de facto closed form solution
to the worst-case expectation problem. The resulting inequalities are widely used across many different
disciplines such as distributionally robust optimisation [4] and control [24}25] or portfolio selection and
hedging [27,29].

The main downside of these inequalities stems from the fact that the ambiguity set P, consisting of all
distributions sharing a known mean and variance, contains distributions that are not realistic in many
applications and that consequently render the inequalities overly pessimistic. Indeed, the distributions
achieving the worst-case expectation bound generically have discrete support with a finite number of
discretisation points. Fortunately, recent work has demonstrated that this pessimism can be partially
mitigated by restricting the ambiguity set P to contain only distributions satisfying additional structural
requirements [171/23]. In this paper, we will therefore consider the following worst-case expectation problem
with second-order moment information:

By (L,'Ps,u, S) = sup LEp {L(g)}
PEP. (Puc)
st. PePy,sS),

where the ambiguity set P(u, S) is defined as the collection of all distributions sharing a known mean and
variance P(u, S) = {P € Py | [z P(dz) = p, [zz' P(dz) = S} . The set Ps will be used to characterize
any further structural information about the distributions P considered, e.g. symmetry, unimodality or
monotonicity. When P; is taken to be the standard probability simplex P, on (R™, B(R™)), then the worst-
case expectation problem reduces to the standard generalised moment problem discussed in |26}28]. The
principal aim of this paper is to provide a unified approach to the situations under which problem
admits a tractable reformulation, specifically for those situations in which Py is more richly structured.

1.1 Conditional value-at-risk

A closely related and popular alternative to the expected cost of L(€) is its expected shortfall or conditional
value-at-risk (CVaR).

Definition 1 (CVaR) For any measurable loss function L : R®™ — R, probability distribution P and
tolerance € € (0, 1), the CVaR of the random loss L() at level e with respect to P is defined as

P-OVaR, (L(E)) := ;gg?{m Lee {10 —6)+}}~ )

Rockafellar and Uryasev [18] have shown that the set of optimal solutions for 3 in is a closed interval
whose left endpoint is given by the 1 — e quantile of L(&). Moreover, it can be shown that if the random
loss L(&) follows a continuous distribution, then CVaR coincides with the conditional expectation of L(¢)
above its 1 — € quantile. This observation originally motivated the term conditional value-at-risk.
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While CVaR is an interesting risk measure, it nevertheless still requires that the distribution of £ be
known. As in the worst-case expectation problem, we therefore consider instead the following worst-case
CVaR problem:

Bevar = sup  P-CVaRc (L(€))
PeP,

st. PeP(u,S).

However, from a computational point of view the CVaR problem can be reduced to a worst-case expectation
problem. Defining £(3,P) := 3+ 1Ep {(L(¢) — ﬂ)+} and recalling the definition (IJ), our worst-case CVaR
problem becomes

Bevar = sup inf L£(8,P) = inf sup L(S3,P)
PeP B B Pep

— inf {B+ sup 5 { (L(€) - ,3)+}} .
B Pep €
Since L£(3,P) is convex in 8 and linear in P, the interchange of the supremum and infimum operations
is justified when the ambiguity set P = Ps N P(u, S) is weakly closed by virtue of a stochastic saddle
point theorem due to [22]. The worst-case expectation problem can now be seen to constitute an inner
problem in the worst-case CVaR problem. Since the optimal §* is known to lie in a closed interval [18] and
suppep L(B,P) is convex in §, computing a solution to the worst-case CVaR problem reduces to solving
a sequence of worst-case expectation problems. For instance, the golden section search can be used to
optimise suppep L£(3, P) only requiring a polynomial number of evaluations suppep Ep {(L(€) — 8)*} [8].
Hence in what follows, we will deal with the more general worst-case expectation problem directly.

1.2 Outline of the paper

In Section [2| we describe the worst-case expectation bound Bywc (L, Pn, i, S) over the standard simplex
Pr. We then show how the more general expectation bound By (L, Ps, i1, .S) over the restricted ambiguity
set Ps C Py can be reduced to an equivalent expectation bound Bwec (Ls, Pn, its,Ss) over the standard
simplex P, using an integral or Choquet star representation of Ps. In Section[3] we show that two important
classes of structured distributions — namely unimodal and monotone distributions — admit such Choquet
star representations. In Section [ we make the abstract results concrete for the case of unimodal and
monotone distributions, respectively, for both worst-case probability and expectation inequalities. Section
illustrates the results on an stock portfolio problem and an insurance risk aggregation problem.

The main results presented in this paper, from a practitioners point of view, are summarised in Table[l] We
will focus mainly on indicator functions of polytopic sets = which arise in worst-case probability inequalities
and piecewise affine functions which arise when dealing with convex cost functions L : R™ — Ry.

1.3 Notation

We denote by I, the identity matrix in R™*™ and by S%} and S, the sets of all positive semidefinite

and positive definite symmetric matrices in R”*", respectively. For any matrix A € R™*" we denote its
pseudo-inverse with AT. The beta function, or Euler integral of the first kind, B : R3, — Riy is defined
as the integral

1
B(u,v) ::/ A=) da
0



4 Bart P.G. Van Parys et al.

Bywe (L, Ps, 11, S) Probability inequalities Expectation inequalities
L(z) = 1gn\ = (z) L(z) = max;er a, © —b;
Standard simplex P [26] or Example (28] or Example
Choquet star simplex Section Section
Unimodal U, Cor. [1]or [23] Cor.
Monotone M., Cor. Cor.

Table 1 Optimal inequalities described by problem (Pwc) and discussed in this paper.

The gamma function, or Euler integral of the second kind, I" : R — R is defined as the integral
o0
I(t) := / AT oem d.
0

For any set S C R™, we denote its associated indicator function by 15 : R™ — {0, 1}, where 15(z) = 1 when
z € S and zero otherwise. Similarly when 0 € S, its associated Minkowski or gauge function is denoted by
ks : R™ — Ry, where kg(x) :==inf {A >0 |z € AS}.

2 Expectation Inequalities for Structured Distributions

We will initially restrict our attention to problems with limited moment information only, absent any
additional special structure of the distributions P. In other words, we assume for the moment that the
ambiguity set Ps corresponds to the standard probability simplex P,,. Later on, we will then show how
worst-case expectation problems over more restrictive convex ambiguity sets Ps C P,, can be dealt with
indirectly as well via a transformation of the problem data.

2.1 The dual problem and known results

The problem (Pwc) is an infinite dimensional linear program (LP) over a convex set of distributions, and
can be dualized yielding a finite dimensional linear semi-infinite program

BWC(L77D’H:/’L7 S) S

. Y y S u
B (L, Pn,p,S):= inf T ( )( )}
( m8) = ol r{ y yo) \u' 1 (D)

s.t. Yes" yeR™, yo R
T Yz +22 y+yo > L(z), VYxeR".

Under standard and quite mild regularity assumptions such as Slater’s condition, i.e. int P(u, S) # 0 <
[S, TR 1] € Siﬁl, strong duality Bwe(L, Pn, 1, S) = Be(L, Pn, i1, S) holds [21]. We will refer to problem
Bwe(L, Pn, 1, S) as a worst-case expectation problem with second-order moment information.

Note that the final constraint in problem @ is convex, since it represents an infinite collection of convex
constraints in the variables (Y, y,yo), parametrized by x. Whether the problem @ can be solved conve-
niently or not is a separate matter, since it is not obvious for a general function L how to cleanly eliminate
the quantifier = in R™.



Distributionally Robust Expectation Inequalities for Structured Distributions 5

However, there are two important special cases in which problem @ can be converted into a standard-form
semi-definite program (SDP). The first is when L is the indicator function of the intersection of polyhedral
or elliptical sets, in which case @ was shown in [26] to be transformable to an SDP via application of the
S-procedure. The result is a method for easily computing a (tight) worst-case bound on the probability of
a random vector with known first and second moments falling outside of a convex set, which provides a
multi-dimensional analog of the Chebyshev inequalit

The second is the case when L is a convex piecewise affine function with a finite number of pieces, in which
case it is again possible to convert the problem (@ to an SDP using the procedure described in [28]. As
in the previous case, the method described in [2§] is applicable only to situations in which the first two
moments of the uncertainty are known, but the ambiguity set is otherwise unstructured.

2.2 Expectation inequalities over a Choquet simplex

We have thus far described expectation bounds Bwc(L, Pn, i, S) over the standard probability simplex
Prn. The principle aim of this work, however, is to describe worst-case expectation problems over convex
ambiguity sets P; C P,. We will argue that the worst-case expectation problem Byc(L, Pn, u,S) is in
fact rich enough to handle worst-case expectation bounds over more restricted ambiguity sets Ps C P, as
well. The main theoretical tool necessary to handle convex classes of probability distributions Ps is their
Choquet representation [17,23].

Definition 2 (Extreme distributions) A distribution P € Ps is said to be an extreme point of a convex
ambiguity set P, if it is not representable as a strict convex combination of two distinct distributions in
Ps. The set of all extreme points of Ps is denoted as ex Ps.

Definition 3 (Choquet representation) We say that an ambiguity set Ps admits a (unique) Choquet
representation if

WP € Py, ()i - [P:/p Q #(dQ)

where m : B(Ps) — [0, 1] is supported on ex P, and is referred to as the mixture representation of P over

ex Ps.

The Choquet representation of a convex ambiguity set Ps will enable us to reduce the worst-case expectation
problem over the ambiguity set Ps to a related worst-case expectation problem over the standard
simplex Pp. The existence or otherwise of a Choquet representation for an ambiguity set Ps is the topic of
Choquet theory [16]. It can be shown that under the relatively mild assumption that ex Ps is metrisable,
convex and compact, such Choquet representations always exist. However, not all Choquet representable
sets have necessarily a compact set of extreme points. Indeed, in Section [3| we will encounter sets of
distributions with non-compact sets of extreme points which nevertheless admit a Choquet representation.
It should also be remarked that when P;s is finite dimensional, the preceding statement is closely related
to Minkowski’s theorem stating that a compact convex set is the closed convex hull of its extreme points;
see Figure

In this paper, we will mainly encounter ambiguity sets Ps that enjoy the slightly stronger notion of Choquet
star representability.

1 Note that in the case of structured distributions, one can also derive a multidimensional analog to the Gauss inequality
as shown in |23|. In contrast to the present work, which operates on the dual problem @, the bounds in [23] are produced
by operating directly on the primal problem (Pycl).
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ey €z

Fig. 1 A simplicial ambiguity set Ps; with extreme points ex Ps = {ez, ey, e.}. Every distribution P € Ps has a unique
mixture representation over ex Ps. For the depicted distribution we have the representation in term of the extreme points
P = %em + iey + %ez.

1 R

(a) Generating distribution T (b) Radial distributions T%

Fig. 2 Visual illustration of a Choquet star simplex. Consider the univariate distribution 7" which generates a family of
distributions {T, | z € R™} as illustrated in the two figures above. The univariate distribution T' dictates the shape of
T, along any direction x in R™. A convex set Ps is a Choquet star simplex if there exists a distribution 7" such that all
extreme distributions exPs = {T | « € R™ } are generated by T'.

Definition 4 (Choquet star representation) Suppose that T is a distribution on (R4, B(R4)), and
define a family of distributions 7% on (R™, B(R™)) such that, for every z € R™ and every C' € B(R"),

To(C) =T({A>0 | Az € C}).

We say that the ambiguity set Ps admits a Choquet star representation if it admits a unique Choquet
representation over

exPs={T, |z €R"}. (2)
In this case we say that Ps is generated by T'.
Observe that in Definition 4] each distribution T, € ex Ps is supported on the ray {Az | A > 0}. We will

refer to distributions with support on rays emanating from the origin as radial distributions. Some visual
insight to Definition {4 is given in Figure
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From Definition [ it is evident that if Ps admits a Choquet star representation, then it is isomorphic to the
standard probability simplex P,,. We might therefore also refer to a Choquet star representable set as a
Choquet star simplex. The extreme points of a Choquet star simplex P, admit the spatial parametrization
, which enables us to specialise Definition 3| to

PePs < dm: [P:/

Q@(dQ) <= lme Py : P :/ T, m(dz). 3)
ex Ps n

Observe that the mixture representation m in Definition [3]is a distribution on the set of distributions Ps.
With many subtle problems arising from the need to endow P, with a o-algebra in which exPs is
measurable are circumvented. Indeed, the mixture representations m in are elements of the standard
probability simplex Pp,. In the context of Choquet star simplices, we will refer to both m and m as mixture
representations.

With this in mind, the power of Choquet star representable ambiguity sets becomes clear. We now show
that a Choquet star representation of Ps can be utilized to remodel a structured problem in the form
as an equivalent unstructured problem (i.e. one with ambiguity set Py ) via an appropriate transformation
of the loss function and moments.

Theorem 1 Assume that the ambiguity set Ps admits a Choquet star representation with generating dis-
tribution T, then
BWC (L5P57Nas):BWC (LS,PN7MS>SS) (4)

for Ls(x) == [° L(Az) T(dX), Ss - [°A? T(dA) = S and ps - [;° X T(dN) = p.

Proof Since the set Ps admits a Choquet star representation, we can optimize of the mixture representations
m instead of P. Indeed, using the reparametrization P = [, Ty m(dy) we obtain

supp [ga L(2) P(dz) = supg [ga [[gn LX) Ty(dA)] m(dy)
st. PePsNP(u,S) s.t. [gn Ty m(dy) € P(p, S).

Indeed, we have that P = [, T, m(dy) € PsNP(u, S) is equivalent to [, Ty m(dy) € P(u, S). Furthermore,
we have the identity

LT e = [ | [ T BT )| e,
which equals using Fubini’s Theorem and the Choquet star property of T},

o 2 T roo
/" [:ET, l]T . [QZT, 1] [P(d:c) _ /n <f0foo/z )\T’ZE?(;\))\)yy—g/ fo /\zi(d)‘) y> [m(dy).

Hence P =[5, T, m(dy) € P(u,S) is equivalent to m € P(us,Ss). We have lastly that the expecta-
tion Ep {L({)} for P = [z, T, m(dy) equals the expectation Em{Ls(§)} where Ls(y) := Er, {L(§)} =
J5° L(My) T(dX) again using Fubini’s Theorem concluding the proof.

Hence a worst-case expectation problem over a Choquet star simplex Ps can be reduced to an equivalent
problem over the standard probability simplex P,. Both worst-case expectation problems are related in
terms of their loss functions, since

Ls(z) = Ex, {L()} (5)
according to the result presented in Theorem

In the remainder of this section, we will discuss the transformation, via Theorem of two important
types of loss functions L. These include indicator functions L = 1gn\ = of polytopic sets = which arise in
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worst-case probability inequalities, and certain piecewise affine functions L. = max;cz a;r x — b; which come
about when dealing with convex cost functions.

In section [4] we will then show how, for either type of loss function, the associated worst-case expectation
bound Bwe(Ls, Pn, pis, Ss) amounts to a tractable SDP when the ambiguity set describes the set of all
unimodal or monotone distributions.

2.3 Worst-case probability inequalities

We address first the problem of bounding the probability of the event £ ¢ = where = is an open convex
polytope and P € P; is a structured ambiguity set with known mean p and second moment S. In this case
we can use the standard identity between the probability of an event P(£ ¢ Z) = Ep {1gn\=(£)} and the
expectation of its indicator function to state suppep np(u,5) P(€ & =) = Bwe(Irn\ =, Ps, i1, 5).

In what follows, we assume that the set 0 € = has a half-space representation in the form = := {x €
R™|a; © < b;, Vi € T}. Tt can be seen that the associated indicator function can be represented as the
point-wise maximum of the indicator functions associated with the half-spaces from which the set = is
composed, i.e.

L= l?eaIX ]]‘a,-,TOCZbi = 1lgm\=- (6)

The next proposition shows how to transform, via , such an indicator function for radial extreme
distributions T}, into a loss function L, for use in :

Proposition 1 If the set Ps admits a Choquet star representation with generating distribution T, then

La(y) = Ex, {mai’-‘ LaT o>, (5)} = max T ( [bi/a y,00)) - Lopsz, ():

Hence, we have according to Theorem [I] that the worst-case probability problem over Ps can be reduced
to an equivalent worst-case probability problem over the standard simplex Py,

sup [P(g ¢ ‘E) = Buwc (ﬂ[R"\EaPS7MaS)a
PeP.NP(w,S)

= Buec <max T ([bi/ajy,oo)) -Jla;erbi(y),Pn,us,Ss) .

€L

2.4 Worst-case expectation inequalities

As mentioned in Section [2] the worst-case expectation problem over the standard simplex with second-
moment information is tractable when the loss function L is in the form

- T b
L(z) = max a; @ — b; (7)

and thus convex. Because the set of all functions consisting of the point-wise maximum of affine functions
coincides with the class of lower semi-continuous (1.s.c.) convex functions [16, Chapter 3], the following fact
is of interest.
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Proposition 2 If the set Ps admits a Choquet star representation with generating distribution T' and L s
convez then

Lu(a) = Er, {L(©)} = / T L) T(dN)

is convexr as well.

Despite the previous encouraging result, it is generally not the case that the function Ls can be represented
as the maximum of a finite number of affine functions when L is in the form . Indeed, Proposition
merely establishes that convexity is preserved, but does not otherwise address the structure of Ls.

Instead of considering convex piecewise linear loss functions L as done in , we focus our attention in
what follows on loss functions in the form

L(z) = (Corz) () (8)

where £ : R+ — R is a monotonically increasing function and 0 € = a convex set. Loss functions in the form
(8) arise in distributionally robust optimisation [28,]29] and control [24,25] when bounding the expected
violation of a constraint £ € = using

Ep{({okr=)(§)} <a, VPeEP

as L increases with decreasing proximity to the set =. That is, L is increasing as z moves further away
from =. Moreover, the loss function generalises the loss function @ for £ = 1;>1. The next proposition
establishes that the structure of a loss function in the form is preserved under the transformation
when T, are radial distributions.

Proposition 3 If the set Ps admits a Choquet star representation with generating distribution T' and L is
in the form withOGE:{xelR" | a;rm<bi,Vi€I} then

Ls(2) = Er, {L(€)} = (L 0 5=)(x) = max L(ai 2/by),
with £s(t) := [ L(At) T(dN).
Proof We have the following chain of equalities proving the claim
Lala) = Er L@} = [ L0w) T@) = [ ¢(s=0)) T(a)
= [Tt k=@ T@n

where the last equality follows from the positive homogeneity of k=.

Hence, we have according to Theorem [I] that the worst-case expectation problem over P, can be reduced
to an equivalent worst-case probability problem over the standard simplex Py, i.e.

BWC(EO K57PS:M75) = BWC(mal)_{ es(a;riﬂ/bi),’])n,/ﬁ5755).
1S

In the next section we discuss specific ambiguity sets Ps that admit Choquet star representations, with a
focus on unimodal and monotone distributions. Both structural properties are shown to be closely related
and their corresponding ambiguity sets admit Choquet star representations. We will then be able to exploit
the particular structure of these ambiguity sets in combination with Propositions [1| and [3| to produce
tractable optimization problems in Section [4| for the computation of the worst-case bound via the
solution of its dual.
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(a) 1-unimodal distribution (b) 2-unimodal distribution

Fig. 3 Univariate a-unimodal probability distributions and their density functions.

3 Unimodal and monotone distributions

We next identify two important classes of distributions that are amenable to Choquet representation. These
include the family of unimodal (and more generally a-unimodal) distributions — which have previously been
employed to produce multi-dimensional generalizations to the Gauss and Chebyshev inequalities in 23] —
and the related (and more restrictive) class of monotone (and more generally y-monotone) distributions.

3.1 Unimodal distributions and their Choquet representations

A minimal structural property commonly encountered in practical situations is unimodality. Informally,
a continuous probability distribution is unimodal if it has a centre m, referred to as the mode, such that
the probability density function is non-increasing with increasing distance from the mode. Note that most
distributions commonly studied in probability theory are unimodal.

In the remainder we adopt the following standard definition of unimodality; see e.g. Dharmadhikari and
Joag-Dev [5].

Definition 5 (a-Unimodal distributions) For any fixed @ € Ry, a distribution P € Py, is called a-
unimodal with mode 0 if t*P(B/t) is non-decreasing in ¢ € (0, 00) for every Borel set B € B(R™). The set
of all a-unimodal distributions with mode 0 is denoted as Us.

To develop an intuitive understanding of Definition|[f] it is instructive to study the special case of continuous
distributions. The density function of a continuous a-unimodal distribution may increase along rays, but
the rate of increase is controlled by the parameter a. We have that a distribution P € P, with a continuous
density function f(z) is a-unimodal about 0 if and only if "~ % f(tx) is non-increasing in ¢t € (0, co) for every
fixed  # 0. This implies that if an a-unimodal distribution on R™ has a continuous density function f(x),
then f(z) does not grow faster than ||z||*~". In particular, for & = n the density is non-increasing along
rays emanating from the origin. In this case, the notion of a-unimodality coincides with star unimodality [5].
Hence a can be seen as a characterization of the degree of unimodality of a distribution; see Figure [3]

Definition 6 (Radial a-unimodal Distributions) For any a > 0 and = € R™ we denote by ug the
radial distribution supported on the line segment [0, 2] C R™ with the property that

t
u:([o,m]):a/ ALan Ve o, 1),
0
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The importance of the radial distributions ug is highlighted in the following theorem, stating that the set
of radial unimodal distributions are the extreme points of the ambiguity set Uq:

Theorem 2 ([5]) The set Uy admits a Choquet star representation of the form
WP €U, ImEPn: P() :/ & () m(dz)
for the generating distribution T([0,t]) = « fg Xt d), vt € [0,1].

Theoremasserts that every a-unimodal distribution admits a unique Choquet star representation in terms
of the extreme radial distributions ug. Thus, U, is a Choquet simplex over the set of radial a-unimodal
distributions.

The ambiguity sets Ua enjoy the nesting property U, C Ug whenever o < (. It easy to verify that the
radial distribution u§ converges weakly to the Dirac distribution d, as a tends to infinity. This allows us to
conclude that the weak closure of U, >0 Ua coincides with the standard simplex P,. Hence, the standard
simplex P, is included as the limit of the hierarchy of a-unimodal ambiguity sets U, for a tending to
infinity.

3.2 Monotone distributions and their Choquet representations

A structural property which is closely related to unimodality is monotonicity. Where unimodality requires
intuitively that the density function of a continuous distribution should be decreasing with increasing dis-
tance from the mode, monotonicity additionally requires that this decrease is smooth. Indeed, monotonicity
is often used in mathematics to model the notion of smoothness of a distribution [15].

In the remainder we adopt the following standard definitions of monotonicity [15] of distributions, which
are inspired on the notion of monotone functions.

Definition 7 (y-monotone functions) A univariate function f : Ry — R is denoted as y-monotone if
it is v times differentiable and

(—1)* ™y >0, vt>0, ke{0,...,7}.

Definition 8 (y-Monotone distribution{b For any 1 < v € N, a distribution P is called y-monotone
with mode 0 if ©”*"~'P(B/t) is y-monotone in t € (0,00) for every Borel set B € B(R™). The set of all
~-monotone distributions with mode 0 is denoted as M.,.

Again, it is instructive to consider the case of continuous distributions. We have that a continuous dis-
tribution P is y-monotone if and only if its density function f(¢x) is y-monotone in t € (0,00) for every
fixed = [2]. This means that if a y-monotone distribution P admits a continuous density f, then f is -
monotone along rays emanating from the mode. Hence v can be seen as a characterization of how smooth
the distribution is, see also Figure [4]

Definition 9 (Radial y-monotone distributions) For any v € Ng and z € R™ we denote by mJ the
radial distribution supported on the line segment [0, ] C R™ with the property that

m2 ([0, ta]) = ﬁ /0 AL A dn e [0,1],

2 The class of y-monotone distributions defined here can be identified with the class of (n,~)-unimodal distributions
discussed in |2, Theorem 3.1.14].
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(a) 1-monotone distribution (b) 2-monotone distribution

Fig. 4 Univariate y-monotone probability distributions and their density functions.

The importance of the radial distributions m7 is highlighted in the following theorem, stating that the set
of radial monotone distributions are the extreme points of M,,.

Theorem 3 ([2]) The set M., admits a Choquet star representation of the form
VP e My, ImeP,: P()= my () m(dz)
IRn
for the generating distribution T([0,t]) = B~ *(n,7) - fg Ao (=)t d, Ve e [o,1].

Theorem [3|asserts that every v-monotone distribution admits a unique Choquet star representation in term
of the extreme radial monotone distributions my. Thus, M, is a Choquet simplex over the set of radial
v-monotone distributions.

The ambiguity sets M enjoy the nesting property Ms C M., whenever v < §. Historically, a distribution
in Nyen, M~ has been denoted as a completely monotone distribution [1]. It easy to verify that the sequence
mZ., of radial monotone distributions converges weakly when ~ tends to infinity to a radial distribution
mg supported on the ray {Az | A € R4+ } with the property

¢
me ([0, tz]) = 1 / A" le M AN VE € [0, 00).

I'(n) Jo
In the light of this observation, Theorem [3] reduces in the case of univariate completely monotone distri-
butions to Bernstein’s representation theorem [1]. We remark here that M is a closed and convex subset
of P, as it is the intersection of a collection of closed sets. At the other end of the extreme, we have that
the set of all 1-monotone distributions M coincides with the set of star unimodal distributions U, .

4 Structured expectation inequalities as semidefinite programs

Having identified two classes of structured distributions amenable to Choquet representation, we are now
free in principle to apply our approach to solving the dual problem @ Specifically, given the generating
distributions 7' identified in either Theorem [2| (for unimodal distributions) or Theorem [3| (for monotone
distributions) and either an indicator or convex piecewise affine (PWA) function L, we can apply the
appropriate transformations from Section to transform (L, S, u) — (Ls, Ss, pts) and then solve the dual
problem @ with this new data.

However, as a practical matter this remains problematic, since our transformed function Ls will be neither
an indicator function nor PWA. In order to circumvent this difficulty we require the following result, which
transforms the semi-infinite constraints over R™ in the dual problem @ to an equivalent semi-infinite
constraint over RY.
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Theorem 4 The worst-case expectation problem with second-order moment information @ can be refor-
mulated as B, (max;cr fi(Aiz), Pn,p, S) =

me e { () ()

s.t. (y}; yyo) c Siﬂ’ (TlT,l T2,1'> c SchrJrl’ Avy € REX4, Aoy € R4
Avi + AL —T,; Aoy —Toy _AIiAi (C1)
/12T,i - TQT,i yo—Tsi y' — A;—,iAi =0, VieT
—A;-r/ll,i Yy — A;r/lgﬂ' Y

Ts,i+2q Toi+q Tiiq> filg), YgeR?, VieZ (C2)

Proof The constraint in the dual problem @ can be reformulated as
VieZ, VqeRe: inf z'Yz+22 y+uyo > fi(q).
iz=q
As we assume throughout that max;ez fi(Aixz) > 0, it must hence follow that Y is positive semidefinite
and ' Y + 2z "y is bounded from below. The claim now follows immediately from Theorem [5| applied to
the parametric optimization problem inf4,z—q 'Yz +2z y+ 0.

Note that this reformulation of the standard dual problem @ into the more unconventional form in
Theorem |4 is motivated by a desire to replace the semi-infinite constraint over R™ with one over RY. Hence
when d < n, the reformulation offered by Theorem |4 is preferable to the standard dual @ It is well
known that the semi-infinite constraint in R? of Theorem 4| for piece-wise polynomial f; admits a tractable
reformulation in the univariate case when d = 1, or when the functions f; are quadratically representable.
In particular, when the functions f; are univariate piecewise polynomial, the semi-infinite constraints in
Theorem [4] are known to admit tractable linear matrix inequality (LMI) reformulations based on exact
sum-of-squares (SOS) representations [12].

4.1 Unstructured distributions

Before considering the structured classes of distributions identified in Section [3] it is instructive to apply
Theorem [ to the unstructured case Ps = Pr, and restate two well-known results for problems with
univariate f; in terms of Theorem

When the functions f; = 1,7 4>p, are indicator functions, problem Byc(max;ez fi, Pn, i, S) describes the

worst-case probability of £ ¢ = = {z € R" | a] © < b;, Vi€ 7} as found in [26]:

Ezample 1 (Vandenberghe et al. [26]) Suppose that = = {x € R" | a; x < b;, Vie I} and define a loss
function L = 1gn\=. Then the worst-case probability problem for the event § ¢ = can be modelled as in
Theorem The constraint becomes

Tsi—142¢ Toi+q Tiiqg>0, Yg>by, Viel,

which can be rewritten using a LMI representation. The worst-case probability problem is therefore equiv-
alent to an SDP, i.e.

Buwe(L,Pp,pt, S) = inf  Tr{YS}+2y" u+yo

st. (Ci),

_ Tl,i TQ’.L‘ , 0 1 .
3 € Ry, <T2,i Ty, — 1) T <1 —sz‘> , Vi e,
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whenever the feasible set of distributions P(u, S) satisfies the Slater condition int P(u, S) # 0 < S >~
T
pp

Similarly, for affine functions f;, problem Bwc(max;ez fi, Pn, i, S) quantifies the worst-case expectation
problem for convex piecewise affine loss functions, as can be found in [28]:

Ezample 2 (Zymler et al. [28]) For a piecewise affine loss function L(z) = max;ez a; & — b;, the constraint

in Theorem 4| becomes
Tsi+2q Toi+q Tiig>q—b;, YgER, VicT,

which can be rewritten using an LMI representation. The worst-case expectation problem for the piece-wise
affine loss function L is therefore equivalent to an SDP; i.e.

Bwe(L, Pn,p,S) =inf Tr{YS}+ 2yTM + Yo
s.t. (Ci)),

( Ty, TQ,i*%

=0, Viel,
Toi — % T3+ bi) - ’

whenever the feasible set of distributions P(u, S) satisfies the Slater condition int P(u, S) # 0 < S >~
T
jm

4.2 Unimodal distributions

We can now make the abstract result of Theorem [I] concrete and explicitly state SDP reformulations of

a worst-case probability problem for a polytopic set = and a worst-case expectation problem for a loss
function L(z) = (k= (z) — 1)T for the case of unimodal ambiguity sets.

Specifically, our method is as follows: Theorem [2] provides us with the appropriate generating distribution 7T’
for a-unimodal distributions. We then use this generating distribution to transform (L, u1, S) — (Ls, fia, fha)
via Theorem|[I] where the mapping L — L in particular is supplied by either Proposition[IJor Proposition[3]
This produces a transformed loss function in the form L, (z) = max; f;(A;z) for some univariate functions
fi. Finally, we apply Theorem [4 and identify the appropriate expression for the constraint for our
particular functions f;.

Corollary 1 (a-Unimodal probability inequalities) For any rational 0 < o = =, with (v,w) € N
and 0 € £ we have the equality Byc(1gn\=,Ua, i1, S) =

ni (7 ) (7))
inf Tr .
{<yT wo) \ma 1
st. (Ci),
T 4200 4+ ¢ (T, — 1) +12>0, Vg>0

whenever the feasible set of distributions P(u,S) N Us satisfies the Slater condition int P(u,S) NUs #
0 < Sa > papa with Sa = 25 and pa = “Fpu.

We remark here that Corollary generalizes the results presented in [23] as it no longer matters that o > 1.
However where the result in [23] follows from a direct reformulation of the primal problem (Pyc), the result
in corollary [1| hinges on the Slater condition S > pafid . The proofs of the corollaries presented in this
section are deferred to Appendix
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Corollary 2 (a-Unimodal expectation inequalities) For any rational 0 < a = 2 € Q, with v, w € N,
we have the equality Bwc(max{0,k=(z) — 1}, Ua, i1, S) =

. Y y Sa Ma)}
inf Tr .

{(yT yo) (Ml 1
st. @,

2w+v 1.2 w—+v o v 1
b; T 20,15 ; — ——— 1+715;,))———>0, Vg>1
q il +q ( 2, a+1)+q(+3’) P q>

whenever the feasible set of distributions P(u,S) N Ua satisfies the Slater condition int P(u,S) NUs #
0 < Sa = fapa with Sa = *F2S and po = 2.

4.3 Monotone distributions

We now can also make the abstract results of Theorem [I| concrete and explicitly state the SDP reformula-
tions of a worst-case probability problem for a polytopic set = and a worst-case expectation problem for
a loss function L(z) = (k=(z) — 1)T for the case of monotone ambiguity sets. Our approach is identical to
that in Section except that we now look to Theorem [3|to provides us with the appropriate generating
distribution T for v-monotone distributions.

Corollary 3 (v-Monotone probability inequalities) For any integer v > 1 we have the equality
ch(]]-[R"\EyM’Ynua S) =

i Y y> (S’Y Nv)}
inf Tr .
{(YJT Yo uI 1
s.t. ,
Tl,ib?qn-‘r’Y-‘rl + 2biT2,iqn+’y+ (T3,7} _ 1) qn+'y—1+

1 S =DF (v =1\ ks
>0, VYg>1
B(n w)kz:%n+k: ko)? - 1=

whenever the feasible set of distributions P(u,S) N M. satisfies the Slater condition int P(u, S) N My #

Corollary 4 (y-Monotone expectation inequalities) For any integer v > 1 we have the equality
Bwc(max{0,kz(z) — 1}, M4, u, S) =

. Y y Sw Nv)}
f T :
" r{<?f yo> (MI 1

s.t. 7

Tyabiq" T <2biT2’i n :L— 7)qn+ﬁy + (T3 +1) "1
-1
1 < (_1)k v—1 y—k—1
>0, Vg>1
B(n,y) &= n+k)m+k+)\ & )7 = 7=

whenever the feasible set of distributions P(u,S) N M. satisfies the Slater condition int P(u, S) N My #

0 < S, = pyud with Sy = 222G and i, = "2y,
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As mentioned in the beginning of this section, the polynomial inequalities appearing in Corollaries [I] to [4]
admit exact SDP representations [12]. Standard software tools, such as YALMIP |10], are available which
implement this transformation automatically. We do not state the resulting SDP constraints explicitly as
they offer no further insight and would only clutter the statement of previous corollaries further.

5 Numerical examples

We illustrate the optimal inequalities presented in this paper by bounding the value of European stock
portfolios [3] and by computing worst-case bounds when aggregating random variables with known marginal
information [6]. The resulting SDP problems are implemented in Matlab using the interface YALMIP, and
solved numerically using SDPT3.

5.1 Optimal pricing of stock portfolios

In this example we are interested in finding an upper bound on the price of a European stock option [3]
with random pay-off

P(€) :=max{0, a £ —k} =k(r=z(¢) —1)7T,

for =& = {m € R" ] a'z <k } This option allows its holder to buy a portfolio a € R™ of stocks at a price
k € R4+ at maturity. The payoff @ is hence positive if the uncertain value £ € R™ of the stocks at maturity
in the portfolio a € R™ exceeds the negotiated price k € R4+. If the price of portfolio of stocks an in the
market at maturity is less then k, then the holder will not exercise his right to buy the stock portfolio at
price k.

When we denote with P* the distribution of £, then for the issuer of the option it is of interest to know
p:=sup Ep{P(£)}
PeP

for P a set of distributions for which the option issuer is convinced that P* € P. Indeed, the issuer would
like to demand a price of the stock option buyer which exceeds p, as in this case he or she is convinced
that on average a profit is made.

In the remainder of this section, we assume that our portfolio & = (&M, §,pp zT™M) consists of a = (1, n’
an equal part of IBM™ and APPLE™ stocks. The stock holder is convinced that the distribution of &

satisfies -
\ _(164) . (305 , [164) (164
Fer <“ = (114) 5= (5 70) + (114) (114) )

for a strike price at maturity £ = 280. This situation is sketched in Figure The red ellipsoid represents
the stock return ambiguity via the set {z | 3(z —p) "X '(z — p) < £ } where S = X + pp'. The stock
holder is also convinced that the distribution of £ should be well-behaved and has a mode which coincides
with its mean. In Figure the optimal price p is given when the stock holder believes that either
P* € My or P* € U, in function of v € {1,...,9} and a € {2,...,10}. Stock returns and losses are
more often small rather than large which justifies this believe. For good reference we also give the price
Ep~ {®(£)} when P* corresponds to the normal distribution N (p, X') computed via Monte Carlo simulation.
As remarked before, the bounds converge to either the bounds for arbitrary distributions when o — oo
or completely monotone distributions in case v — oco. Both these asymptotic bounds are visualized as
dotted lines in the appropriate color. While these worst-case prices are conservative when compared to a
particular price for normally distributed returns, they are tight in the worst-case with respect to the sets
of a-unimodal or y-monotone return distributions.
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Fig. 5 Optimal pricing of a portfolio containing an equal amount of IBM™ and APPLETM stocks. Figure indicates
the distribution of (£ M, §,pp M) Visually. The blue line indicates realizations beyond which a profit is made Note
that the prices in Figure commde for a =n =2 and v =1 as the set of 1-monotone distributions M coincides with
Un.

5.2 Factor models in insurance

Insurance companies most commonly model the size of claims ; incurred as a result of different types of
insurance policies separately from another [6]. The claims &; factor the total claim

Se:=Y" &

as a sum of d separate claims &; without a specified dependence structure. The problem of quantifying
a certain statistic of L(S4) for a given loss function L based on (partial) marginal information of the
distributions of the factors &; is known as a Fréchet problem [19].

We consider a portfolio containing four types of insurance policies, i.e. car, life, fire and medical insurances.
We will assume that only information on the means u; := Ep {&} and second moments s; := Ep {512}
of the size of the corresponding insurance claims are given. Suppose we are interested in large aggregate
claims S4 occurring with probability at most o = 5%, where that part of the claim Sy exceeding the
threshold £ = 150.000 CHF is covered by a reinsurer. In what follows we therefore consider the problem of
quantifying the least upper bound on the conditional value at risk CVaReq (L(Sg4)), where

L(S4) = min (max (Sg,0) , k)

using only the marginal means y; and second moments s? as given in Table The expected aggregate claim
above the 5th percentile, i.e. CVaRq (L(S4)), can using Monte-Carlo simulation be determined to equal
60,811 CHF in case the individual claims &; are independent and log-normally distributed. It would be
interesting to know how much this particular expected aggregate claim depends on the assumed indepen-
dence and the specific distribution of the individual claims by comparing the previous expected aggregate
claim to the worst-case CVaR bound assuming only the marginal moments and unimodality.

It will be assumed that the joint probability distribution P of (£1,...,&4) is star unimodal around the
same mode as the discussed log-normal distribution. The corresponding worst-case CVaR problem can be
reduced to a worst-case expectation problem as indicated in Section using the golden search method for
the outer minimization problem over 8 € [0, k]. The corresponding transformed loss function Ls according
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CHF Average p;  Standard deviation o;
Car insurance 15.000 2.000
Life insurance 7.000 1.000
Fire insurance 3.000 5.000
Medical insurance 20.000 2.000

Table 2 Marginal means and standard deviations of the size of the claims incurred by the four types of insurance policies
in the portfolio.

to Theorem [} is given in Appendix @ The worst-case excepted aggregate claim above the 5th percentile,
i.e. CVaRa (L(S4)), using marginal moments and unimodal structural information was numerically de-
termined to be 89,135 CHF in approximately 15 seconds using Matlab on a PCE| operated by Debian
GNU/Linux 7 (wheezy). Although more conservative than the previously stated expected aggregate claim
when assuming independent log-normal individual claims, this worst-case bound is able to exploit the uni-
modal distributional information optimally. Indeed, merely using the moment information and neglecting
all distributional structure results in a worst-case bound of 102,275 CHF on the aggregate claim.

6 Conclusion

This paper provides a new perspective on the computational solution of worst-case expectation problems
for convex classes of distributions with second-order moment information. We show that worst-case ex-
pectation inequalities over a Choquet simplex can in several interesting cases be reduced to worst-case
expectation inequalities over the standard probability simplex. We focus in particular on the set of all uni-
modal distributions and the set of all monotone distributions. We illustrate the power of this perspective by
pointing out that all known previous results concerning worst-case probability bounds with second-order
moment information can be reduced to special cases of the results stated in this work. Moreover, we present
how our results can be used to compute optimal bounds on the worst-case expectation and CVaR of cer-
tain loss functions when the true but unknown distribution is known to be either unimodal or monotone.
We illustrate our methods by considering an option pricing problem for European stock options and an
insurance risk aggregation problem with marginal information.

A Equality constrained quadratic programs (QPs).
We will state here a relevant result concerning equality constrained QPs used throughout the rest of this paper. Assume
we define a function I : R* — R as follows
I(b) == min TGz +2zTcty
s.t. Az =0,
with A € R¥X" having full row rank and G positive semidefinite. It is assumed that the function T Gz +2z " ¢ in bounded

from below such that I(b) > co. We can now represent the quadratic function I using a dual representation as indicated
in the following theorem.

Theorem 5 (Parametric representation of I) The function I is lower bounded by

I(b) > b Tib+2b"To 4 T3 (9)

3 An Intel(R) Core(TM) Xeon(R) CPU E5540 @ 2.53GHz machine.
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for all Ty € Sd, Ty € RY and T3 € R such that there exist A1 € [RdXd, As € R with
A1+ A;r —Ty Ay —T —AIA
A =T y—Ts c' —AJA]| =0 (10)
—AT Ay c— AT Ay G
Moreover, inequality @ is tight uniformly in b € R for some Ty, Ty and T3 satisfying condition .
Proof The Lagrangian of the optimization problem defining I(b) is given as

L(z,\) =z Gz + 2z <c + AT)\) —22Tb+y.

As TGz + 227 ¢ is bounded from below on R™, we have that for all b € R% there exists a minimizer z* such that
I(b) = (z*) T Gz* +2(2*) T c+y and Az* = b. From the first order optimality conditions for convex QPs |14, Lemma 16.1],
we have that min; maxy L(z,A) = L(z*, \*) = max) min, L(z,A) where the saddle point (z*,\*) is any solution of the

linear system
G AT * _
(G0)G)-(0) a

The quadratic optimization problem max, £(z, A\*) admits a maximizer if and only if (¢ + AT)\*) is in the range of G. It
must thus hold that
(1a = GGT) (e+ ATX") =0, (12)

Hence when dualizing the problem defining I(b), we get its dual representation I(b) = maxy — (c + AT/\)—r Gt (c + AT)\) -
2ATb+y. From equation it follows that A* is any solution of the linear equation b+ AGTATA\* + AGTc = 0. Therefore
there exists an affine A\*(b) = —Afb — A% with A% € R?¥? and A% € R? such that

.
I(b) = — <c — AT AT - ATAg) Gt (c — AT AT — ATAg) +267 A Tb+ 245 b+ . (13)

From equation it follows that for all b in R? it holds that (I]d - GGT) (c - ATA’l‘b - ATA§) = 0. We must hence also
have that
(1a - GG1) (~AT AT, e~ AT az) = 0. (14)

The dual reprenstation of I(b) guarantees that for all A(b) = —A1b — Az with A1 € R4%d and Ay € RY
T T T T T TAT T
I(b) > — (C—A Ayb— A /12) G (C—A Ayh— A Ag) +26T AT b+ 247 b

Lower bounding the right hand side of the previous inequality with b T1b + 2T2Tb + T3 yields I(b) > bTThb+ 2T2Tb + T3
if for all b in R it holds that

.
b A+ AI — T Ay — Ty . —AlTA + T T b
(1) [( A —17 g1 ) T \emDaga) G (AT emATA) () 20

(ud - GGT) (—ATAl, c— ATAQ) —o0.

and

After a Schur complement Thm 4.3], we obtain the first part of the theorem

A+ A;r —Ty Ay —Ty —A;I—A
341, Az : AT =T y—T3 T —AJA| =0 = I(b)>b"T1b+ 215 b+ Ts.
—ATA; - AT Ay G

As I(b) is a quadratic function there exist T}, Ty and T} such that I(b) = b' T7b 4 273 " b+ T§. The equations and
guarantee |7, Thm 4.3] that
A+ AT T A5 -T5 —ATTA
AT Ty y—TF T —A5TA| =0
—ATAT  c—ATAS G

completing the proof.
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B Proofs

Proposition @
Proof The statement can be proved almost immediately from the definition of convexity. For all 6 € [0, 1]
oo
Lo(6a+ (1 — 6)b) = / L\(8a+ (1 — 0)b)) T(dN)
0
oo
- / L(OOa) + (1 — 6)(Ab)) T(dN)
0

< /oo 0L(Aa) + (1 — 0)L(Ab) T(dN)
0
— 0Ls(a) + (1 — 0) Ls(b)

showing convexity of Ls.

Corollary

From Theorem [2] we have that the generating distribution 7' for a-unimodal ambiguity sets satisfies
t
T([0,1]) = a / xe—ldx, vtelo1].
0

The moment transformations from Theorem [I] become

1

o 1= [/OOOAT((D\)}_IH ={a/01>\a(d>\)}_u -t
S 1= [/OOO A2 T(dx)]_lsz {a/ol )\O‘“(d/\)]_lS: a;rZS.

From Proposition m the transformed loss function Ls required in Theorem El can be found as

Le(w) = max T ([bu/al 1:00) ) 1,700, 0)
= Iglea%fi(a;ry%

where
"1

a A"l dx, ¢ > b,
fi(g) = /b,i/q ’

0 otherwise.

In order to apply Theorem [4] we now need only reformulate the semi-infinite constraint (Ca2f), i.e. the constraint
Tsi+2qT2i+q°Tii > fil)) Vg€R, Viel

Because 0 € = and hence b; > 0, we have equivalently, for each i € Z, and for all ¢ € RT

1—(bi/@)™ q>bs,
Ty +2qT2,i + 4°Th,i > bi/a)* a2 b ,
0 otherwise.

which can be seen to reduce to o

b¢
Ty +2qT2i+q°Th,i > 1— =, VYg>0.
q
Defining a new scalar variable ¢ and applying the variable substitution ¢ = g, this can be rewritten as

FUTUTy 4+ 24T T + G0 (T3 — 1) + b8 >0, ¥G>0

after multiplying both sides with gV > 0. The final result is obtained after the substitution bg/wtj =q.
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Corollary ' The method of proof follows that of Corollary m except that we now apply Proposition @ to generate the
transformed loss function L.

In this case the loss function L is equivalent to L = £ o kz with £(¢) = max{0,t — 1}. Recalling from Theorem [2| the
generating distribution 7" for a-unimodal distributions, we set

05(t) = /O ~ o1 AN
= a/l max{0, (At — 1)IA*1d),
0

which is zero for any ¢ < 1. For ¢t > 1, we can evaluate the integral to get
1

VE>1 Zs(t):a/ (EAY — X" HydA
1/t

@ 1 <1)O‘
= t—14+ -
a+1 a+1\t

and then set Ls(z) = max;ez fi(a; ) where each f;(q) := £s(q/b;).

We can now apply Theorem |4] by reformulating the constraint for this choice of f; for each ¢ € Z, resulting in the
constraint

a q 1 b
T34 2¢Ts; + ¢*Ty 3 > —— = — -
3,1 ql2; q 1,1_a+1bi at1qo

Vg > b;

because 0 € = and hence b; > 0. We define a new scalar variable ¢ and apply the variable substitution ¢* = g, resulting
in the constraint

~ b§ ~ 1/w
VA+T3,;)— —— >0, Vg>b;
>+q(+3,z> ai1Z G>b;

~2w+vT V+~w+v 275 » — af
q 1,2 q < 2,4 (Oé T 1)b1

after multiplying both sides by ¢V > 0. The final result is obtained after the substitution b;/”q =q.
Corollary @

We follow the same approach as the proof of Corollary [1} but this time use the generating distribution 7" for -monotone
distributions from Theorem [3] i.e.

1
B(n,v)

([0, 1)) = ./Ot Al —alda, vee [0,1].

In this case the moment transformations from Theorem [I become

-1

oy = [/(;OOAT(dA)] no= {ﬁ/ol)\"(lf/\)”’l(d)\)] u = ":m
o= [ [T = [ [ ] s -

From Proposition [1} the transformed loss function Ls required in Theorem [1| become

1= g 7 ([T %)) 70,0

—. (a¥
= max fi(a] ).

where

1 /1 —1 —1
L[ At a o)Ay, g by
fi(a) = { B(n,7) Jo,/q ( )

0 otherwise.
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For ¢ > b;, we can use a binomial expansion to evaluate this integraﬂ obtaining

bi/
B(n,7)fi(a) = B(n, ) /0 Tl 1o aytax

1= by _
=B(n,7) - Y /b /q(fl)"(v . 1)/\"”*1 dx
k=070

y—1 k
(=b)" (v—=1y 1
= B(n,vy) — b} E .
(’T'L ’y) [ = n+k ( k )q"*"“

In order to apply Theorem |4 we now need only reformulate the semi-infinite constraint . We obtain, for each i € Z,
the constraint

1
b S (bR ey -1y 1
———, Vg > b,
B(n,v)k; n+k( k )qn+k’ ="

recalling that 0 € = and hence b; > 0. We multiply both sides by ¢t~ > 0 to produce, for each i € Z the constraint

Ts,i42qTs; + ¢*Thi > 1 —

TL
gty g 5 v . nty—1 4 ( b) y—k—1 > > b
1™ 4 2T5,40" 7 + (T — 1) g ) § e (" N 20 vaz b

The final result is obtained after the substitution b;q = q.
Corollary m

The method of proof parallels that of Corollary [2] but this time using the generating distribution 7" for ~-monotone
distributions from Theorem [3] In this case we set

0 = / masx{0, (A — 1)JA" (1 — A)7—Ld),

(n 7)
which is zero for any ¢t < 1. For any ¢ > 1, using a binomial expansion we can evaluate the integral to get

1 1

A1 =AY da— / AP —A) T da
1

Ve > 1 : B(n,y)ls(t) :t/
/t

1/t

1/t 1/t
= B(n—f—l,fy)—B(n,’y)—&-/ A"’l(l—A)V’ld)\—t/ A (1=X)LdAa
0 0

~y—1
k=0

() [ oo
JO

y—1

) (71)16 y—1 1 n+k
_tB(n+1,’Y)*B(”:’Y)+kz::Om( k )(?)

and then set Ls(z) = max;ez fi(a] z) where each fi(q) := £s(g/b;). In order to apply Theorem 4] l we now need only
reformulate the semi-infinite constraint ( . We obtain, for each ¢ € Z, the constraint

B(n+1,v)

Ts,i + 29T, + ¢*°T1 i >
3,1 ql2 q 11,5 = brLB(TL ’Y)

q— 1+

k -1 1
Z %) (W ) Vg > b;
B(n'y n+k n+k+1) k /qntk

4 Note that the integral amounts to 1 —

b; _ .
B(n 5 fO /4 n=1(] — AL dh = 1 — Iy, jq(n,7), where Iy /q(n,7) is the
so-called regularized incomplete beta function, i.e. the cumulative distribution function for the beta distribution with shape
parameters (n,7).



Distributionally Robust Expectation Inequalities for Structured Distributions 23

because 0 € = and hence b; > 0. We multiply both sides by ¢"t7~! > 0 to produce the constraint

B(n+1,7)

T .n+w+14,<2T o
1,9 2,1 sz(n’ "/)

)q”+“A+(7%¢—+1)q"+”_lf

A —b;)* — 1\
Loy ) (" ) >0, ez
B(n,y) [my(n+k)(n+k+1)\ k

The final result is obtained after the substitution b;q = q.

C Factor models in insurance

As mentioned in Section @, any worst-case CVaR problem can be reduced to a related worst-case expectation problem.
We are therefore interested in loss functions of the form L(Sy) = min (max (Sg,0),k) — 8 for 0 < 8 < k. We have that the

loss function L(Sy) can be written as the gauge function L(Sg) = £o k= (Sy) for = = {x € RY| Z‘ii:l z; > 1} and

0 ift < B,
(=t—0 ifp<t<k,
k—p ift>k.

Recalling from Theorem [2] the generating distribution T for a-unimodal distributions, we set £5(t) = [5* £(At)T'(d)) which
is zero for any t < (3. For B8 <t < k, we can evaluate the integral to get

1

BL<VE<k : Es(t):a/ (At — B)A"1dx
B/t

ﬁa-&-l 1

a+1t70"

(0%
= t_
a+1 At

Similarly for ¢ > k, we get

k/t 1
V> ko 4s(t) = a/ (Mt — ﬂ)Aa_ldA+a/ (k — g)x>—tdx
B/t k/t
k,a+1 _Ba+1 1

—k-3—
A at+1l o

and then set Ls(z) = £ (Z;‘i:1 x;). In order to apply Theorem we now need only reformulate the semi-infinite constraint
(C2)). This can be done using methods analogous to the method described in the proof of Corollary [2| but is omitted here
for the sake of brevity. We get finally

Ti:iq? +2¢To; +T3,: >0, VgER

a+1 "~

1—(B/k)>*!
a+1

k 1/w
Ty BT + ¢Vt (QTQ,i - ai—i-l) +q" (T3, +B) — AR 0, 1<Vg< (5) (Ca).

T k22 Y 4 2kqV T T +q¥ (Ta: + 68— k) + k >0, Vg>1
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