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1 Introduction

We study asynchronous parallel block-descent methods for the following class
of nonconvex nonsmooth minimization problems:
N
min  F(x) £ f(x) + X gi(x:)
X2 (X1,..,%XN) =1 (P)
x; € &, 1=1,...,N,
where f is a smooth, possibly nonconvex function, g; are possibly nonsmooth,
convex functions, and &X; C R™ is a closed, possibly nonconvex set.

Instances of Problem (P) arise in many fields, including compressed sens-
ing, machine learning, data mining, and genomics, just to name a few. Typ-
ically, in data-driven applications f might measure the misfit between the
observations and the postulated model, parametrized on x, while the regular-
izers g; encode structural constraints on the solution, such as sparsity.

Many of the aforementioned applications give rise to extremely large-scale
problems, which naturally call for asynchronous, parallel solution methods. In
fact, well suited to modern computational architectures, asynchronous meth-
ods reduce the idle times of workers, mitigate communication and/or memory-
access congestion, and make algorithms more fault-tolerant. In this paper, we
introduce a general asynchronous block-descent algorithm for finding station-
ary solutions of Problem (P).

We consider a generic multi-worker architecture (e.g., shared memory sys-
tem, message passing-based system, cluster computer, cloud federation) wherein
multiple workers, continuously and without coordination with each other, up-
date a block-variable by solving a strongly convex block-model of Problem
(P). More specifically, at iteration k, a worker updates a block-variable xfk of
xF to xf,f17 with % in the set N' £ {1,..., N}, thus generating the vec-
tor x*¥*1. When updating block i, in general, the worker does not have
access to the current vector x*, but it will use instead the local estimate
xk—d" & (m]fidlf,mgidg, ... ,xﬁ,ﬁdﬁv), where d* £ (d¥,dk, ... d%) is the “vec-
tor of delays”, whose components d¥ are nonnegative integers. Note that xk—d"
is nothing else but a combination of delayed, block-variables. The way each
worker forms its own estimate x¢—9" depends on the particular architecture
under consideration and it is immaterial to the analysis of the algorithm. We
only observe here that if all delays df are zeros, the model reduces to a stan-
dard synchronous one.

Given x*~9" and i, block xfk is updated by solving the following strongly
convez block-approximation of Problem (P):

%o () 2 argmin f (x4 g (), (1)
Xk E./?ik (xk—ak)
and then setting .
xf,j'l =xk +7 (}/\(lk (xF=4") — ka) . (2)

In (1), fir and X, represent a strongly convex surrogate of f and a convex
set obtained replacing the nonconvex functions defining X;» by suitably chosen
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upper convex approximations, respectively; both ﬁk and .X~7;k are built using the
out-of-sync information xk=4" Tf the set X;x is convex, then we will always
take X;x = Xp. In (2), v € (0,1] is the stepsize. Note that, in the above
asynchronous model, the worker that is in charge of the computation (1) and
the consequent update (2) is immaterial.

Major contributions: Our main contributions are:

1. A new probabilistic model for asynchrony fizing some unresolved issues: Al-
most all modern asynchronous algorithms for convex and nonconvex problems
are modeled in a probabilistic way. We put forth a novel probabilistic model
describing the statistics of (i*,d*) that differs markedly from existing ones.
This new model allows us not only to fix some important theoretical issues
that mar most of the papers in the field (see discussion below on related work),
but it also lets us analyze for the first time in a sound way several practically
used and effective computing settings and new asynchronous algorithms. For
instance, it is widely accepted that in shared-memory systems, the best perfor-
mance are obtained by first partitioning the variables among cores, and then
letting each core update in an asynchronous fashion their own block-variables,
according to some randomized cyclic rule. To the best of our knowledge, this
is the first work proving convergence of such practically effective methods in
an asynchronous setting.

2. The ability to effectively deal with nonconvex constraints: All the works in the
literature but [9,10] can deal only with unconstrained or convex constrained
problems. On the other hand, the algorithms in [9,10] require at each iteration
the computation of the global optimal solution of nonconvex subproblems,
which, except in few special cases, can be as difficult as solving the original
nonconvex problem. Our method is the first asynchronous method that allows
one to deal (under adequate assumptions) with nonconvex constraints while
solving only strongly convex subproblems.

3. The possibility to leverage potentially complex, but effective subproblems
(1): Asynchronous methods so far are all built around a proximal linearization
method, which corresponds, in our framework, to setting

_dF _q*\ T k—d¥, k—d”

3,

for some constant S > 0. This choice often leads to efficient solution methods
and, in some cases, even to subproblems that admit a solution in closed-form.
For instance, it has been shown to be very efficient on composite quadratic
problems, like LASSO. However, moving to more nonlinear problems, one may
want to use more complex/higher order models. In fact, the more sophisticated
the subproblem (1), the better the overall behavior of the algorithm (at least
in terms of iterations) is. This happens at the price of computationally more
expensive subproblems. But in asynchronous and distributed methods, the
bottleneck is often given by the communication cost. In these cases, it might
be desirable to reduce the communication overhead at the price of more com-
plex subproblems to solve. Furthermore, there are many application for which
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one can define subproblems that, while not being proximal linearizations, still
admit closed-form solutions (see. e.g., [8,32]). Overall, the ability to use more
complex subproblems is an additional degree of freedom that one may want
to exploit to improve the performance of the algorithm.

4. Almost sure convergence and complexity analysis: We prove i) almost sure
convergence to stationary solutions of Problem (P); and ii) convergence to
e-stationary solutions in an O(¢~!) number of iterations. We remark that our
convergence results match similar ones in the literature [9,10,21,22,27], which
however were obtained in a simplified setting (e.g., only for unconstrained or
convex constrained problems) and under unrealistic probabilistic assumptions
on the pair index-delay (i¥,d*) (see discussion on related work). Our analy-
sis builds on an induction technique based on our probabilistic model and a
novel Lyapunov function that properly combines variable dynamics and their
delayed versions.

5. A theoretical almost linear speed-up for a wide range of number of cores: The
holy grail of asynchronous methods is the ideal linear speed-up (with respect
to the number of workers). This theoretical limit is not achievable in practice;
in fact, as the number of workers increases, the effective speedup is always
limited by associated overheads (communication costs, conflicts, etc.), which
make the linear growth impossible to achieve for arbitrarily large number of
workers. By using the number of iterations needed to achieve an e-stationary
solution as a proxy for the computational time and leveraging our new Lya-
punov function, we are able to show almost linear speed-up in many settings
of practical interest. This is the first theoretical result on speedup, based on a
realistic probabilistic model for asynchrony (see discussion in contribution 1).

Related work. Although asynchronous block-methods have a long history
(see, e.g., [1,2,7,14,34]), their revival and probabilistic analysis have taken
place only in recent years; this is mainly due to the current trend towards
huge scale optimization and the availability of ever more complex compu-
tational architectures that call for efficient and resilient algorithms. Indeed,
asynchronous parallelism has been applied to many state-of-the-art optimiza-
tion algorithms, including stochastic gradient methods [16, 19,20, 23-26] and
ADMM-like schemes [15,17, 35]. Block-Coordinate Descent (BCD) methods
are part of the folklore in optimization; more recently, they have been proven
to be particularly effective in solving very large-scale problems arising, e.g.,
from data-intensive applications. Their asynchronous counterpart has been in-
troduced and studied in the seminal work [21], which motivated and oriented
much of subsequent research in the field, see e.g. [9, 10, 22,27, 28]. We refer
the interested reader to [36] and references therein for a detailed overview of
BCD methods. There are several differences between the above methods and
the framework proposed in this paper, as detailed next.

e On the probabilistic model: All current probabilistic models for asynchronous
BCD methods are based on the (implicit or explicit) assumption that the ran-
dom variables i* and d* are independent; this greatly simplifies the convergence
analysis. However, in reality there is a strong dependence of the delays d* on
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the updated block i*. Consider the setting where the variables are partitioned
among two workers and each worker updates only its own block-variables; let
N7 and N> be the index set of the blocks controlled by worker 1 and 2, re-
spectively. It is clear that in the updates of worker 1 it will always be df =0,
for all i € N7 and k, while (at least some) delays d¥ associated with the
blocks i € N5 will be positive; the opposite happens to worker two. The in-
dependence assumption is unrealistic also in settings where all the workers
share all the variables. Blocks that are updated less frequently than others,
when updated, will have larger associated delays. This happens, for instance,
in problems where i) some blocks are more expensive to update than others,
because they are larger, bear more nonzero entries, or data retrieval requires
longer times; or ii) the updates are carried by heterogeneous workers (e.g.,
some are faster or busier than others). We tested this assumption, performing
an asynchronous algorithm on two different architectures and measuring the
average delay corresponding to different blocks updated. The experiments were
performed on a shared-memory system with 10 cores of an Intel E5-2699Av4
processor. An asynchronous algorithm was applied to a LASSO problem [33]
with 10000 variables, partitioned uniformly into 100 contiguous blocks; the
Hessian matrix was generated with high sparsity on several rows. All the cores
can update any block, selected uniformly at random. We found that blocks
associated with the sparse rows of the Hessian have delays d* with compo-
nents between 0 and 3, while the delays of the other blocks were all bigger
than 20. Even when the computing environment is homogeneous and/or the
block updates have the same cost, the aforementioned dependence persists. We
simulated a message-passing system on Purdue Community Cluster Snyder;
we used two nodes of the cluster, each of them equipped with 10 cores of an
Intel Xeon-E5 processors and its own shared memory. Every node can update
every block, selected uniformly at random. We ran an asynchronous algorithm
on the same LASSO problem described above but now with a dense Hessian
matrix. The blocks updated by node 1 have an average delay of 12 while those
updated by node 2 experience an average delay of 22. This can be due to
several uncontrollable factors, like operation system and memory schedulers,
buses controllers, etc., which are hard to rigorously model and analyze.

Another unrealistic assumption often made in the literature [9, 21,22, 25]
is that the block-indices i* are selected uniformly at random. While this as-
sumption simplifies the convergence analysis, it limits the applicability of the
model; see Examples 4 and 5 in Section 3.1. In a nutshell, this assumption
may be satisfied only if all workers have the same computational power and
have access to all variables.

We conclude the discussion on probabilistic models underlying asynchronous
algorithms mentioning the line of work dealing with stochastic gradient meth-
ods. Stochastic gradient methods are similar to block-descent approaches in
that at each iteration sampling is performed to determine the nature of the
update, but sampling is done among functions in an optimization problem min-
imizing the sum of functions, as opposed to block variables. A related, albeit
different, issue of independence in the probabilistic models used in stochastic
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gradient methods was first noted in the technical report [23], see also [19, 26]
for further developments. These papers circumvent the issue by enforcing in-
dependence (a) using a particular manner of labeling iterations as well as (b)
reading the entire vector of variables regardless of the sparsity pattern among
the summand functions in the objective. However, the analysis in [19,23,26] is
(c) only performed in the context of strongly convex unconstrained problems,
(d) involves uniform sampling and (e) is only applicable for the shared memory
setting. Thus, while the analysis and procedures described in the references
above are interesting, on the whole requirements (b)-(e) make these proposals
of marginal interest in the context of block-descent methods (even assuming
they can actually be adapted to our setting).

Differently from the aforementioned works, our more general and sophisti-
cated probabilistic model neither postulates the independence between i* and
d* nor requires artificial changes in the algorithm [e.g., costly unnecessary
readings, as in (b)] to enforce it; it handles instead the potential dependency
among variables directly. By doing so, one can establish convergence without
requiring any of the restrictive conditions (b)-(e), and significantly enlarge the
class of computational architecture falling within the model [e.g., going be-
yond (d) and (e)]—see Section 3.1 for several examples. The necessity of a new
probabilistic model of asynchrony in BCD methods was first observed in our
conference works [5,6] while the foundations of our approach were presented in
our technical reports [3,4] along with some numerical results. Here we improve
the analysis of [3,4] by relaxing considerably the assumptions for convergence
and tightening the complexity bounds.

e Nonconvex constraints: Another important feature of our algorithm is the
ability to handle nonconvex objective functions and nonconvex constraints by
an algorithm that only needs to solve, at each iteration, a strongly convex
optimization subproblem. Almost all asynchronous methods cited above can
handle only convex optimization problems or, in the case of fixed point prob-
lems, nonexpansive mappings. The exceptions are [20,38] and, more relevant to
our setting, [9,10] that study unconstrained and constrained nonconvex opti-
mization problems, respectively. However, the papers dealing with constrained
problems, i.e. [9,10], propose algorithms that require, at each iteration, the
global solution of nonconvex subproblems. Except for few cases, the subprob-
lems could be hard to solve and potentially as difficult as the original one.

o Successive Convex Approximation: All the asynchronous algorithms described
so far use proximal linearization to define subproblems. As already pointed out,
this is the first paper where subproblem models able to capture more struc-
ture of the objective functions are considered. This offers more freedom and
flexibility to tailor the minimization algorithm to the problem structure, in
order to obtain more efficient solution methods.

Notation: We use the following notation for random variables and their real-
izations: underlined symbols denote random variables, e.g., x*, xkfgk, whereas
the same symbols with no underline are the corresponding realizations.
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2 Asynchronous Algorithmic Framework

In this section we introduce the assumptions on Problem (P) along with the
formal description of the proposed algorithm. For simplicity of presentation,
we begin studying (P) assuming that there are only convex constraints, i.e.,
all X; are convex. This unnecessary assumption will be removed in Section 5.

Assumption A (On Problem (P)).

(A1) Each set X; C R™ is nonempty, closed, and convex;

(A2) f:0 — Ris O, where O is an open set containing X £ X} x - -- x Xn;

(A3) Vx,f is Ly-Lipschitz continuous on X;

(A4) Each g; : O, — R is convex, possibly nonsmooth, and L,-Lipschitz
continuous on X;, where O; is an open set containing Xj;

(Ab) F is coercive on X, i.e., lim  F(x) = +o0.
XEX,||x||—o0

These assumptions are rather standard. For example, A3 holds trivially if X" is
bounded and V f is locally Lipschitz. We remark that in most practical cases
the g;’s are norms or polyhedral functions and A4 is readily satisfied. Finally,
A5 guarantees the existence of a solution.

We introduce now our algorithmic asynchronous framework. The asyn-
chronous iterations performed by the workers are given in (1) and (2) [cf. Sec-
tion 1]. However, the analysis of the algorithm based directly on (1)-(2) is not
a simple task. The key idea is then to introduce a “global view” of (1)-(2)
that captures through a unified, general, probabilistic model several specific
computational architectures/systems and asynchronous modus operandi. The
iteration k — k + 1 is triggered when a block-component ¥ of the current x*
is updated by some worker using (possibly) delayed information xk*dk, thus
generating the new vector x**1. Note that, in this model, the worker that per-
forms the update is immaterial. Given (1) and (2), it is clear that the update
x* — xF*1 ig fully determined once i* and d”* are specified. In several asyn-
chronous methods, the index i* is chosen randomly. Even when this is not the
case, the values of ¥ and d* are difficult to preview beforehand, because they
depend on several factors which are hard to model mathematically, such as the
computational architecture, the specific hardware, the communication proto-
col employed by the workers, possible hardware failures, etc.. Therefore, we
model the sequence of pairs {(i*,d*)}ren, generated by the algorithmic pro-
cess as a realization of a stochastic process; the probabilistic space associated
to this stochastic process is formally introduced in Section 3. The proposed
general asynchronous model is summarized in Algorithm 1, which we term
Asynchronous FLexible ParallEl Algorithm (AsyFLEXA).

Discussion on Algorithm 1. Several comments are in order.

1. On the generality of the model: Algorithm 1 represents a gamut of asyn-
chronous schemes and architectures, all captured in an abstract and unified
way by the stochastic process modeling the specific mechanism of generation
of the delay vectors d* and indices i* of the blocks to updates. For concrete-
ness, we show next how Algorithm 1 customizes when modeling asynchrony
in shared-memory and message passing-based architectures.
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Algorithm 1 Asynchronous FLexible ParallEl Algorithm (AsyFLEXA)

Initialization: k = 0, x° € X, v € (0;1].
while a termination criterion is not met do
(8.1) The random variable (¥, d”) is realized as (i*,d*);

(8.2) %X (xk_dk) is computed:

k—d*
)

=) 4 g (), 3)

Y : £ .
£ argmin fr (X1 %
Xk €X K

)A(,L-k (X

(8.3) xi_“k is acquired,;
(S.4) The block % is updated:

R k ek
k1 xF (% (k7)) —xF), if i =4k
¢ xF if 4 # F

7

(4)

(8.5) k<« k+1;
end while

Example 1: Shared-memory systems. Consider a shared-memory system wherein
multiple cores update in an asynchronous fashion blocks of the vector x, stored
in a shared memory. An iteration & — k + 1 of Algorithm 1 is triggered when
a core writes the (block) update xf,fl in the shared memory (Step 4). Note
that the cores need not know the global iteration index k. No memory lock is
assumed, implying that components of the variables may be written by some
cores while other components are simultaneously read by others. This incon-

k—d* (:Ck—d’f k—d¥ k—d¥,
- 1

sistent read produces vectors x ,Ey 2., TN ), to be used

k
in the computation of X;+ (Step 2), whose (block) component xf_di is a (pos-
sibly) delayed version of block ¢ read by the core that is going to perform the

update. Note that, while xf_di? existed in the shared memory at some point
in time, the entire delayed vector xk—a* might have not at any time. Also, in
Step 4, it is tacitly assumed that the update of a block is atomic (the block is
written in the shared memory as a whole) and while a core is writing that block
no other core can modify the same block. This is minor requirement, which
can be easily enforced in modern architectures either by a block-coordinate
look or using a dual-memory writing approach, see [27, Section 1.2.1].

Figure 1 shows few iterations of the algorithm dynamics in the asynchronous
setting described above. The (continuous) time when operations (reading, writ-
ing, computation) are performed is indicated in the top horizontal axes whereas
the global (discrete) iteration counter is reported in the bottom axes. The
asynchronous updates happen as follows. At iteration k = 3, Core 3 writes
x3; therefore, x3 differs from x? in the first component. Core 2 locks 3 to
quickly read it and perform the linear combination with :ﬁg(x‘?’*ds) [cf. (4)],
and updates z3; therefore x* differs from x? in just the 3rd component. Note
that core 2 reads x3 which is equal to z3, so di = 0; this is because between
the lock and the writing of core 2, no other cores wrote x5 (core 3 updates
x1). At iteration k = 5, core 3 writes 3. In this case xi—a*
25 = (1 — )zl + (x4, is exactly equal to x?, since core 3 reads the
vector entirely after the last update, so d* = 0. A different situation happens

, used to compute
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time

t=1 =12 t=3.7 t=4.1,
| | | |
| L | n
Core 1|! |Core 1| |Core 1] "eore 1] |Core 1
Reads |! |Reads | [Reads [***** " trr e rmm i * Locks | [Writes
Ty : P xs3 | €3 T3
| ! | w
| ! | |
| ! | I
] Ll I 1
Core 2|1 |Core 2 Core 2 Reads | |||\ i P, Vo [
Locks|'  |Writes T1, T2, T3 !
r3 | T3
|
I
I

I
I
|
I
‘ l
| |
Core 3| 1 !
" Core 3| |Core 3|
V\gltes | ocks | |Writes :
1 \ Z2 T2 |
i —
| ! | ‘
L ‘ ‘
Il I} »
k=3 k=1 k=5 k=6""

iteration

Fig. 1: AsyFLEXA modeling block asynchronous updates in a shared-memory system: three
cores, vector variables x € R3, scalar blocks (n; =1, for all ).

when iteration £ = 6 is triggered by core 1: the vector used by the core to

. . o5-db o —d° —d°
perform its update is x°~4", which is such that x? @ 2?2 # a3, xg @ x3,
_d® L . .
and 254 = 23 # x2; therefore, x4 never existed in the shared memory at

any time. It can be seen that the vector of delays at k = 6 reads d® = (3,1,0)™.
Note that the delay vector d* used at a given iteration may not be unique:
different values for the components d¥ may produce the same delayed vector
xk=4" For instance, in the example above, the vector (2,1,0)T could have
been used in place of d°.

Ezxample 2: Message passing systems. Consider a message passing-based sys-
tem: multiple computational units (e.g., clouds, cluster computers) are con-
nected through a (directed) graph, modeling the communication pattern among
the units. Suppose that every worker has in charge the update of a set of block
variables, partitioned among all the workers. In this setting, Algorithm 1 still
models asynchronous updates and communications. There is no shared mem-
ory; every worker updates its own variables writing its own local memory, and
then broadcasts its updates to its neighbors, according to a given protocol,
which specifies, for instance, how ofter the communications will happen and
with whom. In this setting, xk—d" corresponds to the most recent information
a worker has received from the others at the time of its update.

2. On the surrogate functions ﬁ A degree of freedom offered by the pro-
posed framework is the choice of the surrogate function used in the subprob-
lems (3) solved by the workers at each iteration. We consider the following
general class of surrogate functions (we denote by V ﬂ the partial gradient of
fi with respect to the first argument).

Assumption B (On the surrogate functions f;’s). Given f; : Xix X — R,
with 7 € N/, we assume:
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(B1) fi(o; y) is C! on an open set containing &;, and cj-strongly convex on
X;, for all y € &;

(B2) V/fi(yiy) = Vy, f(y), for all y € &;
(B3) Vfi(ys;e) is Lp-Lipschitz continuous on X, for all y; € X;;
(B4) Vfi(e;y) is Lg-Lipschitz continuous on X;, for all y € X.

The surrogate fi(O; x*) should be regarded as a (simple) strongly convex local
approximation of f around x* € X, that preserves the first order properties of
f. Finding a surrogate f; that satisfies Assumption B is in general non difficult;
in any case, one can always choose f;(x;;x*) = Vy, f(x*)T(x; — x¥) + B|x; —
x¥||%2, where 8 is a positive constant, which leads to the classical proximal-
gradient update. However, having the possibility to use a different ﬁ may be
useful to exploit some potential structure in the problem; of course, a trade-off
is expected: the more complex the fi7 the more information will be retained
in %;(x*), but also the more intensive its computation is expected to be. On
the other hand, the solution of more complex subproblems will in general
decrease the number of information exchanges in the system, which may be a
key advantage in many applications. Some valid instances of ﬁ-’s going beyond
the proximal-gradient choice are discussed next; we refer the interested reader
to [12,13] for further examples.

o If f(x1,...,%xn) is block-wise uniformly convex, instead of linearizing f
one can exploit a second-order approximation and set f;(x;;x*) = f(x*) +
Vi f(x5) T (x5 = xJ) + 5 (xi = xF)TVE o, F(x) (xi = xF) + BlIxi — x}[13;

e In the same setting as above, one can also better preserve the partial con-
vexity of f and set fi(x;;xF) = f(x;,x",) + Blx; — xF||3, where x_; £
(Xl, ey X1y X1y - - ,XN);

e As a last example, suppose that f is the difference of two convex functions
fM and f(z)Li.e., f(x) = f1(x)— f?(x), one can preserve the partial convexity
in f setting f;(x;:x") = fO) (i, x5;) — Vi, f2(xF)T (3; — xF) + B [[xi — xF3.

3 AsyFLEXA: Probabilistic Model

In this section, we complete the description of AsyFLEXA, introducing the
probabilistic model underlying the generation of the pairs index-delays.
Given Problem (P) and an initial point x°, the pair (i*,d*) in Step 1 of
Algorithm 1, for each k, is a realization of a random vector w® £ (g’“,g’“),
taking values on A x D, where D is the set of all possible delay vectors. We
anticipate that all the delays df are assumed to be bounded (Assumption C
below), i.e., d¥ < §, for all k and i. Hence, D is contained in the set of all
possible N-length vectors whose components are integers between 0 and §.
Let 2 be the sample space of all the sequences w = {(i*, dk)}keN+.1 We will

use the following shorthand notation: we set w%* £ (w° w!, ... wF) (the first

k+1 random variables); w%* £ (w% w', ... w*) (k+ 1 possible values for the

1 With a slight abuse of notation, we denote by wj, the k-th element of the sequence
w € 2, and by w* the value taken by the random variable w” over w, i.e. w” (w) = wk.
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random variables w%*); and wo.;, = (wo, w1, ..,ws) (the first k + 1 elements

of w). We introduce next the probability space that will be used to build our
probabilistic model.

The sample space is 2. To define a o-algebra on {2, we consider, for k > 0
and every w%* € N x D, the cylinder

CF(WO*) & {w € 2 woy, = WO,

i.e., CF(w*) is the subset of {2 of all sequences w whose first k elements
are w’, ... wk. Let us denote by C* the set of all possible C*(w”*) when w,
t =0,...,k, takes all possible values; note, for future reference, that C* is a
partition of £2. Denoting by o (C*) the o-algebra generated by C*, define for
all k,

FF & o (CF) and F 20 (URCh). (5)

We have F¥ C Fk+1 C F for all k. The latter inclusion is obvious, the former
derives easily from the fact that any cylinder in C*~! can be obtained as a
finite union of cylinders in C*.

The desired probability space is fully defined once P(C*(w®*)), the probabil-
ities of all cylinders, are given. These probabilities should satisfy some very
natural, minimal consistency properties, namely: (i) the probabilities of the
union of a finite number of disjoint cylinders should be equal to the sum of
the probabilities assigned to each cylinder; and (ii) suppose that a cylinder
C*(w"*) is contained in the union U of a countably infinite number of other
cylinders, then P(C*(w®*)) < P(U). Suppose now that such a P is given.
Classical results (see, e.g., [18, Theorem 1.53]) ensure that one can extend
these probabilities to a probability measure P over ({2, F), thus defining our
working probability space A £ (£2, F, P). By appropriately choosing the prob-
abilities of the cylinders, we can model in a unified way many cases of practical
interest; several examples are given in Section 3.1.

Given A, we can finally define the discrete-time, discrete-value stochastic
process w, where {w”(w)}ken, is a sample path of the process. The k-th entry
w”(w) of w(w)—the k-th element of the sequence w—is a realization of the
random vector w® = (;”“,g’“) : 2 — N x D. This process fully describes the
evolution of Algorithm 1. Indeed, given an instance of Problem (P) and a
starting point, the trajectories of the variables x* and xk=4" are completely
determined once a sample path {(i*, d’“)}keN+ is drawn from w.

Note that the joint probability

Dok (wO:k) AL P(Q():k _ wO:k)
is simply the probability of the corresponding cylinder: C*(w%*). We will
often need to consider the conditional probabilities p((i,d) |w?*) & P(w**! =
(i,d)|w%* = w%*). Note that we have

P(ckJrl (wO:kJrl))

p((i,d) |w0:k) = P(Ck(w0=k)) ) (6)
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where we tacitly assume p((i,d) |w®F) = 0, if P(C*(w®*)) = 0. We remark
that these probabilities need not be known in practice to implement the algo-
rithm. They are instead determined based on the particular system (hardware
architecture, software implementation, asynchrony, etc.) one is interested to
model. Here, we make only some minimal assumptions on these probabilities
and stochastic model, as stated next.

Assumption C (On the probabilistic model). Given Algorithm 1 and
the stochastic process w, suppose that

(C1) There exists a § € N, such that d¥ < §, for all 4 and k;

(C2) For all i € N and w € (2, there exists at least one t € [0,...,T)], with
T > 0, such that

Z p((i,d) | W™ TN > prin, i puonte s (W) > 0,
deD

for some pyi, > 0;
(C3) db =0, for any k > 0.

These are quite reasonable assumptions, with very intuitive interpretations.
C1 just limits the age of the old information used in the updates. Condition
C2 guarantees that every T iterations each block-index ¢ has a non negligible
positive probability to be updated. These are minimal requirements that are
satisfied in practically all computational environments. The condition dfk =0
means that when a worker updates the i*-th block, it uses the most recent
value of that block-variable. This assumption is automatically satisfied, e.g.,
in a message passing-based system or in a shared memory-based architecture
if the variables are partitioned and assigned to different cores (see Example 6
in Section 3.1). If instead all the cores can update all variables, dfk = 0 can be
simply enforced by a software lock on the i*—th block of the shared memory:
once a core ¢ has read a block-variable x;», no other core can change it, until ¢
has performed its update. Note that in practice it is very unlikely that this lock
affects the performance of the algorithm, since usually the number of cores is
much smaller than the number of block-variables. Actually, in some systems,
this lock can bring in some benefits. For instance, consider two cores sharing
all variables, with one core much faster than the other. A lock on xfk will
prevent potentially much older information to overwrite most recent updates
of the faster core. Note also that conditions similar to C3 are required by all
block asynchronous methods in the literature but [27]: they take the form of
locking the variable to update before performing a prox operation [21].

Remark 1 The knowledge of the probability space A is by no means required
from the workers to perform the updates. One need not even specify explicitly
the probability distribution; it is sufficient to show that a probability space
A satisfying Assumption C exists for the specific system (e.g., computational
architecture, asynchronous protocol, etc.) under consideration. We show next
how to do so for several schemes of practical interest.
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3.1 Examples and special cases

The proposed model encompasses a gamut of practical schemes, some of which
are discussed next. It is of note that our framework allows us to analyze in a
unified way not only randomized methods, but also deterministic algorithms.
1. Deterministic sequential cyclic BCD: In a deterministic, cyclic method
there is only one core that cyclically updates all block-variables; for simplicity
we assume the natural order, from 1 to N. Since there is only one core, the
reading is always consistent and there are no delays: D = {0}. To represent
the cyclic choice it is now enough to assign probability 1 too all cylinders of
the type
C* ={w:wo=(1,0),w; = (2,0),...,wp = ((k mod N)+1,0)}

and probability zero to all others. It is easy to see that Assumption C is satis-
fied. This can be seen as a probabilistic model of the deterministic algorithm
in [32]. The consequence however is that, by Theorem 1, convergence can be
claimed only in a probabilistic sense (a.s.). This is not surprising, as we are
describing a deterministic algorithm as limiting case of a probabilistic model.
2. Randomized sequential BCD: Suppose now that there is only one core
selecting at each iteration randomly an index i, with a positive probability.
Therefore, at each iteration, xkh=d" — xk or, equivalently, D = {0}. This
scheme can be described by a stochastic process, where the cylinders are as-
signed arbitrary probabilities but satisfying all the conditions given in previous
subsection.
3. Randomized parallel BCD: Suppose that there are C' cores and the
block-variables are partitioned in C groups I, I, . .., I¢; each set I, is assigned
to one core only, say c. Hence, if core ¢ performs the update at iteration k,
all variables i € I, satisfy d¥ = 0. Denote by 0(c), 1(c), ..., and (C — 1)(c),
c=1,...,C, the N-length vectors whose components are zeros in the positions
of the block-variables in the set I, and all 0,1,...,C —1 in the other positions,
respectively. Set D = {0(c), 1(¢),...,(C — 1)(¢), c=1...,C}, and denote by
c* the core performing the update at iteration k. Assign to the cylinders the
following probabilities: Vi, i!,...,i2¢~1 ... € NV,

P(C°((i°,0(<”)))) = 1/N,

P(CH((°,0(c")), (i',1(c")))) = 1/N?,

B(CO (1%, 0(e%)), (i, 1(e1), .., (1971, € = 1)) = 1/NC,
PO ((,0(), (1, 1)), ., (971, € = 17, (1€,0(c)))) = 1/NH,
BCOH((1,0(c), (11, 1(c1), ., (1,0(c)), (1941, 1(c7+1))) = 1/NC+2,

B(C2CH (i, 0(c0)), (i, 1(cM), ..., (12771, C = 1(°1))) = 1/NC,

In words, in the first C' iterations (from k& = 0 to k = C — 1), all updates

k—dF

are performed using the same vector x = xY; and at each iteration any
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index has uniform probability to be selected. This situation is then repeated
for the next C iterations, this time using xk—a* = x¢, and so on. This model
clearly corresponds to a randomized parallel block-coordinate descent method
wherein C' cores update C block-variables chosen uniformly at random. Note
that Assumption C is trivially satisfied.

The example above clearly shows that defining probabilities by using the
cylinders can be quite tedious even in simple cases. Using (6) we can equiva-
lently define the probabilistic model by specifying the conditional probabilities
p((i,d) |w®*), which is particularly convenient when at every iteration k the
probability that w” takes value (i,d) is independent of w®*~1. We exemplify
this alternative approach in the following examples.

4. Asynchronous BCD in shared memory systems: Consider a generic
shared memory system, under Assumption C3. Then, the set D is given by all
the N-length vectors whose components are non negative integers between 0
and 0. Suppose that, at every k, all cores select an index uniformly at random,
but the probabilities associated with the delays can be different. Then, for
every k > 0, given w%* and i € N, we have
i,d) | W) = l

POLCLICCRRS
This setting is consistent with the one studied in [9, 10, 20, 21].

Our probabilistic model however is more general than that of [9,10,20,21].

For instance, differently from [9, 10, 20, 21|, we can easily model scenarios
wherein 45 p((i,d) |w”*) are not uniform and/or depend on the itera-
tion and/or on the history of the algorithm. This possibility has important
ramifications, since the assumption that the indices are selected uniformly at
random is extremely strong and unrealistic. In fact, it is satisfied only if all
cores have the same computational power and have access to all variables. This
is not the case, in most of practical settings. For instance, consider a computa-
tional architecture composed of two CPUs sharing all the variables, with one
CPU much faster than the other. If the recent history exhibits iterations with
a small value of ||d*¥||, then it is more likely that the slower core will perform
the next update, and vice versa. Similar situations are expected also in other
common settings, such as shared memory systems with variable partitioning
(see Example 5 below) and message passing-based architectures. This clearly
shows that our model captures realistic architectures more faithfully.
5. Asynchronous BCD in shared memory systems with variable par-
titioning: Consider the setting as in Example 4, but now partition the vari-
ables across cores, as described in Example 3. This is the configuration most
often used in numerical experiments, since it has proven to be most effective
in practice; it also models a message passing architecture. In order to satisfy
C3, it is enough to set, for all w®* and i € I.,

p((i,d) | w"*) =0, if some d; # 0, j € I.

A variant of this setting is the without replacement updating scheme consid-
ered in the numerical experiments of [21]: the block-variables are partitioned
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among the cores and, at each “epoch”, variables in each partition are first
randomly shuffled and then updated cyclically by the core. This choice of the
updates was shown to be numerically very effective. While [21] cannot provide
any theoretical analysis of such a scheme, we can easily cover this case by just
merging this example with Example 2.

Other examples: Several other examples can be considered, which we omit
because of space limitation. Here we only mention that it is quite straightfor-
ward to analyze by our model also “hybrid” systems, which combine somehow
two or more examples described above. For instance, consider a cluster com-
puter system wherein the optimization variables are partitioned across the
machines; let I,,, be the set of variables controlled by machine m and stored in
its internal shared memory. The update of the variables in I,,, is performed by
the processors/cores of machine m according to some shared memory-based
asynchronous scheme (e.g., subject to inconsistent read). The information on
the variables not in I, is instead updated through communication with the
other processors (message passing)

4 AsyFLEXA: Convergence Results

We present now our main convergence theorem, under Assumptions A-C. The
extension to the case of nonconvex constraints is addressed in Section 5.
We will use || Mp(x)||2 as a measure of optimality, with

Mr() 2 x —ang win {9607y = %)+ 9(3) + 5y~ I3} (@)
y

This is a valid measure of stationarity because Mpg(x) is continuous and

[|Mp(x)||2 = 0 if and only if x is a stationary solution of Problem (P).

To state our major convergence result, we need to introduce first the fol-
lowing intermediate definitions. Recalling the definition of T" as in Assumption
C2, let £¥ be the (random) set of iterations between k—4 and k+T—1 at which
the block-variable i has been updated, K¥ £ {t € [k — §;k + T — 1] |i* = i},
while K? is the subset of ¥ containing only the elements of K (iterations)
between k—¢§ and k—1. Our convergence results leverage a Lyapunov function
F that suitably combines present and past iterates, and it is defined as

k—1
P, X0 = F(x) 107 ( ST (- (k= 1) +9) X! —xln%), (8)

l=k—0

where it is understood that x! = x9, if [ < 05 therefore, F is well defined for any
k > 0. Note that, by this convention, F(x°,... ,3(0’5) = F(x°). Furthermore,

we also have F* = min F(x) < min F(xF,... x¥=9). We are now
xEX xk .. xk-dcx
ready to state our major convergence result.

Theorem 1 Let Problem (P) be given, along with Algorithm 1 and the stochas-
tic process w. Let {;k}keN+ be the sequence generated by the algorithm, given
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x0 € X. Suppose that Assumptions A-C hold true and that

i (9)
S T
Lf+ 2f

Define K. to be the first iteration such that E (| Mp(x*)||3) < €. Then:
(a) Every limit point of {x"}ren, is a stationary solution of (P) a.s.;
(b) The sequence of objective function values {F(x*)}ren, converges a.s.;

(c) K< - (10)
Ca(7,6)7? ot al k St t—5 ot t+1-6
: E(Y oMby (P x0) = P, x179)
k=0 i=1 tGICf
B
where:

Cr(.8) & 2(1+(1+Lg)(1+ L+ Lg) + ¥V Npmina™ (1 + (Ly +1)%))

e Cz— L +@ ( L .a) ’
Yy f Y f 2 Pmin Pmin
(11)
2I'Lp(1+ L+ L

Co(,6) 2 st Ls+ Lp) , (12)

52
Y (Cf - (Lf + #)) (pmin _pmina)

. ‘ . .l
o is an arbitrary fized value in (0;1), MY 2 _ nax T\Ei| .
=k,....k+

Proof See Appendix.

The theorem states that convergence to stationary points occurs a.s. (the ob-
jective function values converge too); it also gives an estimate of the number
of iterations K. necessary to enforce E (||Mp(x*)||3) < e. Convergence is guar-
anteed if, in particular, the step-size is sufficiently small; the bound (9) makes
this precise. Note that if the method is synchronous, 6 = 0, the bound in
(9), going like the inverse of the Lipschitz constant, becomes the renowned
conditions used in many synchronous (proximal-gradient-like) schemes. The
term 62/2 in the denominator of (9) should then be seen as the price to pay
for asynchrony: the larger the possible delay §, the smaller v should be to
tolerate such delays. Roughly speaking, this means that the more chaotic the
computational environment, the more conservative the step should be, and
consequently the smaller the steps of the algorithm are.

The interpretation of the bound (10) is not immediate, because of the
presence of the term B; we now elaborate on it. If there exists a (deterministic)
bound C' on Mf, ie., Mf < C for all k and i, then one can write

K.

N
B S CE ZZ Z (F(Xtv'--7§t76) —F(§t+1,”_’§t+1fﬁ))
k

=0i=1 tekk
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Average Delay | ¢ # of cores
Multi-core Machine: Balanced Workload 1.11 3 10
Multi-core Machine: Unbalanced Workload 2.58 28 10
Message Passing System: Balanced Workload 1.87 30 | 10 per node
Message Passing System: Unbalanced Workload 3.01 36 | 10 per node

Table 1: Average delay and maximum delay § for AsyFLEXA, ran on a multi-core machine
and on a message passing system.

< O(T + 8)(F(x°) — F*).

Therefore, (10) can be upper bounded as
F(x%) — F*
. .

Ko < |C1(3,0) - (T +1) + Ca(7,0) 42 C - (T +0)| (13)

Recalling the definition of MY and that \Kf | is a random variable counting
the number of times the index ¢ has been updated in the iteration window
[k — 0,k — 1], Mf < § always holds; therefore, one can always take C' = 4.
Of course this is a very rough approximation: it is hard to expect that in a
given time window always the same variable, i, is updated and, even if this
were the case, all other M f , i # 1, would be 0 and not 6. Consider for example
the commonly analyzed “uniform case” where the processing of every block-
variable requires the same time. In this case one can reasonably take C' =1 in
(13) independently of the number of workers.

This intuition is corroborated by our experiments, which are summarized in
Table 1. AsyFLEXA was ran on two different architectures, namely: a shared-
memory system with 10 cores, and a message passing architecture composed
of two nodes, with 10 cores each. Two LASSO problems with 10,000 variables
each were considered, and the variables were equally partitioned across the
workers. In the first LASSO instance, the Hessian matrix was a dense matrix,
which models situations where the workload is equally distributed across the
workers. In the second LASSO problem, the Hessian matrix had many sparse
rows, to create some unbalancedness in the workers’ workload. Table 1 shows
the empirical average delay (the average is taken over the components of the
delay vector and time) and the maximum delay §, estimated in 500 epochs
(one epoch is triggered when all blocks have been updated once). As expected,
4 is much larger than the experienced average delay, confirming that (13) with
C = ¢ is a very conservative bound. While C' can always be pessimistically
upper bounded by 4, a tighter value can be found by tailoring the analysis to
the specific problem and architecture under consideration.

Finally, we remark the importance of the use, in the complexity analysis,
of the M}, counting the number of times the index i has been updated in a
certain iteration window. The use of these variables seems to be a new feature
of our analysis. While getting a sharp estimate for the upper bound C' may
be difficult in practice, the bound (10) gives a good insight into the elements
that really influence the algorithm, showing that what really matters, in some
expressions appearing in (10), is not ¢, but the usually much smaller number
of times the blocks are actually updated. The use of these variables allows us
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to get a sharper bound with respect to the case in which one sets C' = §. From
this point of view, we believe that typical upper bounds, as those obtained in
[9,10,21,22,27], where ¢ is the only considered “delay”, do not give an accurate
description of the actual worst-case scenario.

Almost linear speedup: To study the speedup achievable by the proposed
method, we make two simplifying assumptions, consistent with those made in
the literature, namely: (a) § is proportional to the number of workers, which
is reasonable in “symmetric” situations; and (b) K. is a good proxy for the
number of iterations performed by the algorithm to reach the desired accu-
racy. Choose the stepsize v to be small enough so that (9) is always satisfied
in the range of values of § under consideration; then C4(y,0) and Cs(v, §) can
be taken to be constants. Consider now the two summands in square brackets
in (13). Without the second term, one would have ideal linear speed-up. How-
ever, since one can expect the second term to be much smaller than the first
(at least when ¢ is not large), an almost linear speed-up can be anticipated.
In fact, by (11) and (12), the second term is smaller than the first one, if v
is sufficiently small. In practice, of course, the speed up and in particular the
range of the number of workers for which linear speedup is expected, will be
problem and architecture dependent.

5 Nonconvex Constraints

In this section, we remove the assumption that all constraints are convex, and
study the following more general nonconvex constrained optimization problem:

N
mxin F(x) = f(x)+ Zgi(xi)
=1 (P/)

A

xX; € X, i=1,...,N,
Cl(xl) Soa"'aCN(XN) Soa

where ¢;(x;) < 0 are nonconvex private constraints, with ¢; : O; — R™i,
and O; denoting an open set containing X;; let also define K; = {x; € &X; :
¢i(x;) <0, }. Note that ¢;(x;) is a vector function, whose individual component
is denoted by ¢; ;, with j = 1,...,m;. Problem (P’) is motivated by several
applications in signal processing, machine learning, and networking; see, [31]
and references therein for some concrete examples.

To deal with nonconvex constraints, we need some regularity of the con-
straint functions. Anticipating that all ¢; are assumed to be C! on &;, we will
use the Mangasarian-Fromovitz Constraint Qualification (MFCQ).

Definition 1 A point X € K satisfies the MFCQ if the following implication
is satisfied:

N
0€ > > 1i;VxCij(Xi) + Nx(X) -
i=1jeJ; ! ! = i =0, Vje J;, Vie N, (14)

Hz‘,jZO,VJ'GJMWGN
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where Ny (x) £ {z € X : 2" (y — %) <0, Vy € X} is the normal cone to X at
%, and J; £ {j : ¢; j(X;) = 0} is the index set of nonconvex constraints that
are active at X;.

We study Problem (P’) under the following assumptions.

Assumption A’ (On the problem model). Suppose that

(Al’) Each set X; C R™ is nonempty, closed, and convex;

(A2) f: 0O — Ris C', where O is an open set containing K;

(A3') Vx, f is Ly-Lipschitz continuous on K;

(A4") Each ¢g; : O; — R is convex, possibly nonsmooth, and L,-Lipschitz
continuous on X;, where O; is an open set containing X;;

(A5') K is a compact set;

(A6") Each ¢;;: O; — Ris Cl;

(AT") All feasible points of problem (P’) satisfy the MFCQ.

Assumptions A1’-A4’ are a duplication of Al-A4, repeated here for ease of

reference; A5’ is stronger than A5, and made here for the sake of simplicity

(one could relax it with A5); and A6’ is a standard differentiability assumption

on the non convex constraints ¢; ;.

AsyFLEXA-NCC: We are now ready to introduce our asynchronous algo-
rithmic framework for (P’), termed AsyFLEXA-NCC (where NCC stands for
Non Convex Constraints). The method is still given by Algorithm 1, with
the only difference that now also the nonconvex constraints are replaced by
suitably chosen convex approximations; the probabilistic model concerning the
choice of the the pair index-delays is the same as the one we used in the case of
convex constraints, see Section 3. More specifically, AsyFLEXA-NCC is given
by Algorithm 1 wherein the subproblem (3) in Step 2 is replaced by

g (4 2 argmin {9 2 f (x4 + g (), (15)
xikEICik(xfk)

where f;r is defined as in (3); K (xk,) is a convex approximation of K;x at
xk_dk, defined as

Ko (x5) 2 {xi € Xt G j(xi3x5) <0, =1,...,mp};

and ¢ ; : Xje X Kjx — R is a suitably chosen surrogate of ¢;x ;. Note that K;x
k—dF .
depends on xfk and not on x * | because of Assumption C3 (dfk =0).
The surrogate functions ¢;» ; can be chosen according to the following
assumptions (V¢ ; below denotes the partial gradient of ¢ ; with respect to

the first argument).

Assumption D (On the surrogate functions ¢; ;’s).

(D1) Each ¢ j(e;y) C' on an open set containing X;, and convex on X; for
ally € K;;

(D2) & ;(y;y) = ci(y), for all y € Ki;

(D3) ¢i,j(z) < ¢ j(z;y) for all z € X; and y € Ky;
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(D4) ¢;,;(e; @) is continuous on X; x K;;

(D5) Vy.cij(y) = V& ;(y;y), for all y € K;;

(D6) V¢; j(e;e) is continuous on X; x KC;;

(D7) Each ¢; ;j(e;e) is Lipschitz continuous on &; x IC;.

Roughly speaking, Assumption D requires ¢; ; to be an upper convex approx-
imation of ¢; ; having the same gradient of ¢; ; at the base point y. Finding
such approximations is less difficult than it might seem at a first sight. Two
examples are given below, while we refer the reader to [12,31] for a richer list.

e Suppose ¢;; has a Ly, ;-Lipschitz continuous gradient on the (compact)
set IC;. By the Descent Lemma [2, Proposition A32], the following convex
approximation satisfies Assumption D:

~ LV01 i

Cig(¥) = cig(y) + Vaei i ()" (x = ) + =2 lIx = yll7 > cij ().

e Suppose that ¢; ; has a DC structure, that is, ¢; ;(x) = ¢;;(x) — ¢ ;(x), ¢
and ¢; ; are two convex and continuously differentiable functions. By linearizing
the concave part —Cij and keeping the convex part c;-fj unchanged, we obtain

the following convex upper approximation of ¢; ; that satisfies Assumption D:

G j(xy) 2 ¢f (%) — ¢ (y) = Ve, (9) (x —y) > ¢ 5(%).

Note that the former example is quite general and in principle can be applied
to practically all constraints, even if it could be numerically undesirable if
Ly, ; is too large; the latter example covers, in a possibly more suitable way,
the case of concave constraints.

AsyFLEXA-NCC: Convergence. In order to gauge convergence, we rede-
fine the stationarity measure Mp, to account for the presence of nonconvex
constraints. We use ||M&(x)]2, with

C : 1
Mp(x)=x—  argmin  {Vf(x) (y =x) +9(y) + 5lly = x[3}-
YEK1 (x1)X...XxKn(xN)
It is a valid merit function: ||Mf(x)||2 is continuous and is zero only at sta-
tionary solutions of (P’) [30].

Theorem 2 Let Problem (P’') be given, along with AsyFLEXA-NCC and the
stochastic process w. Let {gk}keNJr be the sequence generated by the algorithm,
given x° € K. Suppose that Assumptions A’,B-D hold and that ~ is chosen as
in (9). Define K. to be the first iteration such that E (|| Mg (x*)||3) < e. Then:
i) xF e Ki(xh) x ... x Kn(xN) C K for all k > 0 (iterate feasibility); and ii)
all results in Theorem 1 hold with My replaced by M.

Proof See Appendix 7.3.

We are aware of only one other BCD-asynchronous method [9,10] able to deal
with nonconvex constraints. This method requires the ability to find global
minima of nonconvexr subproblems while our scheme does not suffer from this
drawbacks, as it only calls for the solution of strongly convex subproblems. On
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the other hand, it needs a feasible starting point and the ability to build ap-
proximations ¢; ; satisfying Assumption D. While our requirements are easier
to be met in practice (and our analysis is based on a grounded probabilistic
model), we think that the two approaches complement each other and may
cover different applications.

6 Conclusions

We proposed a novel model for the parallel block-descent asynchronous mini-
mization of the sum of a nonconvex smooth function and a convex nonsmooth
one, subject to nonconvex constraints. Our model captures the essential fea-
tures of modern multi-core architectures by providing a more realistic prob-
abilistic description of asynchrony that that offered by the state of the art.
Building on our new probabilistic model, we proved sublinear convergence
rate of our algorithm and a near linear speedup when the number of workers
is not too large. While we performed some simple numerical tests to validate
some of our theoretical findings, extensive simulations are beyond the scope
of this paper, and will be the subject of a subsequent work. Some preliminary
numerical results can be found in [5].
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7 Appendix

7.1 Preliminaries

Hereafter, we simplify the notation using %% £ x+=d".

1. On conditional probabilities. In our developments, we will consider
the conditional expectation of random variables Z on §2 of the type E(Z|F¥).
The following simple fact holds.

Proposition 1 Let Z be a random variable defined on £2, and let F* be defined
in (5). Then

E(ZIF*) = Y p((i,d) w*)Z((G,d),w"*). (16)
(i,d)EN XD

Proof Recall that F* is the o-algebra generated by C*, which is a finite par-
tition of 2. Therefore, one can write [11, Example 5.1.3]

E Z;Ck 0:k

E (z)F*) = BEC@)
P (CF(wOF))

The thesis follows readily from (6) and the fact that Z depends only on w?#+!

and takes a finite number of values.

2. Properties of the best response x(-). We introduce next some ba-
sic properties of the best-response maps defined in (3) and (15).

Proposition 2 ([13]) Given the best-response map x(-) = (%;(-)),, with
%x;(+) defined in (3). Under Assumptions A-B, the following hold.
(a) [Optimality]: For anyi €N andy € X,

(%i(y) = ¥) " Vy f(¥) + 6:(%i(y)) = 0:(yi) < —¢jl%y) —will3; (17)
(b) [Lipschitz continuity]: For anyi € N andy,z € X,
1%i(y) = %i(2)ll2 < Lx[ly — 2]}2, (18)

with Ly = LB/CJz;

(¢) [Fized-point characterization]: The set of fized-points of X(-) coincides
with the set of stationary solutions of Problem (P). Therefore X(-) has
at least one fized point.

Proposition 3 ([30]) Given the best-response map x(-) = (%;(-))¥,, with

%x;(+) defined in (15). Under Assumptions A’-B-D, the following hold.
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(a) [Optimality]: For anyi € N andy € K,
(%i(y) = ¥) " Vy f(y) + 9:%(y)) = gi(yi) < —¢cflxily) —yill3:  (19)
(b) [Lipschitz continuity]: For anyi € N andy,z € K,
I%:(y) = %i(2)ll> < Lslly — 2[5, (20)
with Lg > 0.

3. Young’s Inequality [37]. For any «, u1, u2 > 0, there holds

1
apf +a”tpj). (21)

pape < 2(

4. Representation of x*. Since at each iteration only one block of vari-
ables is updated, X* can be written as

;= + ) (- %), (22)
lekk

where l@f is defined in Section 4.

7.2 Proof of Theorem 1

In this section, the best-response map x(-) is the one defined in (3).
For any given realization w € {2 and k > 0, the following holds:

F(xM) = faM) + g

@
FEEY 4 7 gi(xF) + gar (x5

ik
(b)
< P 9 FET G (3) = ) + 30 gu() + g (x5
i#£ik
2
(Vo FO6) = T PR (0o (&) = x0) + T e (55) i 3
(c)
< ) Vi, fEE) T (R (X7) — %)
’L .
(Vo F085) = Vi £ (100 (1) — %8) + 0 i (65) — %5
+ D gi(xE) 4 g (e (%)) + gar (xfi) — 7900 (%)
i#£ik
(d)
< Fe) < (o= 252 ) I (0) - B

+ Ly " = |2 |y (i (%) = %) 12

(e) .. - L -
< F(e) = (e =Ly ) Il (&) = %l + =L [t — <53
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) N~ L .
D P = (e =Ly ) Ik (&) = Xl + 5 1 — %43, (25)

where (a) follows from the updating rule of the algorithm; in (b) we used the
Descent Lemma on f; (c) comes from the convexity of ¢g; and C3; in (d) we
used Proposition 2 and A3; (e) is due to the Young’s inequality; and (f) is due
to C3.

We bound ||x* — x¥(3 as follows:
o=
It — 543 € (Z 1 l|2> <5 S et -3
I=k—35 I=k—35
k—1 k
(Z (= (k-1)+0) [x* =X 3= S (—k+0) ||xl+1—xl||§>
I=k—35 I=k+1-6

(24)
+ 829 || (%) — x][3,
where (a) comes from (22); and (b) is due to the Jensen’s inequality.

Using (24) in (23), the Lyapunov function (8), and rearranging the terms,
the following holds: for all k£ > 0,

F(Xk—i-l N Xk-i—l—é)

)

5L -
o) =y (e = (L4 TF ) ) ) — bl (29

'ﬁx

<

and

F(Xk—i-T o ,Xk—&-T—é) S F(Xk"‘T_l’ B Xk+T—1—5)

Ml

5L . -
—7 (Cf — (Lf + zf)> ISer— (T — xS

k k-6 52Lf = St t 2
(x7, ..., x"" )fy<cf7 <Lf+ 5 )) Z %3 (X7) — x5 [|2-
t=k
(26)

esT

<

Taking conditional expectation both sides we have that the following holds
a.s.:

E (F(z’”T . ,K’HT";)IJ”C’I) < F(xF, . xE0)

— (cf—v ( )) kgle (I &)~ =G BIFY) . @)

Using (9), (27), A5, and the Martingale’s theorem [29], we deduce that i)

{ﬁ'(;k, . ,gk_‘s)}keN+, and thus {F(x*, ... 7§k_5)}keN+ converge a.s., ii) {gk}keN+
is bounded on X a.s., and iii)

k+T—-1

im > E (&) - xb L1 F) =0, as. (28)
t=k

k—+oo
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From (28), it follows that there exists a set £2 C {2, with P(£2) = 1, such that
for any w € 2,
k+T—1

> E (1) - <18
=k

k+T 1
Z p (1, )™ 1) [%(&') — x|
t=k (i,d)EN XD
() N . ,
> Prnin 3 15 (REF D) — i H O, (29)
=1

where in (a) we used (16); and in (b) we used C2 and defined #; (i) £ min{t €
[0; T)|p(i|w®tH*=1) > prin }. We also have:
N

(") = x"[|2 < Z I5i (x*) — x>

—~

N
&3 (I #80) — Oy (1 L) [0~ xF])

<.
=

—~
S
=

N
< Z(”X sh+tr (i ) _ xf"rtk(l)”Z + (14 Lg) (ka-i-tk(i) _ ch||2
i=1
Ettn(d)—1
LD o x%))
I=ktt5,(i)—6

() . et (i kot
<Z<||x EHt ) — PO 21+ Lr) D [Ixa (&) — x|

I=k—§
(30)

where in (a) we used Proposition 2; (b) comes from (22); and (c) from the
updating rule of the algorithm. We deduce from (28), (29), and (30), that

. c k) Rl —
Jim[%(x) = x¥2 = 0. (31)

Since the sequence {x*} ey . is bounded, it has at least one limit point X that
belongs to X. By the continuity of x(-) (see Proposition 2) and (31), it must be
%(X) = %, and thus by Proposition 2 X is a stationary solution of Problem (P).
Since (31) holds for any w € 2, the previous results hold a.s..

Let us now define:

. . 1
53(t) = avgin { Vo 10 =) 4 0w + 5 Iy - <] (32

yi€X;

and note that Mp(x) = [x¥ — 31 (x¥), ..., xk — yN( F)]T. Tt is easy to check
that y(-) is Ly-Lipschitz continuous on X with Ly £ Ly + 1. Fix a realization
w € 2. The optimality of y;x(x*) along with the convexity of g;», leads

(Vo f(F) 4 9 () — xB) T (Rin (RF) = 9n () (33)
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+ gir (X3# (X)) — g (3 (xF)) 2 0. (34)
Similarly, one can write for %, (X*):

V Fi (Ran (X0 Z8) T (90 (x6F) = %0 (X)) 4 gin (920 (x*)) — gar (30 (")) 2 0.
(35)
Summing (34) and (35), adding and subtracting %;»(X*), and using the gradi-
ent consistency B2, yield

(i Ok 34) = o (R4): 35) 0 (25 — ek )
(i () — 3 064) 2 [ () = 3.0 64 . (36)

Summing and subtracting V f;. (% (X¥); x¥) and using the triangular inequal-
ity, the LHS of (36) can be upper bounded as

197 Fir (e (%) x%) = V7 i (3 (%) %) 2
+ [V Fi (i X) = V7 fir (R (%95 %9 [l + (|30 (RF) = x|z (37)
> % (%) = 3 (xF) ]2
We can further upper-bound the left hand side invoking B3 and B4, and write:
34 (%) = Fir (x")[l2 < (1 + L) % (X°) = xfi|l2 + L [|x* =% (38)
Finally, squaring both sides, we get
150 (X*) = 9 ()3 < (14 Lp)? (150 (KF) = x5 |13 + L 1x" — %3
+2Lp(1+ Lp) 30 (X*) = x5 |2 [|x" — ][ (39)
We bound next the term ||x% — y;x (x*)||3. We write

k 2

S = Fir ()13 = [l — %ue (XF) + %0 (X°) — 3 (M) 3
< 2 (flan (x7) = x5 + |34 (X°) = 3 (xM)]3)

(a) o ~
< (24201 + Lp)?) [%a (XF) — x5 )3 + 203 [|x* — %*(|3
+4Lp(1+ L) [|Z (XF) — x5 |2 [[x*F — %"l

()
<2(1+(1+Lg)(1+Lp+Lp)) [I%(X*) — x5 |3
+2Lp(1+ Lp + Lg) [|x* — %¥|3, (40)

where (a) comes from (39); and (b) follows from the Young’s inequality. Note

that
2

k sk l l
Ix® —x*|13 = ZIIX - %3 < Z DT =

i=1 \leKkk

N
OS5 MY I okl S Y ) - xhE ()

i=1 leKk i=1 leKk
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28
where (a) comes from (22); and in (b) we used the Jensen’s inequality and
defined M} £ |KF|. Combining (40) and (41), we get

el = ME < 21+ (1+ Lp)(1+ Lp + L)) [I%n (%) — x5 |3

N
+29V°Lp(1+ L+ Lp) Yy MY % (%) — x5,

=1 1eRk

(42)

We take now the conditional expectation of the term on the LHS of (42), and

obtain
k+T () k+T N
SOE (I — e (DBIF ) (@) & D 2l It = 94

t=k
®) & kbt () _ o (o kbti(i)y (12
> pin [T — g ) (43)
i=1
© N 2
N k+tg (i ~ (i . N
> pmin D (I = 3o 2 = el T4 = (O b 3 () )
=1
N
meinZ(HXr]LC _yz(xk)H%
=1
N k+t 7 (i N
= 20k — i ()l D — i 0) - x4 3 (),

); (b) follows from C2; and in (c) we used the reverse

where in (a) we used (16
triangle inequality. By (43) and (42), we obtain:

pmmZ”X _YZ ||2 = Pmin ||MF( >||2

k+T
(2 L4 (14 Lg)(1+ Lp + L)) B (|[%ie (&) = xt 3177 (@)

<2
t=k

N
+2y°Lp(1+Lp+Le) Y M Y |[%a (%) — ||§>
i=1 lext

N
o 2pmin Y x5 = Fi ) [T = g D) — x4 g ()
i=1
(a) k+T
<2(1+Q+Lg)(1+Lp+ Lg)) Z E (”&y (x') — Xf”2|-7:t 1) (@)
t=k

x') = %13 + pmina [|Me(x")[13

N
+2T°Lp(1+ Lp+Lp) Y MF Y [I%: (%
=1 jexh

ya(x D) —xf 4 g (xM)13

N
1 k4t (3)
+ Pmin@ g ”XIL' R
=1
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B k+T
t=k

N
+2T9°Lp(1+ L+ Lp) Yy MF Y (%t (X) = x}ll3 + pmine || Mr (") I3
=1 leKh

N
_ k 3 ~ i A
- 2pina ™ Y (IO < b3 (0 — 3 (x5

=1
© k+T
S 2(14 (14 Le)(1+ Lo + L)) D B (e (&) = x4 317" (@)
t=k

N
+209°Lp(1+ L+ Lp) Yy MF Y[Rt (X) = xQll3 + pmine || Mr (") I3

i=1 lekk
N tk(i)fl
+ 29 pmine” (14 L) Z Do R (R —xhll3
=1 1=k
k+T
<201+ (1+ Le)(1+ Lo + Le) 3 E (IR () - <317 (@)
t=k

N
+207°Lp(1+ Lp +Le) Y MY (% (%) = x4[3 + pminc [|Mp (x*)][3

=1 lekk
k+T—1
+ 29" pmine (L+ LN Y [[%a () — x4 |3, (44)
1=k

where in (a) we used the Young’s inequality and the definition of M} (cf.
Section 4); in (b) we used the triangle and Jensen’s inequalities; and (¢) comes
from the updating rule of the algorithm. Rearranging the terms and taking
expectation of both sides, we get:

E (| Mr(x")]3)
2(1+ (U4 Le)(1+ Lp + Ly) +7*Npmma™ (1 + 12))

<
Pmin — OPmin
k+T
> E (ke (&) — x4 13)
t=k
2T"}/2LB(]. + Lp+ LE
+ ZMk D I (&) = x5 | - (45)

Pmin — OPmin tEICk

Invoking (9) and (25), we can write

350 (%) — I3
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(F(xk7 o xETOY L R(xRL ,xk+1—5)) . (46)

Using this bound in (45), we get

k+T
E (”MF(Kk)H%) < Z E (F(zt, x) — Bkt ,§t+176))
t=k

N
+2CE [ S MY (F(g,...,g%)fﬁ(gﬂ,...,gﬂﬁ)) . (47)
=1

tekk
Finally,
K€
Kee <y E([[Mp(x")I3)
k=0
K.
<Cy E (F(Xk, ,kaé) — F(karT*l, ’Xk+T+1—5)>
k=0
N ~ ~
e (30 S (st ) - FO )
i=1 tekck
<OT +1)(F(x%) — F*)
K. N } ~
FO? B (oMY (B x ) - B x)
k=0 i=1 te&?

This completes the proof.

7.3 Proof of Theorem 2

In this section, the best-response map X(-) is the one defined in (15).
Statement (ii) of the theorem follow readily from the feasibility of x° € K
and the fact that xf,j R ka + 7y (Zgr (%F) — ka) is a convex combinations of
points in K (x5,).
To prove statement (ii), let us fix a realization w € {2. Following the steps
from (23) to (27), one can prove that the following holds a.s.:

E (F(XIH_T . 7§k+T_5)|fk_l) < F(xF,... x"9)

52Lf g o (st t 12| t—1
1 (= (2 52)) X B () -l )

t=k
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Using (9), (49) and A5’, we deduce that i) {F(x*,... x" )}kel\u con-
verges a.s., and ii)
k+T-1
. o st t -1\ _
lim ; E (||xf(§ ) — x!i[loF ) =0 as. (50)
It follows from (50) and C2 that
lim Z [|%; (xF () k“’”(l)H =0 as. (51)

k——+o00 4

Therefore, there exists a set 2 C 2, with IP(Q) = 1, such that, for any w € £2,
N .
() =%y < 3 i (k) — x5 ¢ Z(lx D) _ o)
i=1

+ Hikthk(i) _ ané/2 (Hikthk(i) _ Xk“é/Q + Ex)>

(v)

< Z(IX @) o Oy 4 (IIX’““(” - by

Kty (i) —1
+ Z =t — Xl“;/2>
l=k+t),(4)—5
Kty (i) —1
(nx’““k@ ol A S [ e A L)>
l=k+t),(1)—5

(¢)

<Z<”X (RHH0) — O

k+T—1 k+T—1 ~
+207 > ke (&) - xL [y (‘m S fxa(x) —x11/2+Lﬁ>>,

1=k—5 I=k—3
(52)

where in (a) we used Proposition 3; (b) comes from (22); and in (c¢) we used
the updating rule of the algorithm. Using (50), (51) and (52), we conclude
that

hm [%(x*) = x*|2 = 0. (53)

A straightforward generalization of [30, Theorem 11] together with (53) proves
that every limit point of {x*},en, is a stationary solution of Problem (P’).
Since (53) holds for any given realization w € {2, the above results hold a.s..

Tteration complexity can be proved following the steps (32)-(48) and using
the convexification of the nonconvex constraint sets where needed; details are
omitted.



