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Abstract
In the current digital era, massive amounts of unreliable, purposefully misleading material,
such as texts and images, are being shared widely on various web platforms to deceive the
reader. Most of us use social media sites to exchange or obtain information. This opens a
lot of space for false information, like fake news, rumors, etc., to spread that could harm a
society’s social fabric, a person’s reputation, or the legitimacy of a whole country. Therefore,
preventing the transmission of such dangerous material across platforms is a digital prior-
ity. However, the main goal of this survey paper is to thoroughly examine several current
state-of-the-art research works on rumor control (detection and prevention) that use deep
learning-based techniques and to identify major distinctions between these research efforts.
The comparison results are intended to identify research gaps and challenges for rumor detec-
tion, tracking, and combating. This survey of the literaturemakes a significant contribution by
highlighting several cutting-edge deep learning-based models for rumor detection in social
media and critically evaluating their effectiveness on recently available standard datasets.
Furthermore, to have a thorough grasp of rumor prevention to spread, we also looked into
various pertinent approaches, including rumor veracity classification, stance classification,
tracking, and combating. We also have created a summary of recent datasets with all the
necessary information and analysis. Finally, as part of this survey, we have identified some
of the potential research gaps and challenges that need to be addressed in order to develop
early, effective methods of rumor control.
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1 Introduction

The internet has permeated every aspect of our lives in the current era. To share or subscribe
to information for commerce, health care, education, and politics, people use a variety of
social networking sites. Huge amounts of information are being produced and disseminated
throughout social networking platforms as a result. The proliferation of information can
sometimes have a negative impact on society by upsetting the social order and making peo-
ple more confused. Social media is being used to post a lot of stuff. Not all information about
the occasion or organization is accurate; some of it could be factual, false, or unreliable [28].
People do not hesitate to propagate their destructive misinformation by abusing social media
platforms. Without validating the accuracy of the material, social media outlets, including
Facebook, Twitter, Instagram, television channels, emails, have been used to cascade the
spread of information [49]. This promotes the dissemination of erroneous, fraudulent, or
questionable information [12, 13]. Due to this, enormous amounts of information are pro-
duced and disseminated on social networking sites. Sometimes, information overload can
be bad for society because it throws off the social order and confuses people. Such infor-
mation fraud negatively affects people, groups, and countries, either directly or indirectly.
This type of false information or news is referred to as “misinformation” because its primary
goal is to deceive the common public. Unreliable, unsubstantiated, and unattributed rumors,
which is a type of misinformation, pose a major hazard because they can be either real or
untrue. Because rumors are so deceiving, there is a greater need for rumor detection models
so that they can stop rumors from propagating through social media and news websites.
In general, misinformation causes misunderstandings among people, which have an impact
on practically all fields [24]. Although it is not a brand-new issue, digital media has made
information sharing quick and simple, which makes it harder to access the real information.
The spread of false information frequently results in misunderstandings, which negatively
affects someone’s life and occasionally results in suicide [45]. It can appear in a variety of
ways, such as spam, false information, deception, and fake news [35]. The main distinction
between fake news, false news, disinformation, rumor, and misinformation is the reason for
its dissemination [101]. All four terms are practically the same and interchangeable. In fact,
it can be difficult to determine the veracity of each piece of information [49]. The key dif-
ferences among them are the creators’ intentions, the impact on society, and the spread’s
media, direction, and speed. Since social media allows for the real-time sharing of informa-
tion and news, the impact of any malicious behavior, such as the dissemination of misleading
information or unconfirmed photographs, must be recognized and curbed. Such erroneous
information spreads throughout society, causing instability and anxiety. There are several
websites, but two well-known ones are www.snopes.com and www.politifact.com, where
all kinds of recent news, stories, and events are classified as rumors or not. These websites
have categorized the events as true or false after looking into the facts. According to Fig. 1,
Ashton Kutcher allegedly lost his ability to hear, see, and walk after receiving the COVID-19
vaccine. But a few days later, the actor made the official announcement that, prior to the
release of the COVID-19 vaccination, he had been diagnosed with vasculitis. After looking
at these issues, the PolitiFact website declared this rumor to be false. These two websites
identify two other posts as non-rumor and rumor, shown in Figs. 2 and 3, respectively.

In this survey, we have reviewed recent literature with the aim of thoroughly compre-
hending the rumor detection and control approaches. We have observed that while there has
been some work done and published on rumor detection, not as much has been done on
fake news detection. We have also observed a dearth of useful survey papers on rumor that
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Fig. 1 Marked as rumor from www.politifact.com

Fig. 2 Marked as non-rumor from www.politifact.com

Fig. 3 Marked as rumor from www.snopes.com

directly addressed DL-based methodologies while simultaneously outlining the challenges
and research gaps in the literature. This encourages us to conduct a survey on rumor detec-
tion and control methods. This survey paper describes the varieties of DL-based models that
modern rumor detection systems employ. According to state-of-the-art systems, there will
be a collection of messages (or posts) from which the system needs to identify whether a
particular message or a post is a rumor or not. For rumor veracity classification task, the
system has to classify a message into any one of the four classes—true rumor, false rumor,
non-rumor, and unverified (see Sect. 2.5 for details). However, Fig. 4 gives a pictorial rep-
resentation of the generic rumor detection process pipeline (as binary classification). The
first phase is to collect the data and to prepare the dataset. Most of the researchers use social
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Fig. 4 Generic rumor detection process pipeline

media platforms or fact-checking sites to collect the data (posts or messages) and apply natu-
ral language processing (NLP)-based preprocessing techniques to prepare the input datasets.
Some researchers directly used standard datasets for their experiments. After data collection,
various word embedding techniques are applied for feature vector generation, and those fea-
ture vectors are fed to the DL-based models for training and for the final prediction, i.e., an
input message is a rumor or a non-rumor (see Fig. 4).

Rumor detection is an intelligent task since it automatically assesses web material using
rumor detection frameworks, tools, and plugins. By showcasing several cutting-edge DL-
basedmodels for rumor detection in socialmedia and critically assessing their performance on
recentlymade standard datasets, this literature survey significantly contributes to the field.We
have gathered research articles from reputed journals and conferences, which are listed in the
bibliography, in order to understand the current research state of the rumor detection models
and control mechanisms. In addition, this analysis makes an effort to pinpoint some of the
potential research gaps and challenges in rumor detection, stance and veracity classification,
tracking, and combating that must be overcome in order to create prompt, efficient rumor
control strategies. In the next subsection, we discuss a few of the existing survey papers on
rumor detection to comprehend their contributions and contents better. A number of our most
significant contributions to this entire survey paper are then listed in Sect. 1.2.

1.1 Existing survey papers on rumor detection techniques

Researchers have created a number of models using artificial intelligence (AI), including
natural language processing (NLP), machine learning (ML), and deep learning (DL) algo-
rithms, to automatically recognize various types of misinformation such as fake news and
rumors. There have been numerous studies on various misinformation types. As a result, it
is challenging for new researchers to determine the current status of this research. In order to
assess the current status of this research in spotting these numerous claims, detailed literature
survey is recommended. We discovered a few survey papers that had previously been written
on the same subject [3, 12, 35, 87, 91, 118]. We looked at them to understand the state of
the research at the time and discovered that some important information related to some
recently published articles and evidence of research gaps were missing. This motivated us to
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thoroughly examine this subject using relevant published works, and we ultimately critically
analyzed some potential research efforts to pinpoint research gaps.

For instance, Bondielli and Marcelloni [12] surveyed many research works on detection
of fake news and rumors both. Along with the datasets utilized by other studies, the authors
described various features and techniques used to detect fake news and rumors. Similar to
this, Islam et al. [35] did a thorough survey on various misinformation detection method-
ologies based on different DL-based techniques in order to outline the future research route
for new researchers. Tan et al. [87] offered a thorough, in-depth assessment on rumor detec-
tion using DL techniques. The authors outlined the DL-based rumor detection models and
categorized them into different groups. They also explained how to select different features
from the datasets and use them for rumor detection. Finally, the authors explained different
datasets along with some future research directions on rumor detection. However, the authors
ignored other components to control rumors in social media such as how to track and combat
rumor. Zubiaga et al. [118] did a survey on social media rumors where they mentioned the
whole rumor classification system starting from rumor detection, rumor tracking, stance,
and veracity classification. Along with this, the author explained various types of rumors
from different perspectives, along with some future research directions for rumor detection.
However, the author did not mention any methods or techniques to prevent rumors on social
media. Al-Sarem et al. [3] did a systematic literature review on rumor detection to provide a
deep understanding of how researchers used different DL methods to detect rumors in social
media. Along with this, the authors also mentioned the challenges the researchers face while
working in this area. Finally, the authors provided some prospective future research direc-
tions for rumor detection. However, they ignored other aspects in rumor control like rumor
tracking and combating in social media. In another survey, Varshney and Vishwakarma [91]
provided a detailed survey on rumors by focusing few aspects, such as how to access data
from different social media, and the features used by researchers in different models. The
authors also surveyed different methods for rumor detection and veracity classification from
text and image-based rumor data. In their survey, they highlighted some intriguing research
studies on rumor detection from images. Our survey paper represents the effort to analyze
and explain similarities and differences between various types of rumor detectionmodels that
used DL-based approaches and many more. It contributes insights from a variety of angles,
some of which are described in the following subsection.

1.2 Significant contributions of this survey

We have paid special attention to rumors and the methods used to detect them, including
deep learning. We have also talked about tracking rumors, classifying stance (or positions),
classifying veracity (or authenticity), and combating rumors, among other topics. However,
the primary contributions of this survey paper that set it apart from other surveys are outlined
below.

• We have done a detailed and complete literature review up to date on the topic of rumor
detection and its prevention that used DL-based approaches. We have grouped the recent
articles according to various DL-based methodologies, such as recurrent neural net-
work (RNN), convolutional neural network (CNN), graph-based convolutional network
(GCN), and hybrid models, as well as the most recent state-of-the-art techniques (see
Sect. 2).

• Misinformation such as fake news and rumor, its effects on society, and its associated
terminologies have all been examined. Additionally, we have discussed the differences
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and similarities between rumor and fake news as well as how they are both subsets
of misinformation. We have included a brief assessment of the research on fake news
detection using several DL-based techniques as these techniques are quite similar to
detect rumors as well (see Sect. 1.6).

• We have also examined all the datasets currently available for rumor detection and sum-
marized how the researchers’ proposedmodels performedon those datasets (see Sects. 3.1
and 3.3 ).

• Wehave also included abrief surveyon rumor stance classification, veracity classification,
rumor tracking, rumor combating as these are also interesting research areas to work
along with rumor detection. Other similar survey papers lack such depth of detailing (see
Sect. 2).

• This paper concludes with a summary that includes a critical analysis of the potential
research works and any remaining research gaps and challenges (see Sect. 3.3). None of
the surveys on rumor like [35, 87] have specifically pointed out the research gaps and
challenges that are crucial for the development of any research in the future.

In the following subsection, we will discuss the concept of misinformation and a technical
explanation of what fake news and rumor are.

1.3 Misinformation

Misinformation is a false information which is intentionally spread to deceive people [35, 45,
69]. Zhou et al. [113] explained that information which is inaccurate, unsupported by facts,
and intended to mislead the public is also referred to as misinformation. When people spread
a steady stream of erroneous and misleading information, misinformation is generated [85].
Misinformation is also produced when people decide to omit true information and spread
falsehoods [35]. It is also known as falsehood, obscurity, deception, etc. [78].Misinformation
is sometimes referred to by phrases like fake news, rumors, disinformation, and spam [35].
Fake news, rumors, disinformation, and spam are all types of misinformation, according
to Wu et al. [98]. In this work, we have mostly concentrated on rumors, fake news, and
misinformation overall, which are all related to one another as illustrated in Fig. 5.

Fake news News which is manufactured and presented as real fact in an effort to deceive
the reader is referred to as fake news [13]. For instance, in 2016 “Buzz Feed News” classified
a news—“Barack Obama signed an executive order to ban the pledge of allegiance in schools
nationwide1” as fake news.

Rumor Rumors are described as unverified, doubtful information that has been spread
by someone [12]. For instance, there was a report on Twitter a few months ago that
“#100days100nights” according to it, a contest to see “who would be the first to kill 100
people” was held in the Los Angeles area. The population of south Los Angeles was so
quickly exposed to this message that no one dared to venture outside for fear of becoming a
victim. 2

1.4 Fake news and rumor—a subset of misinformation

Islam et al. [35] categorized misinformation into many categories. Fake news has been classi-
fied by the authors [35] as a subset of misinformation. Amodified version of an original news

1 https://www.snopes.com/fact-check/pledge-of-allegiance-ban/.
2 https://www.snopes.com/fact-check/gangs-kill-100-days/.
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Fig. 5 Fake news and rumor—a
subset of Misinformation

report is all that fake news is, and it is quite tough to spot. In a similar vein, Bondielli and
Marcelloni [12]’s review paper explains the categorization of misinformation and demon-
strates the fake news and rumors. Wu et al. [98] gave a thorough breakdown of many sorts of
misinformation. The author claims that the term “misinformation” serves as a catch-all for all
forms of incorrect information. Since many social media users fail to verify any misleading
information and unintentionally distribute it. Following [98], Islam et al. [35] classified false
information into a number of terms, which include fake news and rumors. Bondielli and
Marcelloni [12] divided false information or misinformation into three categories, including
rumors, fake news, and some other types related to misinformation on social media. The
author defined misinformation as an inaccurate information that is disseminated online and
through social media. The expressions “fake news” and “rumors” are examples of misinfor-
mation. Rumors are inaccurate information that has not been verified, whereas fake news is
a serious fabrication. After reading the literature [12, 35, 98], we discovered that misinfor-
mation includes fake news and rumors as a subset. These two stories are both untrue. The
deliberate dissemination of false information known as fake news takes the shape of real
news. Rumors, on the other hand, are often unverified misinformation that occasionally may
or may not be true. The influence of rumor on society in terms of panic is stronger, and it
spreads quickly.

1.5 Similarity and dissimilarity between rumor and fake news

False, unverified, and questionable information is what meant by rumors [12], whereas fake
news is described as created information that is presented as the truth [13]. Rumors and
fake news are both untrue. Both rumors and fake news have the potential to harm society
severely over very short periods of time. While rumors are unconfirmed information with
no assurance, fake news is described as news that is deceptive and contains material that is
either entirely or partially incorrect. These two forms ofmisinformation, however, sharemany
characteristics (or features). The most striking connection between rumors and misleading
information is that both have disastrous effects on society. If we compare fake news to rumor,
we can observe that fake news is always released on purpose and is detrimental to society.
Furthermore, when a rumor starts to spread, the general public is unaware of its veracity.
Rumor has a considerably larger social influence than fake news. The hardest part is spotting
erroneous information before it negatively affects society. Based on a few criteria, we contrast
and compare the two. In order to assist academics researching on rumor detection, we have
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reviewed some of the most recent papers on detecting fake news which are also included
in this paper (see Sect. 1.6). Three aspects, such as feature extraction, datasets used, and
detection methodologies, are used to explain the similarities and differences between fake
news and rumors.

1.5.1 Feature extraction

In terms of feature extraction techniques, fake news detection uses content-based techniques.
Usually, the contents just copy text features [12]. Natural language processing (NLP) plays
a vital role in extracting the essential information from the text in a systematic manner
by analyzing semantic, lexical, and syntactic characteristics. Semantic feature analysis has
typically been applied with ML and DL through NLP techniques to detect false information,
such as fake news and rumors. Lexical feature analysis focuses on the words that are present
in the text, whereas syntactic feature analysis focuses on the structure and complexity of the
sentences. The method that is typically used to extract context from text is context-based.
This kind of method examines the audience, the news’s source, and the networks that allow
for the spread of information, etc. NLP algorithms were used to directly extract information
from the text in the instance of fake news, based mostly on the contents. Madani et al. [65]
employed a new algorithm for classifying fake news based on COVID-19 news. The number
of tweets, retweets, the source of the tweet, its length, the user, followers, and attitudes were
all used by the authors as features in this experiment. In another paper, Huang and Chen [34]
employed bi-grams and uni-grams as features in addition to do text and grammar analysis.
But to extract relevant information from the real-world data, few researchers used context-
based features for fake news detection. For example, to detect fake news in social media
Shim et al. [80] used a context-based technique to extract features while analyzing network
and user-based data.

However, rumor detection analysis can be used to extract features based on both content
and context [12, 32]. Bai et al. [9] created a graph convolutional network (GCN) for rumor
detection in social media by utilizing both local and global structural features between tweets
and related replies. Local features are related to the relationship between the current tweet
and the reply tweet with the source tweet, while global structural features referred to the
relationship between all tweets in a conversation. In order to create a source and reply
graph, which was employed for rumor detection analysis, the researchers used both of these
structures as features.

1.5.2 Datasets

Naturally, gathering datasets for rumors and fake news is a difficult undertaking. Most of the
researchers used publicly available benchmark datasets for their research work. Benchmark
datasets are also very hardly available. The most popular publicly accessible fake news
datasets are ISOT [2]. FakeNewsNet,3 LIAR dataset [95]. PHEME [114], TWITTER [61,
62], and Weibo [61] are a few often available datasets that researchers have been using in the
case of rumors. Collecting real-world datasets is a challenging task. Facebook, Twitter, and
WhatsApp are the three most widely used social networking platforms. There are numerous
ways to obtain the data on these platforms. The APIs of various social media platforms like
Twitter have been used by many researchers to collect data. Some researchers also use other

3 https://github.com/KaiDMML/FakeNewsNet.
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debunking websites like Snopes, PolitiFact, Fact Check, etc. Few researchers also use Python
libraries and Selenium web drivers to collect data from diverse websites [91].

1.5.3 Detection approaches

To identify fake news and rumors, DL and/orML techniques are both used by the researchers.
Fake news and rumor detection in social media primarily use ML techniques like regression,
decision trees, support vector machines (SVM), naive Bayes, random forests, etc. Numerous
researchers discovered that methods of ML produce accurate results in the classification of
fake news. On the other hand, for greater performance, several researchers also applied a
variety of DL techniques such as recurrent neural networks (RNNs) and convolutional neural
networks (CNNs). For example, Al-Sarem et al. [4] used a hybrid model consisting both
CNN and RNN for rumor detection in social media. Similarly, Nasir et al. [68] also used
a hybrid model containing both CNN and RNN for fake news detection. We found in our
survey that most of the researchers used ML or DL techniques to detect fake news and rumor
as well in social media. A thorough analysis of fake news and a survey on rumor detection
is provided in Sects. 1.6 and 2.

1.6 A brief overview on fake news detection

Fake news is nothing new, and it is produced when people deliberately broadcast incorrect
information to deceive society, which poses a greater threat to the country [45]. Any news
or information that is entirely or partially false is defined as fake news [45]. Along with a
survey on rumors, this paper also includes a comprehensive analysis of fake news to see how
the two relate in terms of definition, dataset accessibility, identifying traits or features, and
detection methods.

In order to put fake news detection strategies into practice, we read various articles on the
topic. In a recent work, de Beer and Matthee [10] described many DL-based methods for
spotting fake news on online social media. Further de Oliveira et al. [69] conducted a survey
to find various approaches to preprocess the input data by using NLP technique. The author
discussed about various methods of extracted data, by utilizing different ML algorithms. The
authors also talked about potential areas for future investigation. Jwa et al. [40] proposed a
DL-based model bidirectional encoder representations from transformers (BERT) for fake
news detection by taking account the relationship between the body text and the headline
of the news articles. The BERT was initially developed by Devlin et al. [22]. Pre-training
language representations from unlabeled data were the focus of the model’s [40] effort. The
two procedures such as fine tuning of input message and pre-trained model were used to
explain the proposed model. The initial phase was classifying the datasets into four groups—
agree, disagree, discuss, and not related—using weighted cross-entropy. FNC-14 datasets
were used for fine-tuning. Second, CNN and Daily Mails,5 datasets were used to evaluate the
model. Yang et al. [104] suggested a DL-based model to analyze both image and text data.
In order to extract latent features from text and image input, the model consists of two CNN
networks connected in parallel. Again to handle both textual and visual data, the authors
established two branches. For the purpose of final classification, latent features that were
derived from the CNN are used. The authors used the real-world dataset downloaded from

4 https://github.com/FakeNewsChallenge/fnc-1.
5 https://github.com/abisee/cnn-dailymail.
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Kaggel.6 The model gave 92.2% precision, 92.7% recall, and 92.1% F1 value to see details
about performance evaluation matrices such as precision, recall, and F1 value (see Sect. 3.2).

Wu et al. [99] developed an adversarial network-based model to remove common and
irrelevant aspects from the extracted features. UsingBiLSTMand reinforcement learning, the
most significant and constant words were collected from the input as the common features.
The performance of the model was tested using the LIAR, Weibo, Twitter 16 datasets in
this study, and text features as well as meta data aspects including subject, job, party, and
speaker were also identified as crucial credibility factors. For the purpose of detecting fake
news, Huang and Chen [34] suggested an ensembling model that combines long short-term
memory (LSTM) and CNN based on different DL techniques such as embedding LSTM,
depth LSTM, Linguistic Inquiry and Word Count (LIWC CNN), and N-gram CNN. These
four techniques were normally used for word embedding based on LSTM and CNN. The
authors employed the Buzz feed corpus [73] datasets to assess the model’s performance.
To describe the interaction between text and image data, Zeng et al. [108] created a unique
model to explain the semantic relationship between text and image data. The model had of
three modules. The first module’s output served as input for the second and third modules. To
ensure the similarity of two words, the text data were first tokenized, and then, vectorization
was carried out to turn word tokens into word vectors by the Word2Vec word embedding
technique. Then, using the ImageNet dataset, the VGG-19 [83] network was trained, and this
previously trained model was employed once more to extract picture features. In the second
module, the authors explored the differences between the words included in text and visuals
using attention mechanisms and images that were related to the text. In the third module,
a multimodal feature was used to record the correlation between text and visual modes. To
determinewhether the newswas fake or not, the output ofmodules two and threeweremerged
and input into the fake news detector. The authors employed two datasets, including as Twitter
[21] and Weibo [39] to assess the model’s performance. They demonstrated that their model
outperformed other state-of-the-art models with accuracy of 75.8% for the Twitter dataset
and 83.4% for the Weibo dataset.

For detecting fake news, Kong et al. [45] trained various neural network models. Data
exploration was initially carried out after dataset collection (downloaded datasets from the
www.Kaggel.com), when datasets were examined to prevent data imbalance. After that, word
vectors were produced from news contents using n-gram approach. All these word vectors
were then aggregated and turned to a single matrix, which was then used to train various
neural networks. For a vital classification of fake news, Madani et al. [65] proposed a model
focused on numerous aspects of the tweets, such as the source of the tweets and retweets,
the name of the user, friends/followers, feelings, etc., in addition to the text of the tweets
itself. The classification of the tweet was then done using several ML and DL algorithms
to determine whether it is fake or real. Nasir et al. [68] proposed a DL-based hybrid model
which consists of both CNN and RNN. For extracting local feature, CNN was used. Then,
the output of the CNN was fed to the RNN. Long-term dependencies of the local features
such as the title, topic, date, location, and sources of the news articles from the input articles
were learned using RNN-based LSTM to classify the tweet as fake or real. Aslam et al. [7]
proposed an ensemble DL-based model for categorizing fake news. In accordance with the
features of the datasets, the authors used two DL models. Bidirectional LSTM (BiLSTM)
network was used to extract textual features, i.e., statements from the datasets, whereas a
deep dense model was applied to extract other features such as the title, subject of the news
datasets. Finally, the two models were then combined for the final classification. The authors

6 https://www.kaggle.com/mrisdal/fake-news.
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usedLIAR [95] dataset to evaluate the performance of themodel. Themodel gave an accuracy
of 89.8%, recall of 91.6%, precision of 91.3%, and F-score of 91.4% in LIAR dataset. Liu et
al. [55] developed a deep triple network (DTN) model that makes use of knowledge graphs
to help identify fake news and provide triple-enhanced justifications. Data from the 2016 US
Election and the Brexit were used to assess the model’s performance. The model’s accuracy
score of 94.8% was high compared to state-of-the-art models.

Islam et al. [36] proposed an autonomous model called “Ternion” to identify fake news
by determining the veracity of news. To confirm the veracity of the news, the author of
this paper concentrated on stance detection, author credibility verification, and machine
learning-based fake news classification. Monti et al. [67] proposed a geometric DL model
that operates on graphically structured data. This model deals with diverse data, such as user
demographic information, content, news transmission, and social network structure. Shim
et al. [80] presented a DL-based model to automatically identify the links that contain fake
news stories from the results of web searches. To capture the semantic and long distance
dependencies with in the input text sentence, Kaliyar et al. [41] proposed a BERT-based
model. Themodel included one embedded layer, two dense connected layers, five convolution
network layers, max pooling layers, and other layers as well. To explain the relationships
between sentences in fake news identification,Wang et al. [96] investigated a graph-basedDL
model in conjunction with self-attention mechanisms. There are three steps in this model.
An LSTM network was utilized to encode the input sentence in the first stage. Second,
the relationships between far-flung sentences were taken into account, and the subsequent
sentences were arranged in chronological order. Third, the output of sentence representation
was successively fed to the LSTMnetwork, whichwas then used to represent documents. The
output is then passed to a max-pooling layer followed by SoftMax layer for classification.
Yang et al. [104] examined the text and picture data combined and created a model utilizing
CNN for fake news and fake image identification. They also demonstrated that their model
provided 92.0% of precision, 92.0% of recall, and 92.0% of F1 value.

The datasets like Weibo, ISOT, FakeNewsNet, and LIAR are frequently utilized for the
detection of fake news. To assess the effectiveness of their methodology, the researchers
used a variety of evaluation indicators. Some of them assessed the accuracy, precision, and
recall values to evaluate the success of their models. According to the survey, Aslam et al.
[7] produced an accuracy of 89.8% on the LIAR dataset, whereas Zeng et al. [108] produced
accuracy of 75.0% and 83.4%on the Twitter andWeibo datasets, respectively. Nasir et al. [68]
employed two datasets to test the accuracy of their model, and they obtained 99.0% accuracy
for the ISOT dataset and 69.0% accuracy for the FAKES [78] datasets. Furthermore, it is
crucial to see if the trained model can identify fake news in new datasets that have not been
used before. A number of researchers, including [68], are also trying to resolve this problem.
They demonstrated that their model could successfully extract features from new fake news
(to classify) that was not included in the training set. Again, fake news is not only found
on text data; fake images, emojis, and videos are also used by people. Recently, Deepfake
technology has caused a lot of concern regarding the spread of misinformation like fake news
and rumor. Deepfake AI algorithms are employed to produce convincing audio, video, and
image forgeries. Additionally, they produce wholly unique content in which individuals are
depicted doing or saying things that they did not actually do or say. Deepfakes’ capacity
to disseminate fake news and rumor that looks to come from trustworthy sources poses the
biggest threat. Thesemethods have been used bymany artists to create a variety of audio films
that show well-known world figures making claims that they would never make in real-life
situations [26]. To build deepfakes for images, videos, and audios, Gaur et al. [25] describe
a detailed application of DL-based approaches. Therefore, employing deep neural networks
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to detect fake news or rumor from these items is undoubtedly a difficult challenge. We will
see in the following section (Sect. 2) how comparable DL-based techniques are also used for
rumor identification.

2 Rumor detection and preventionmethodologies

This section will cover some recent research works majorly on rumor detection, with verac-
ity and stance classification, and tracking and combating rumors. We conducted a thorough
review of the literature and a critical analysis of the methodologies and accessible standard
datasets for this aim. We begin with explanations of various systems and methodologies
and then talk about the research’s challenges and limitations. Finally, we compare and con-
trast different methodologies, critically examine their performances, and explore evaluation
methods. This survey’s goal is to pinpoint research gaps that exist in these works so that
academicians can work on finding the best ways to eliminate them. Any online information
that has not been independently confirmed or that is untrue is referred to be rumor [81].
According to Yang et al. [103], a rumor is merely an unverified story or explanation of events
that circulates among people in relation to an occasion or object in society. For our culture,
this has significant ramifications [41]. In the past, there was a report that onion and salt prices
had increased in Bangladesh. Citizens of Bangladesh hurried to get these necessities with-
out first performing any investigation [35]. There have been situations where rumors have
destroyed people’s reputations or the interests of the country. Therefore, it is critical to put a
stop to such rumors before they have a chance to spread further.

Mechanisms must be developed to stop rumors before they damage the social fabric. To
safeguard society from the threat of rumors, rumor detection techniques are quite limited
[44]. Many academics are working hard to develop models that can identify rumors quickly
and accurately. Before a rumor is discovered, it is necessary to evaluate it at several phases
[49, 53, 107]. We will examine the phases of handling rumor in more detail in the next
subsections.

2.1 Phases of handling rumor toward stop spreading

We defined multiple phases (or stages) of rumor handling, starting from detection to cease
spreading, after reviewing a large number of research publications. The list of different phases
is provided below.

1. Rumor detection
2. Rumor tracking
3. Stance classification
4. Veracity classification
5. Rumor combating

When a rumor is spread in social media, there are mostly four phases through which rumors
have been detected and classified [118]. The first phase, according to Zubiaga et al. [118],
is to determine whether a piece of information or a tweet is a rumor in social media. A few
rumors are occasionally confirmed as being real and are then labeled as true rumors, but
frequently unconfirmed information is later proven to be untrue. These rumors are referred
to as false rumors, and they have an adverse direct and indirect impact on society. The next
phase is to track (or monitor) the rumor, and the third is to determine the receiver’s response
after a rumor has been tracked. Checking a tweet’s validity, or whether it is true, fake, or
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unverified, is the final phase. In our survey, we too followed the same phases. Additionally,
we go over another phase, known as rumor combating, which is about how to stop rumors
from spreading on social media.

We discuss each of these phases and how the researchers approached them in the literature
in the following subsections and how the researchers used the approaches they outlined to try
to solve the problems they ran into.We also investigate many datasets used by the researchers
and critically analyze their work in order to determine the current research gaps.

2.2 Rumor detection

Rumor detection is the process of figuring out if a piece of information is true or false.
According to certain research, the task of determining whether a narrative or online post is a
rumor or not (i.e., a factual tale or a news piece) is known as rumor detection, and the task of
evaluating the veracity of a rumor (true, false, or unverified) is known as rumor verification
[43, 115]. This subsection will cover a thorough study of rumor detection.

2.2.1 Rumor detection—concepts, methodologies, and datasets

This section provides a thorough analysis of rumor detection based on the datasets used,
methodologies, tools, and approaches employed in the study. We also highlighted the
researchers’ recommendations for future research as well as the difficulties they encoun-
tered while conducting the studies. In the end, we concentrated on careful evaluation of each
paper that was refereed for this survey. We are motivated to conduct additional research
in this area as a result of [87]’s rigorous survey on rumor detection. Our study reviews
recent, intensely focused research on a number of topics, including datasets, methodolo-
gies/algorithms, techniques, outputs or results, performance evaluations, future scopes and
extensions, and challenges related to them. On the basis of numerous DL networks, various
models have been developed by diverse researchers. Some examples are the recurrent neu-
ral network, the convolutional neural network, and the graph convolutional neural network.
Since they do not support manual feature extraction processes, DLmethods have comparative
advantages over ML ones. These are explained in the following subsections.

2.2.2 Recurrent neural networks (RNNs)-based approaches

The RNN essentially functions as a feed-forward deep neural network that handles time
series or sequential input [61]. They are commonly employed in NLP-based applications
like language translation, speech recognition, image captioning, etc., to resolve ordinal or
temporal problems. When identifying rumors, researchers deploy a variety of RNN versions.
Below is a brief discussion about them.

1. Long short-term memory (LSTM): An example of an RNN is the LSTM, which is used
to identify long-term dependencies in the input data and aids in the retention of previous
information. A cell with an input gate, a forget gate, and an output gate make up an
RNN unit [31]. The LSTM network’s gates control the flow of data into and out of the
system. LSTM networks are frequently employed in a variety of applications, including
sentiment analysis, text categorization, speech recognition, etc.

2. Gated recurrent unit (GRU): A reset gate and an update gate make up the GRU. It was
first introduced by Cho et al. [18]. GRU, unlike LSTM, does not have an output gate.
Speech modeling and handwriting recognition are few of the applications with GRU.
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3. Bidirectional LSTM (BiLSTM): A sort of RNN called BiLSTM [75] has two LSTM
networks and allows information to flow in both forward and backward directions.

Naturally, it is difficult to automatically disprove rumors at the beginning. Detecting rumor
in the very beginning stage is termed as early rumor detection [15]. While we are discussing
about social media platforms, microblogs are the most important platform where people can
easily spread false news. So, it is important to identify those false news before it puts bad
impacts on society or individual people.

In order to detect rumors from microblogs, Ma et al. [61] devised a model based on
RNN that learns the hidden representations that absorb contextual information of input data
over time. Three different RNN types, including LSTM, GRU, and tanh RNN, were used
by the authors. The main purpose of the tanh RNN was to record the context of the data
across time. The authors constructed two datasets for this experiment, using Twitter and Sina
Weibo websites [61]. The authors also demonstrated how their approach provided sufficient
accuracy for spotting the rumor in its infancy. For the Twitter dataset, the GRU unit with two
layers (GRU-2) performed better, with an accuracy rate of 88% and F1 values of 89.8% and
86.0% for rumor and non-rumor data, respectively. Similarly, GRU-2 provided nearly 91.0%
accuracy, 87.6% precision, 86.0% recall, and an F1 value of 91.4% for Weibo datasets.

Similarly, Chen et al. [15] proposed a RNN-based model by learning latent representation
from the series of input posts and used the datasets, Twitter and Weibo constructed by Ma
et al. [61] to detect the rumor from a relevant post. The model first transforms each event’s
input post into a feature matrix. The network has then used an attention technique to learn
the latent representation. Each input passed through the feed-forward RNN is weighted by
the attention mechanism. In the output hidden layer, there was finally a sigmoid function
to classify whether or not the event was a rumor. The model gave 74.02% and 71.73% of
precision and 68.75% and 70.34% of recall for Twitter and Weibo datasets.

Adeep neural network-basedmodel that examined amultitask learning schemewith linked
frameworkwas proposed byMa et al. [63]. In a novel way, the authors handled two tasks, such
as stance classification (see Sect. 2.4) and rumor detection, simultaneously using an RNN.
The problem had been delineated in terms of two RNN-based neural network models in this
research. For the firstmodel, a single shared hidden layerwas used, whereas the secondmodel
made use of a single task-specific hidden layer. The hidden unit was modeled using a GRU
network to improve efficiency. The Twitter dataset was used for rumor detection, and PHEME
dataset was used for stance classification. The common and task-unvarying aspects of both
tasks are extracted, while they are being trained simultaneously, but each task still has its own
unique set of features. Li et al. [54] proposed a multitask learning system that is applied to
rumor detection. A sharing layer and a dual task-related layer make up the RNN model. To
identify rumors, the authors relied on a trustworthy user, official spokesperson, news source,
or expert on the topic of the rumor. The essential tweets were given top priority using the
attention mechanism-based LSTM. The proposed model has been tested successfully on two
datasets from RumorEval [20] and PHEME [114, 117]. The authors showed that their model
outperformed other state-of-the-art models with an accuracy of 63.8% in the RumorEval
dataset and 48.3% in the PHEME dataset.

For the purpose of early rumor identification, Liu et al. [57] proposed a model that com-
bined a CNN pooling layer and an LSTM. In this paper, three different factors were taken
into account for the detection process, such as the content of the news that are transmitted, the
people who disseminate the rumor (spreaders), and the structure of the rumor diffusion. Infor-
mation about the spreaders’ influence and popularity was recorded. The information tree’s
dynamic behavior was also recorded to represent the diffusion process. Cheng et al. [17]
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put up a rumor classification model based on their numerous rumor detection, tracking, and
verification tests. An LSTM-based variational autoencoder model was used to extract latent
representations of tweet-level text. blueThe model was collaboratively trained to extract
pertinent, information-rich, appropriate, and user-friendly latent representations for each
component of the rumor categorization.

A model for rumor identification in social media was proposed by Sujana et al. [86]
by merging the original tweet and the comments to create a complete event. The model
is a hierarchical model made up of a multi-loss function BiLSTM network. The phrase
“embedding” was employed in the first phase to create post- and event-embedded vectors.
Effective multitask learning was achieved using the multi-loss function. Because of its use,
model trainingwas expedited, but accuracy suffered as a result. The authors claimed that their
model could manage data with variable lengths. The model had a 92.0% accuracy for the
PHEME dataset. The authors also proved that their model was also used for rumor detection
at the very beginning stage. They also demonstrated that their model may be used to identify
rumors before they spread.

Contemporarily, Chen et al. [16] suggested a Bi-GRU-based model for early rumor detec-
tion. The context relations and sequence relationships between the two postings can be
discovered using Bi-GRU. In order to improve the accuracy of rumor detection, this paper
explains the data preprocessing method based on account filtering and text standardization,
where the account filtering method was used to remove the junk accounts and text stan-
dardization was used to standardize tweets in the Twitter standard dataset. To evaluate the
performance of the model, the authors used Twitter dataset. The model gave 86.3% of accu-
racy, 85.8% of recall, and 83.6% F1 value for Twitter dataset.

Wang et al. [94] presented a methodology based on reinforcement learning to identify
rumor in its infancy. The model is composed of a detection model and a control model. The
proposed method, a Q-learning network built on an RNN, managed the control model. To
capture prospective features and sequential properties of the information, the control model
had a LSTM network. The model gave superior F1 value of 81%, recall of 79.0%, precision
of 79.0%, and accuracy of 81.0% on PHEME datasets.

BiLSTM network was proposed by Cen and Li [14] for automatic rumor identification in
social media. Initially, the input text data were used to extract semantic features by mul-
tiple BiLSTM network. Second, the model retrieved three different categories of social
features, including user information, social features of communication material, and Weibo
content-based features. For vectorization, two different word vectors, such as skip gram and
continuous bag of words (CBOW), were used. The output layer includes a SoftMax layer for
classification. The model’s accuracy, recall, precision, and F1 value were all greater than the
state-of-the-art models at 95.0%, 94.5%, 94.5%, and 94%, respectively. Figure 6 depicts the
model’s abstract view from [14].

Ahmad et al. [1] suggested social- and content-based rumor detection tools for socialmedia
platforms. In contrast to cutting-edge baseline traits, the proposed features, in the author’s
opinion, are more useful in classifying rumors. This methodology for rumor detection was
straightforward but effective. Most early rumor detection research concentrated on persistent
rumors and presupposes that rumors are always untrue. Using a bidirectional LSTM-RNN
classifier, aDLmodelwas applied to text data. In comparisonwith the state-of-the-artmodels,
the proposedmodel produced the best results, with 87.0% precision, 88.0% recall, and 87.0%
F1 score for PHEME datasets.
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Fig. 6 BiLSTM model

2.2.3 Convolutional neural network (CNN)-based approaches

ThoughRNNweremostly used to handle sequential text input, several researchers have lately
started using CNN on text data alone or in combination with RNN. As an unsupervised feed-
forward neural network with three layers-input, output, and several hidden layers is known
as CNN [87]. Convolutional layers with nonlinear activation functions, pooling layers, and
fully connected (dense) layers [5] are examples of hidden layers.

Alsaeedi andAl-Sarem [5] proposed aCNN-based rumor classificationmodel. The authors
used PHEME datasets for this purpose. Initially, the datasets were divided into training
and testing set. The tokenized tweets were converted to vectors sequentially through word
embedding. Then, the output of the embedding layer fed to the CNN model. The model had
one convolutional layer with one pooling layer. The output layer had a “Sigmoid” activation
function to predictwhether the input tweet is rumor or non-rumor. Themodel gave an accuracy
of 86% on PHEME datasets.

A deep transfer model based on the stochastic gradient descent algorithm was suggested
by Guo et al. [27] to detect rumor in social media. In this paper, the model parameters,
obtained during the training phase on the polarity review data, were given to the rumor
detection model as input. The datasets used in this investigation were Five Breaking News
(FBN) [116] and Yelp Polarity (YELP-2) [111]. The proposed model outperformed in terms
of accuracy 87.28%, precision 79.12%, and F1 value 82.5%. In their system for rumor
identification, Tu et al. [90] combined CNN with a propagation structure to incorporate
features in the contents of text data of tweets and transmission topology of multiple tweets
into a single graph. Two branches, such as the text branch and the node branch were used to
make the model. They changed the text in the original tweet into a representation of word
embedding for the text branch’s input. The propagation sequence for the node branch’s input
was created by identifying the users that shared the tweet, then, this sequence was converted
into the embedding representation of user nodes sequence. The altered propagation sequence
and the source tweet’s high order features were then extracted using CNN in both branches.
The result from both branches was then combined to form a single vector. This vector was
fed into two more layers-a fully connected layer and a SoftMax layer. The final output was
represented in terms of the probability distribution over the set of classes for the associated
tweet. Three datasets, including Twitter 15 [62], Twitter 16 [62], andWeibo [61], were used in
the experiment. While the model’s accuracy for the Weibo dataset was 95.0%, it was 79.0%
and 85.0% for the Twitter 15 and Twitter 16 datasets, respectively, which was obviously
greater than the accuracy of the models. See the Fig. 7 for detailed workflow.
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Fig. 7 Rumor2vec model

2.2.4 Graph convolution network (GCN)-based approaches

The social relationships between diverse items can be depicted in terms of data using the
intricate structure of the social network. A type of neural network called a “graph convolution
network” is used to extract the global features from a graph [87]. Normally, global features
were extracted from the global structural information which is obtained by analyzing all the
tweets with in a conversation. Compared to other DL networks such as RNN and CNN, GCN
is more effective at extracting features of nodes in social networks [9].

A propagation tree was used as the input source for the two recursive neural network
models that Ma et al. [64] proposed, with each node of the tree referring to the response
post. The goal of this effort was to capture temporal aspects. The post’s semantic features
and their relationship to one another were extracted. The top-down model, which describes
the information flow from the source post to the current node, and the bottom-up model,
which describes the flow of information from the bottom-most leaves to the top-most source
post, were both investigated in this study. The authors used two datasets Twitter 15 and
Twitter 16. The accuracy was 72.3% for Twitter 15 and 73.7% for Twitter 16 datasets. For
rumor identification via social media, Huang et al. [33] proposed a hybrid model that learns
user representation through graph convolutional networks. User encoder, propagation tree
encoder, and integrator are the three modules that make up their model. In order to learn a
representation of the user, the user encoder uses a graph created by user behavioral data and
GCN. The propagation tree encoder, which connects the content semantics with propagation
hints, simultaneously learns the representation of the propagation tree using a recursive neural
network. A fully connected layer with an integrator uses the output of the aforementioned
module to detect rumors. Twitter 15, Twitter 16 datasets were used in this paper. The proposed
model gave an accuracy of 75.2% for Twitter 15 and 77.3% for Twitter 16 datasets.

The primary characteristics of a rumor are transmission and dissipation of rumor [11]. To
give a high level representation of both rumor transmission and dissipation, Bian et al. [11]
proposed a graph-based neural network in two directions utilizing a top-down and bottom-up
method. In this rumor classification model, a propagation structure based on the correlation
between retweet and reaction was first built. Following that, features of propagation and
dispersion were extracted using both top-down and bottom-up approaches. Then, the output
of two approaches merged through a fully connected layer to achieve the final output. The
classification of rumors was completed by depicting both the propagation and dissipation
from the node structure. In order detect the rumors at its early stage, the authors focused
on the structural features of both the propagation and dispersion of rumor. To evaluate the
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performance of the model they used three datasets such as Weibo, and other two Twitter 15
and Twitter 16 datasets. Finally, the author compared the performance value of the proposed
model to other models including themodel developed byMa et al. [64] found that their model
gave better accuracy, i.e., 96.1% forWeibo and 88.6%and 88.0% for Twitter 15 andTwitter 16
datasets. Similarly, Wei et al. [97] proposed edge enhanced Bayesian GCN model to analyze
the content of the text data as well as their propagation structure in both the direction, i.e.,
both top-down and bottom-up approaches. Word embedding was used to embedding text
data. Then both the node and graph modules were used to extract the structural features from
the propagation graph of rumor. To evaluate the model, the authors used the same datasets
used by [64] along with PHEME dataset where they found 89.2% of accuracy for Twitter
15 and 91.5% for Twitter 16 and 69.0% for PHEME datasets. The authors proved that their
model was able to detect the rumors in its early stage.

A GCN-based ensembling model that takes into consideration the relationships between
all tweets connected to a single topic was proposed by Bai et al. [9]. The original tweet is
known as the “source tweet,” and the proposed model is based on conversions between the
original tweets and the replies. They had a graph that represented their relationship. The
authors considered both the local and global structure of the input data. Conversations serve
as the system’s input, which is then converted into a word vector via a word2vec. The CNN
and GCN were then given these word vectors. The author developed the model with text
CNN layer and graph convolutional layers, a sort pooling layer and a Convolution layer.
To learn the relation between source and reply tweets, graph spatial-based GCN was used
and for text classification Text CNN was used. Finally, the output layer for classification
is ensembled with the Text CNN and the spatial features-based GCN. For this experiment,
the authors used PHEME datasets, which provide up-to-date information on five incidents.
Overall output performance for the model was 85% of accuracy on PHEME dataset.

According to [84], most of the researchers while developing model for rumor detection
only focused on content and propagation structure but were not aware of malicious attacks. It
is a challenge to develop amodel of adversarial attack by taking both the structural and textual
information. According to them, two most important challenges were robustness to different
responses and vulnerability to malicious attack. In order to overcome those challenges, Song
et al. [84] proposed a GCN rumor detection model where first, a transfer-based encoder
was utilized to encode each token in the whole discussion thread in order to leverage on
the pre-trained information that was already present. Secondly, an adversarial response was
added to the conversation thread. The model builds an adversarial response in the setting of a
white-box attack, in which the detector’s parameters and gradients are made public whenever
the attacker is updated. PHEME, Twitter 15, and Twitter 16 datasets were used in this work.
The model gave an accuracy of 93.47% for Twitter 15 and 90.19% for Twitter 16 and 84.84%
for PHEME datasets.

Yang et al. [105] proposed the GCN model for social media rumor detection. The rela-
tionship between a shared post and the related posts were analyzed in this paper through a
graph. The impact of any comments was then evaluated using a self-attention technique. In
order to get the global representation, a post-related comments co-attention approach was
introduced. We monitored the topical sway in the comments using a CNN. Topic drift is the
evaluation of a topic that has been discussed over time to inform people of the reality of a sit-
uation. CNN’s feed was utilized as a local representation. In this model, the rumor detection
classification was carried out by concatenating the global and local representations of the
data. To evaluate the performance of the model, three datasets were used and got the accuracy
of 94.2% for Rumdect Ma et al. [61] and 95.4% for Weibo and 78.9% for Gossip Cop [82]
datasets. Frequently, rumors spread from one place to another. Wang et al. [93] therefore
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Fig. 8 Heterogeneous GCN model

proposed a GCN-based model to examine the features connected with the propagation zone
in order to learn the pattern of rumor transmission. The authors used a source text-enhanced
GCN to improve the model of the propagated message’s learning capacity. In this study, the
model takes the input data and extracts the textual features. For this research, two real-world
datasets, including Twitter 15 and Twitter 16, were used. For Twitter 15 and 16, the model’s
accuracy was 85.6% and 87.8%, respectively.

To deal with the dynamic aspects, including the heterogeneous information, in rumor
detection, Yu et al. [106] presented aGCN-based technique (see Fig. 8). Themodel ismade up
of three parts, including rumor classification, rumor transmission, and rumor representation.
The rumor’s content was first represented using TF-IDF, and the propagation node’s vector
was then encoded using an adjacency matrix. Then, a heterogeneous graph was created
by combining the two. The GCN, which contains an ordinary differential equation (ODE),
was then analyzed by this model. Finally, the classification process used hidden dynamic
characteristics. The authors used Twitter 15 and Twitter 16 as two real-world datasets for this
experiment. Compared to other models, The model gave an accuracy of 86.5%. Figure 8,
which was adapted from the original graphic given in [106], provides a summary of the
model.

2.2.5 Hybrid and ensemble model

Many researchers created hybrid or ensemble models by combining two or many strategies
in order to improve the performance of the model during rumor detection. The term “hybrid
model” refers to a model that incorporates two DL techniques, such as CNN or LSTM. In a
hybrid model, the models often feed their output to one another to produce the result, whereas
an ensemble model can predict an outcome on its own. A hybrid model based on DL was
proposed by Kumar et al. [50] to develop an automatic rumor detecting algorithm. A CNN
with a filter wrapper (information gain-ant colony)made up themodel. At themodel’s output,
rumor classification is performed using the naive Bayes classifier. In this experiment, two
sets of features were extracted in this paper. First, textual features were extracted by CNN.
The CNN used EL-Mo word vector model developed by [72] which generated word vectors
from the context of the news by analyzing the correlation between the words, sentences,
and documents. Next, optimal features were produced by the filter wrapper approach which
used term frequency-inverse document frequency (tf-idf) which analyzed the importance of
the keyword throughout the datasets. To train the classifier to determine if the news is true
or false, both feature vectors are employed. To evaluate the performance of the model, the
authors used PHEME datasets which contains events of five breaking news. The overall
accuracy of this dataset was from 75% to 87%. By analyzing the context of both future and
previous facts, the BiLSTM network was initially employed by Asghar et al. [6] to depict
the long-term dependency in a news story. The CNNwas then utilized to extract features and
categorize whether or not the news is a rumor.

To identify rumors circulated during COVID-19 on social media platforms, Al-Sarem
et al. [4] proposed a hybrid deep learning-based model that combines a long short-term
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Fig. 9 LSTM-PCNN model

memory (LSTM) and concatenated parallel convolutional neural networks (PCNN). The
longest tweets in the datasets are contained in the input layer. In embedding layers, the GloVe
[71], Fast Text,7 andword2vec [66] models are employed to developword vectors.Word2vec
use skip-gram and common bag of words where, as FastText uses n-grams to generate word
embedding. The Glove is a model which build word vector by using word occurrences.
The LSTM layer receives separate feeds from word embedding layers. To improve CNN
performance and prevent the LSTM layer from overfitting, a dropout layer was added prior
to the LSTM layer. Each CNN block produces a 150-dimensional vector in each of the three
parallel CNN. After that, the output from each CNNwas combined. In order to determine if a
tweet contains rumors or not, a binary classification method using the sigmoid function was
applied. The ArCOV-19 dataset, which includes Arabic tweets on the COVID-19 epidemic,
was used by the authors. According to the experiment’s findings, the LSTM-PCNN model
beats the other baseline models and had the best results when the word2vec skip-grammodel
was applied. With a detection accuracy of 86.37%, it outperformed the other state-of-the-art
models as well. The altered version of the original image referenced in [4] is shown in Fig. 9.

Azri et al. [8] presented an emotive lexicon-based model to capture the semantic char-
acteristics and sentiments contained in tweets. The model is a hybrid one that searches
microblogs for rumors using both CNN and LSTM. While long-term dependent information
was recorded using LSTM, local features were extracted using the CNN. The input mes-
sage’s content, sentiments, and visual data were all examined by this model. Prior to sending
all of this data for word embedding, it underwent preprocessing to create word vector. The
VGG-19 model proposed by Simonyan and Zisserman [83] was used to extract features from
visual data. CNN Text was applied to text data. Together, the text and sentiment vectors were
supplied to the LSTM network. The next step was to apply the output of the LSTM and visual
data to a binary classifier in order to determine if the tweet is a rumor or not. The datasets
used for this experiment are from FakeNewsNet [82]. The authors created a dataset called
DAT@Z20 using tweets they had collected from Twitter. For the FakeNewsNet dataset and
the DAT@Z20 dataset, the model’s accuracy was 94.3% and 92.2%, respectively. The altered
version of the original image referenced in Azri et al. [8] is shown in Fig. 10.

The majority of the researchers, according to Shelke and Attar [79], used the text and
temporal features of an input rumor post. As a result, the authors combined lexical features
with user- and content-based features to create a hybrid model that combines the BiLSTM
and multilayer perceptron (MLP) approaches. Word embedding was employed to create a
word vector after preprocessing, which was then provided as input to the BiLSTM model,
while the MLP model learned the post-wise features using user, lexical, and content-based
features. Then, a densely linked layer that created a hybrid model was given a feature vector
from an ensemble of MLP and BiLSTM models. The researchers used two datasets taken

7 https://github.com/facebookresearch/fastText.
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Fig. 10 deepMonitor model

from the real world and a benchmark dataset taken from Twitter to evaluate the performance
of their approach. Two well-known websites, www.politifact.com and www.snopes.com,
provided the real-world datasets, while Twitter provided the benchmark datasets. The author
outperformed other models with great accuracy of 97%.

2.2.6 Other methods

Here, some attempts other than only DL-based techniques are discussed. In a short blog post,
Ma et al. [62] investigated a framework for rumor detection that combines kernel learning
with propagation trees to build higher-order sequences that distinguish between various rumor
categories. In order to achievemore accuracy in rumor identification, Zhang et al. [110] devel-
oped a knowledge-aware network that makes use of numerous modal content and external
knowledge-level relationships. The authors proposed a model that generates the post repre-
sentation by treating the post’s word, visual, and knowledge embeddings as multiple stacked
channels similar to colored images while explicitly maintaining their alignment relation-
ships to capture the post’s full semantic meaning. In order to gather the event-independent
latent topic information of events, extract the event-invariant features, and to enhance the
capabilities of the rumor detection model, they also created the Event Memory Network
(EMN) events’ latent topic information. To train the model, the authors used both PHEME
and Twitter datasets. The proposed model gave an accuracy of 81.6% for PHEME datasets
and 86.6% for Twitter datasets. Ma and Gao [60] created a tree transformer strategy where
user relationships such as tweets and retweets in terms of claims and the structure of the tree
were employed to debunk rumors on social media. The contextual features from the input
source were considered in this paper. Two publicly available benchmark datasets, Twitter and
PHEME, were used in this work. Following the work of Ma et al. [63], the authors also used
top-down and bottom-up approaches for this experiment. An attention layer was employed
to obtain the correct data as well as the opinions prevalent across the entire tree. The authors
also demonstrated that their suggested approach could identify rumors even while they were
only starting to spread. They demonstrated that the proposed model had an F1 score of 65.9%
on PHEME datasets while providing 75% accuracy on Twitter datasets.

According to [42], the proposed tree model of [51, 64] showed some limitations toward
rumor detection. The authors mentioned that both the papers only focused on structural
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information present in the conversation thread. The information present in the conversation
thread was from both the directions, i.e., from parent to child and vice versa. But the thread
structure in social media conversation was not mentioned, i.e., their tree models did not
mention any interaction between nodes from other branches. In order to overcome these
limitations, Khoo et al. [42] et al. proposed a model where they focused on the community
response within the social media conversation. They arranged all tweets in a chronological
order. For this experiment, PHEME, Twitter 15 and Twitter 16 datasets were used. As the
tweets were arranged linearly the author found that the model lost structural information. To
overcome this problem they proposed few new variants of the model first they added self-
attention mechanism. Further, for sentence representation token level self-attention was used
before attention mechanism. And finally, they added time delay information for each tweet.
Then, these newmodels were compared. The model with attention mechanism outperformed
the other models and gave an accuracy of 85.2% for Twitter 15 and 87.4% for Twitter 16
datasets.

Byexamining content-based and context-based elements at three viewpoints, Jahanbakhsh-
Nagadeh et al. [37] proposed a BERT-SAWS semi-supervised learning model for the early
verification of Persian rumor. This model combined an unsupervised language representa-
tion with the text representation of the rumor’s content with pre-trained bidirectional encoder
representations from transformers—BERT. This text representation was employed for two
things, including decreasing the issues with limited datasets in deep neural networks and
early rumor verification. Lao et al. [52] created a double propagation model to identify rumor
in the linear and nonlinear transmission fields. In this paper, the authors extracted some
features like social context, content of the claim, and temporal information from the input
data for detecting rumor. The claim content feature embedding and associated temporal state
were completed initially. Then, utilizing various nonlinear rumor structures, the nonlinear
diffusion properties were discovered. Then, sequential context data are merged to expand the
representation of source nodes and generate distinctive vectors for sequential characteristics.
Two datasets such as PHEME [114] and RumorEval [20] were used for this experiment. The
proposedmodel gave an accuracy of 88.67% for PHEMEdatasets and 92.50% for RumorEval
datasets. Dong et al. [23] proposed a two-step rumor detection methodology where different
types of features were extracted and fed to different machine learning and DLmodels to clas-
sify rumor. Both user-based and non-user-based features fall under this category. The users
or people who share the post are included in the user-based features. The substance of posts,
diffusion-based features, and emotion-based features like joy, rage, and doubt are among
the nonuser-based features. The fact that this work’s features were based on super-network
theory is crucial. The accuracy, precision, recall, and F1-score of the model were evaluated
using four real-world themes, and the average results were 85.22%, 68.47%, 84.59%, and
75.14%, respectively.

Kotteti et al. [48] suggested an ensemble model (see Fig. 11) which consists of different
deep neural network models. Preprocessing and ensemble modeling were the two stages
used to explain the model. The input tweets were processed and converted into time series
vectors in various time intervals during the preprocessing stage. Following data cleaning,
data sparseness was reduced, data were normalized, and duplicate data were removed. After
that, the model was fed the preprocessed data. The retweet counts were retrieved from the
temporal features at each moment. Different basic learning neural networks, such as RNN,
LSTM, and GRU, were used to build the ensemble model. PHEME datasets were utilized to
assess the model’s performance. The model’s precision, recall, and F1 values of 64.3% were
greater than those of the authors’ earlier efforts [46, 47].
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Fig. 11 Ensemble model

2.2.7 Discussion on the potential methods for rumor detection

We have covered a few models in this survey that have been identified as the best in terms
of performance evaluation, technique, feature extraction, and classification results. We dis-
covered that the majority of researchers created various DL-based models to identify rumors
from microblogs [8]. A few of them also demonstrated how their algorithms were effective
at spotting rumors before they spread [11, 64, 97, 100]. Some of them developed the models
to extract features from both text and image data such as [8]. Again, researchers evaluated a
variety of factors, including textual content, user profiles, and the transmission and dispersion
structures of rumors, to determine if the communication is a rumor or not. A GCN-based
tree-based recursive neural network model was proposed by Ma et al. [64], with an emphasis
on the semantic sequence and propagation structure of the tweets in both directions. In con-
trast, Ma et al. [64] offered a GCNmodel that included post content and rumor dissemination
structure to forecast the result. To find rumors in microblogs, Azri et al. [8] employed mul-
timodal aspects of both textual and visual information. The majority of possible techniques
demonstrated that their model predicts the output as rumor or non-rumor [4, 8, 14]. However,
few researchers shown that their model predicts the output in four classifications, including
non-rumor, false rumor, real rumor, and unconfirmed [106]. When addressing performance
evaluation, Azri et al. [8] demonstrated that their model provided 94% accuracy, which was
greater than other cutting-edge models, when they used a hybrid model of CNN and RNN for
both text and image-based rumor data. In other paper, Shelke and Attar [79] showed that their
model performed very well and gave an accuracy of 97% in two benchmark datasets collected
from Twitter. They focused on lexical features and content-based features and developed a
hybrid model based on BiLSTM and multilayer perceptron approaches.

2.3 Rumor tracking

Rumor tracking is a method for monitoring information and sifting through news that is
rumor-related. Finding news stories linked to a certain incident is the main objective of
rumor tracking [107]. When a rumor is discovered, the posts that are associated with it are
gathered and filtered by tracking components [118].

In order to track rumors, Cheng et al. [17] created the VROC model, a multitask learning
framework based on an RNNwith BiLSTM and a variational autoencoder (VAE). A decoder
and an encoder made up the VROC. To represent the information in the text in the com-
pressed form, the encoder converted input tweets into tweet-level latent characteristics. To
recreate the input text, the decoder decoded the features that the encoder had retrieved. The
model independently completed four tasks such as rumor detection, rumor tracking, stance
classification, and veracity classification producing unique loss functions for each one.

A deep reinforcement learning network-based ensembling model for rumor tracking was
proposed by Li et al. [53]. The aim of this paper was to classify whether the collected tweets
are related or not related to a given rumor. So, this paper used m-way classification for
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rumor tracking problem. The researchers used two datasets such as PHEME, RumorEval.
The datasets contains a set of rumor events which contains a collection of tweet threads. They
retrieved several content aspects and social information from the tweets, including “screen
name,” “reply to screen name,” and “hashtag.” All the features were preprocessed to embed
both the sets of tweets and rumor events into vector through several components. The naive
Bayes, support vector machine, BiLSTM, FastText, and TextCNN models, among others,
were first selected by the authors as components of the RLERT model for rumor tracking.
Then all the components individually predicted the tracking output (related or not related).
Finally, an ensembling technique was used by combining all the outputs of the components
for a final prediction that if the tweets are related or not related to a rumor event.

In another work, Zeng and Cui [107] proposed rumor tracking classification whether the
tweets are related or not to a particular event. The model was based on two presumptions,
including the first that theremay be connections between the tweets of the same events and the
second that categorizationwas unable to discern between the tweets of various events because
theywere concealed fromone another. The authors employed contrastive learning [109] along
with these presumptions to cover the gaps in the tweets. Contrastive learning was primarily
used to distinguish between two instances that were augmented from the same input source,
allowing them to be closer in the representation space, and instances that were augmented
from a separate source, allowing them to be farther away. Three steps were used to explain
the model. Sentence-BERT, a pre-trained feature generator, was used to first map the tweets
from text to feature space (SBERT). In order to produce positive and negative pairs based on
the input source, contrastive learning was also applied. To learn the probability distribution of
tweet information with respect to the event, three classification head variants—RNN-based,
CNN-based, and fully connected neural network—were employed.

2.4 Stance classification

Rumor posture classification comes next after rumor detection and rumormonitoring. A lot of
posts pertaining to the rumor are the result of the rumor tracking. According to [118], “stance
classification” is the process of evaluating a tweet’s suitability for rumor veracity. As a result,
stance classification is used to evaluate a news story’s sentiments or to measure a person’s
attitude or emotion when they receive a piece of information, or even just their response
to a tweet sentence [53, 102, 107]. There are basically four types of stances mentioned by
the researchers according to different datasets. Xuan and Xia [102] explained four types of
stance mentioned in RumorEval datasets such as support, deny, query, and comments.

• Support The respondent supports the authenticity of the rumor.
• Deny The respondent denies the authenticity of the rumor.
• Query Query refers to the time when the respondent will raise doubts about the truth and

want additional evidence.
• Comment The respondents comment on the authenticity of the rumor.

The work of Lukasik et al. [58] had an influence on [74], who put forth a paradigm for
stance classification. However, the model that the authors created was based on transfer
learning and distinguished the unknown or concealed tweets from the known rumor tweets.
By ignoring the rumor identities, the model by [74] concentrated on classifying tweets into
rumor and non-rumor, and then tweets connected to rumor into support and not support. The
authors represented the features using a bag of words (BOW).

By examining the four key categories of whether a tweet was supported or denied, or
whether anyone queried or commented on its veracity, Zubiaga et al. [115] offered a method-
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ology to address the stance classification of rumor. This paper analyzed tweets by considering
the contextual features of the conversational threads. The conditional random field (CRF)
classifier was utilized by the model to monitor the tweets and associated discussions. The
conversions of tweets were used to create a graph using CRF, which was then used to create a
series of stances. The authors used two different kinds of CRF, including linear CRF, which
models each branch of the tree as a separate input to the classifier. Second, the Tree CRF
has a collection of trees with complete tweet conversions as its input. The CRF classifiers
demonstrated significant advancements for other classes, including supporting and querying
tweets, where Tree CRF performs best.

The classification of the rumor’s viewpoint is crucial for rumor verification. Therefore,
Kochkina et al. [43] proposed a sequential network based on LSTM. In this experiment,
the authors categorized tweets which they mainly supported, rejected, inquired about, and
commented on rumor news. The authors described a unique strategy that makes use of the
progression of changes seen in Twitter chat threads with a tree-like structure. They looked
into the discussions that emerged from tweets that people were reacting to one another with.
These responses lead to a tree-structured and frequently nested discussion, with each reply
triggered by the originating tweet that started the conversation. Similar to this, Veyseh et
al. [92] developed a CNN-LSTM model with deep attention that compiles a stream of input
tweets. Additionally, the author included an attention mechanism that takes advantage of a
variety of rumor stances. The experiment also revealed the tweets’ feature relationships and
tree structure.

Xuan and Xia [102] developed a framework for classifying rumor stances based on a
number of features. The authors employed RumorEval datasets that focused on four stances:
support, deny, query, and comments. They investigated 40 features offered by social media,
and the three core features—text, user, and propagation features—were taken into consider-
ation. They used the URL, topic, question, and exclamatory mark features in the text feature
class to assess the type of stance. They have examined whether the user and source are veri-
fied, the number of followers, and other factors in the user feature class. And they included
the number of likes and re-posts in the propagation feature class. The authors applied a vari-
ety of machine learning techniques based on these features, including logistic, naive Bayes,
decision trees, and support vector machine algorithms. Then, classification algorithms were
applied to those features. RumorEval was the dataset used for this research. The proposed
model produced an accuracy of 80.5%. The proposed model showed good classification
results for deny and query categories, and not satisfactory for other two categories.

2.5 Veracity classification

The purpose of veracity classification is to ensure that the user is receiving accurate infor-
mation. When the phrase “classifying veracity of rumor” is used, it refers to determining the
veracity of a rumor, according to which a rumor can either be true or untrue or not verified
[17]. The rumor veracity classifier is used to identify whether a tweet is false, true, or uncon-
firmed after rumors have been detected and tracked. In order to classify the truth of rumors,
Kumar and Carley [51] proposed a tree LSTM model that utilized convolution units. The
original post and any associated comments were taken into consideration for this study. Each
node in a tree created from the discussion represents a sentence. Three techniques, including
branch LSTM, tree LSTM, and binary constituency tree LSTM, were used to learn the node
representations. In branch LSTM, the branches of trees were utilized as input to the LSTM
units, whereas in tree LSTM, the complete tree was used as input to the LSTM units. In order
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to reflect the inherent correlations in conversions in a certain task, the tree’s structure was
finally adjusted. The PHEME dataset with five events (see Sect. 3.1) served as the basis for
this paper.

Rosenfeld et al. [76] looked into how information spreads and whether the legitimacy of
unverified information spreading depends on how it spreads through social media. In order to
extract topological information from the text data’s structure, the authors used graph kernels.
They developed a small number of models that are “sanitized” diffusion processes since
they do not take into account the user, their language, or the time. The model correctly pre-
dicted whether the information would be true, false, or unverified. The model also performed
admirably in the initial stages of information dissemination. In order to take advantage of the
relationship between the tasks, Kochkina et al. [44] developed a multiple-task learning archi-
tecture that allows mixed training of both tasks in a verification pipeline. In order to improve
the performance of veracity classification, the authors presented a rumor verification model
that makes use of task relatedness with auxiliary tasks, such as rumor detection and stance
classification. The proposed multitask learning methods combined the verification classi-
fier with the stance and rumor detection classifiers independently, as well as with both the
stance classifier and the rumor detection system, were contrasted with the single-task learn-
ing techniques. Similar to this, Roy et al. [77] proposed a DL model based on transformers
that combined several encoders to display the co-relationship between the input. To capture
various contextual interactions in latent feature space, the authors suggested a model named
as globally discrete attention representation from transformers. The model used a variety of
concurrent encoders in away that allowed each encoder to discover a distinct association. The
model also included a discrete attention component that helps to purge superfluous features
from the feature space of different occurrences.

2.6 Rumor combating

Social interactions are mainly responsible for spreading rumors or other misinformation. So,
it is important to develop some barriers to stop or slow down the process of propagation
of rumor [29]. Rumor combating is the last phase of the rumor prevention process. Rumor
combating is a method for preventing rumors from circulating on social media. Once the
rumor was detected, tracked, and verified as rumor or non-rumor, the last step is to prevent
the rumor from spreading further. Many researchers nowadays are trying to generate new
models and methods to combat rumor in social media. Tripathy et al. [88] proposed two
models for preventing rumors in social media. These were the delayed start model and the
“beacon” model. In the first model, once a rumor is identified, a local authority begins to take
steps to halt its spread. In contrast, in the second model only a few agents were assigned to
the second method’s mission to stop the spread of rumors. Once a rumor started to circulate
on social media, they started disseminating counter-rumors to halt it. After identifying the
rumor, any user can share the information with their neighbors in order to warn them and stop
the rumor from spreading. This new model was proposed by Tripathy et al. [89] in order to
improve the results of the previous work [88] on these two methods (delayed start model and
beacon model). The fundamental distinction between these strategies is that any person can
independently attempt to dispel rumors on social media. In this paper, the authors designed
three models to spread some anti-rumors to prevent the spread of rumor in social media. Ji et
al. [38] developed an anti-rumor dynamic model based on rumor dynamic theory to combat
rumor in social media. The authors analyzed the model in a complex network by using mean
field equations and some numerical simulations. The anti-rumor dynamicswere characterized
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into three steps, i.e., the time at which anti-rumor should spread, the rumor propagation path,
and finally, whether if the node accepts an anti-rumor as true or not. In this study, the authors
employed two processes to examine how rumors and denials of rumors behave in complex
networks. Anti-rumor priority over time (APOR) was the term used to describe the process
where a node recognizes an anti-rumor as true. The process was known as prior hypothesis
bias (PHB), and the condition was before accepting the anti-rumor, and it occurred when the
node refused to accept the anti-rumor and gave priority to the rumor. The temporal threshold,
a network-dependent variable that illustrates the dynamic nature of the anti-rumor spreading
mechanism, was employed by the authors for additional investigation. The usefulness of the
design concepts to counter health-related rumors in social media was tested by Öztürk et
al. [70]. The experiment was carried out on a crowd-sourcing website8 which is a business
website where both the requester hire workers to do some tasks that computers could not
do it. Zhao et al. [112] concentrated on a socio-psychology viewpoint to combat rumors
in social media, in contrast to the work of [38, 88, 89], which only employed mathematical
models. They claim that the current models only address people who actively sought to dispel
rumors after becoming aware of them, and the amount of effort required is little. Zhao et
al. [112] explained a few factors which particularly influenced the people’s intention and
their behavior to combat the rumors. The authors created a novel theory to describe how
social media users make decisions to stop rumors by merging two theories, such as the norm
activation model and theory of planned action. The idea of planned behavior described the
incentive and informational influences on people’s specific behaviors across a variety of
disciplines. It was a rational choice theory. The norm activation model, on the other hand,
was a pro-social behavior paradigm that clarified awareness of adverse effects, assigning
blame, and personal standards.

3 Detailed analysis of rumor datasets, models’ performance, and
research gaps

This section focuses on the findings from the aforementioned survey on rumor detection,
veracity and stance classification, tracking and combating which we analyze and discuss.
Many researchers employed diverse datasets and various strategies to isolate rumors in social
media, demonstrating the accuracy of their models by contrasting their results with other
cutting-edge techniques. The biggest obstacle is gathering social media messages or post-
ings and categorizing them as rumors or not rumors in order to create a usable dataset. While
certain researchers went to great lengths to build annotated datasets for rumor detection,
veracity and stance classification, and other purposes, others just utilized these datasets when
they were made accessible to the public. To begin with, the several well-known datasets that
have been utilized for DL-based rumor detection models by researchers in the past are sum-
marized and explained in this section (see Table 1 and Sect. 3.1). We also made an effort to
demonstrate many performance metrics used by researchers to evaluate the effectiveness of
their methodologies (see Sect. 3.2). We have more thoroughly contrasted their research and
models’ performance on diverse datasets with other reference models (see Tables 2 and 3).
Last but not least, We assessed, compared, and contrasted the potential research works crit-
ically, emphasizing the challenges they encountered in identifying potential research gaps
(see Sect. 3.3).

8 https://www.mturk.com/mturk/.
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3.1 Discussions on rumor datasets

Collecting usable datasets from social media platforms that can be used for rumor detection
remains a significant difficulty [69]. When collecting data (messages or posts) about various
events, researchers frequently use fact-checking websites or social media platforms like
Twitter. They cleaned and filtered the data using NLP-based preprocessing techniques. They
then annotate the data and occasionally extract features before outputting a label or class for
rumor, non-rumor, etc. When these datasets are made public, other researchers directly use
them. In this section, we go over the datasets created and applied by different researchers
for rumor detection, veracity classification, etc. Up till now, PHEME, Weibo, and Twitter
datasets have been the most frequently used datasets [87]. Other datasets, like FakeNewsNet,
DAT@Z20 [8], and ArCOV-19 [4], are also used to detect rumors. Twitter 15 datasets were
developed by [62] using [61] and [56]’s as a guide. Twitter andWeibo datasetswere created by
[61] and [62]. They enlisted the aid of www.snope.com and the Sina communitymanagement
center9 to verify rumors and non-rumors. They also included some events from publicly
accessible databases in order to balance the datasets. They ultimately received 992 total
events, of which 498 were rumor datasets and 494 were non-rumor datasets.

The PHEME dataset, which [114] prepared, contains a collection of Twitter news posts on
rumors and non-rumors made during breaking news. The author has gathered tweets from the
Twitter API account while examining two distinct situations: first, rumors that are presented
as breaking news, and second, specific rumors that have been pre-identified, then gathered
tweets on nine different events, such as Sydney siege, Charlie Hebdo, Ottawa shooting,
Ferguson, Prince to play in Toronto, Gurlitt, Germanwings Crash, Prince to play in Toronto,
and Gurlitt, five of which were breaking news and four of which were particular news, and
they marked each tweet with its veracity value, which might be true, false, or unverified.
Azri et al. [8] built DAT@Z20 dataset by gathering data from Twitter and compiling it into a
single file. The dataset contains 8,999 news articles of only data and metadata. The authors
used Twitter API to retrieve the surrounding social context of the particular tweets, such as
replies, and retweets. They have collected a total of 2,496,982 tweets, from which only kept
the tweets containing both text and visual data and thus removed only text and duplicate
image data. So, the total tweets of 249,076 had taken into consideration, which they further
split into train and test data for the experiment. The authors label the datasets as fake or true.

Another dataset—FakeNewsNet, was initially developed by [82], which contains fake
and legitimate news stories collected from the fact-checking websites like PolitiFact10 and
Gossip Cop. Azri et al. [8] used this dataset for their experiment to classify both fake news
with images. Therefore, the authors removed all the irrelevant tweets, such as tweets with
images which are duplicates and of low quality. Thus, from a total of 1,607,760 tweets, only
207,768 tweets were used for the experiment. With all required features and descriptions,
Table 1 highlights some notable datasets used for rumor detection or classification.

3.2 Performance evaluation criteria

To assess the performance of the models, researchers contrasted themwith other state-of-the-
art models. They typically provided a confusion matrix, accuracy, precision, recall, etc., to
demonstrate how well their proposed method was explained. The confusion matrix is a table
that evaluates the classification model’s performance in correctly categorizing instances into

9 http://service.account.weibo.com.
10 https://www.politifact.com/.
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various groups [30]. Accuracy is defined as the ratio of the number of messages successfully
classified as rumors to all messages. And it is denoted as Eq. 1.

Accuracy(A) = (TP + TN)/(TP + FP + TN + FN) (1)

where TP= True positive, TN= True negative, FP=False positive, and FN=False negative.
Precision is calculated (see Eq. 2) as the ratio of all messages correctly classified as rumors
(TP) to all messages classified as rumors (TP + FP).

Precision(P) = TP/(TP + FP) (2)

Recall is the ratio (see Eq. 3) of all messages correctly classified as rumors (TP) to all
messages that should be classified as rumors (TP + FN).

Recall(R) = TP/(TP + FN) (3)

F1-measure is the harmonic mean of precision and recall (see Eq. 4).

F1 = 2PR/(P + R) (4)

3.3 Critical analysis with an overview of the performances of DL-basedmodels on
standard datasets

Weconducted the detail review and found that researchers created numerousDL-based rumor
detection models and assessed their performances on various datasets. In order to assess
some of the remarkable systems’ accuracy, precision, recall, overall system performance,
and uniqueness, we critically analyzed them. Along with this, we have given a comparison
between DL-based methods and the performance of the models on standard datasets. Table 2
shows an overview of the various models we surveyed and described in Sect. 2 and their
performances. Table 3 compares the accuracy of all DL-based models grouped by the most
often used datasets. We discovered that the majority of researchers trained their models using
the Twitter 15 and Twitter 16 datasets.

In this survey, as we said before, we analyzed the DL-based system models for rumor
detection. The researchers extracted various features to improve the performance of their
model of detecting rumors in social media. Among them, few researchers showed that their
model were best in terms of accuracy, precision, recall, and F1 value. For example, Ma et al.
[61] developed a model based on RNN to capture the temporal features present in the tweets
and got an accuracy of 91% on Weibo datasets. However, using same Weibo dataset Liu et
al. [57] compared their work to [61] and mentioned that Ma et al. [61] only used forwarding
comments and neglected the dynamic behavior of the spreaders and diffusion structures
of rumors. Therefore, Liu et al. [57] not only focused on the forwarding contents but also
spreaders and diffusion structure of messages to detect rumor. They proved that their model
gave better results in terms of accuracy (94.4%) using LSTM along with a pooling layer of
CNNas compared to [61]who used onlyRNN.On the contrary,with the same dataset, Yang et
al. [105] used aGCN to study the relationship between post and comments and compared their
work with the model by [11]. According to the researchers, Bian et al. [11] only focused on
propagation structure of rumor by analyzing only structure of repost content and its structure.
Bian et al. [11] also mentioned that collecting huge repost structures from real-world social
networking sites is challenging and expensive due to which sufficient information may not
be available. Yang et al. [105] have proved that their model gave good results as compared
to the model developed by [11]. To verify this, they further experimented with the model
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Table 3 Performance of DL-based models on standard datasets

Datasets DL-based models Accuracy Year of publication

Twitter 15 RvNN [64] 72.3% 2018

Hybrid GCN [33] 75.2% 2019

Bi-GCN [11] 88.6% 2020

Rumor2vec [90] 79.6% 2021

EB-GCN [97] 89.2% 2021

RDGCN[93] 85.6% 2021

HDGCN [106] 83.4% 2022

GAN [100] 85.6% 2022

Twitter 16 RvNN[64] 73.7% 2018

Hybrid GCN[33] 77.3% 2019

Bi-GCN [11] 88.0% 2020

Rumor2vec [90] 85.2% 2021

EB-GCN [97] 91.5% 2021

RDGCN [93] 87.8% 2021

HDGCN [106] 86.5% 2022

GAN [100] 85.4% 2022

PHEME RNN [54] 63.8% 2019

ERD model [94] 84% 2021

EB-GCN [97] 69.0% 2021

EGCN [9] 84.1% 2021

Weibo RNN [61] 91.0% 2016

RNN [57] 94.8% 2018

Bi-GCN [11] 96% 2020

Postcom2vec [105] 95.41% 2021

Rumor2vec [90] 95.1% 2021

GAN [100] 94.1% 2022

proposed by [11] to check the effectiveness and found that their model outperformed [11]
by 2.99%. Few other researchers used CNN and GCN models to use propagation structures
of rumors tweets [11, 64, 90, 97]. However, these researchers worked on same datasets like
Twitter 15, Twitter 16, PHEME, and Weibo datasets. Tu et al. [90] used a CNN-based model
to capture textual contents of source tweets and propagation structures of different tweets in
a single graph which helped them to achieve an accuracy of 79.6% for Twitter 15 and 85.2%
for Twitter 16 datasets.

In other hand, researchers like [11, 64, 97] used GCN-based models to study propagation
structures of rumor in social media. Ma et al. [64] used the hidden representations of prop-
agation structures of tweets and focused on recursive neural network and showed that their
model was able to produce 72.3% accuracy on Twitter 15 and 73.3% on Twitter 16 datasets.
Looking at this work, Bian et al. [11] focused on both propagation and dispersion structure
of rumors and used a GCN model and showed that their model outperformed the model
developed by [64] and generated 88.6% accuracy on datasets. In order to move forward this
work once again [97] argued with the work done by [64] and [11] and showed that these
two researchers only concentrated on text and propagation structure of rumor and, however,
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missed the uncertainty occurred in propagation structures. Therefore, in order to analyze this
property the authors developed an edge enhanced Bayesian graph onGCNmodel and, finally,
demonstrated that their model was able to produce an accuracy of 89.2% for Twitter 15 and
91.5% on Twitter 16 datasets (the best results so far as given in Table 3). After reviewing
the above papers [11, 64, 97], Wang et al. [93] explained that those papers only focused on
the propagation structure of rumor and, however, neglected the transmission pattern. So, the
authors used aGCNmodel to analyze regionalized rumor transmission pattern. To address the
over-smoothing issue which was ignored by the above papers and enhance the model’s learn-
ing capacity, the author introduced a source text-enhanced residual GCN layer to the mode.
They showed that their model gave best results as compared to the above papers in terms
of accuracy. To verify this they considered the above works as baseline and further exper-
imented on that. The author mentioned that the above models produce accuracy of 72.3%
[64], 81.9% [11] and 82.5% [97] on Twitter 15 datasets where as their model gave 85.6% of
accuracy on same dataset. Further, [106] noticed that no one from the above work focused
on the dynamic behavior of the rumor. In order to explore the dynamic propagation of rumor,
the authors proposed a GCN-based model and compared their work to other researchers like
[64] and,[90]. They achieved an accuracy of 83.4% and 86% on same datasets like Twitter
15 and Twitter 16. However, this work can be further analyzed by exploring both dynamic
propagation and dispersion of rumor.

Some researchers used both RNN and CNN to develop a model for rumor detection.
According to them, to improve the performance, an ensemble of RNN and CNN should be
used. For example, Azri et al. [8] used a hybrid model using LSTM and CNN to explore
text and image data along with sentiments. According to them, the amount of work in these
areas is quite low and hence their model also outperformed the other models and produced
an accuracy of 94.3% and 92.2% on Fake News net and DAT@20 datasets. In another work,
Kumar et al. [50] used a hybrid model to explore the textual features and to train their
model took PHEME datasets. Hence, the researcher produced 73.2% F1 value as compared
to other models. In another work, [79] used BiLSTM network with a multilayer perceptron
and extracts user, text, and content-based features along with lexical features and produced
97% of accuracy on real-world dataset collected from Twitter. To conclude with the critical
analysis, we have seen that GCN-based models proposed by different researchers performed
best on the bench-marked rumor detection datasets with respect to other DL-based models.
Hybrid ensemble models are also performing well on the rumor datasets for rumor detection.

To conclude the critical analysis, we can say that GCN-based models, as proposed by
several researchers, outperformed other DL-based models on benchmark rumor detection
datasets. On the rumor datasets, hybrid ensemble models are also effective in detecting
rumors. Since there are not many notable publications on rumor tracking, veracity, and stance
classification in the literature, we chose not to analyze these system models. The challenges
and potential gaps in this field of research are listed in the next subsection.

3.4 Research gaps and challenges

Researchers from all over the world have worked very hard to improve rumor detection
and prevention systems in recent years. However, there are still several areas that require
investigation. The tasks of rumor detection and veracity classification received the major-
ity of the researchers’ attention. This subsection summarizes in-depth research carried out
by knowledgeable researchers and projects the challenges encountered by them in rumor
detection, tracking, and combating, allowing for the investigation of potential research gaps.

123



3872 B. Pattanaik et al.

We came to the conclusion that DL-based models have contributed to more effective rumor
detection after conducting a thorough survey on the process of rumor detection techniques in
social media. To summarize, the list below shows the major challenges in the field of rumor
detection and combating.

• Lack of good annotated rumor datasets with features There were less publicly accessible
benchmark datasets. There are other social networking sites like Facebook, WhatsApp,
and Instagram in addition to Twitter. Therefore, more fresh datasets from these websites
should be investigated. Images and videos can propagate rumors as well, and there were
less number of image and video datasets available.

• Challenges in rumor detectionAccording to Yang et al. [105], their model failed to select
the interpretable comments for the rumor detection output. Similar to this, Asghar et al.
[6] noted two significant weaknesses in their model. First, their model only considers
text-based features; it excludes all other features, and second, their model only applies
to English text. The most challenging thing during rumor propagation is to detect the
rumor at the time of dissemination which is known as early rumor detection, because
at the beginning stage it is quite difficult to identify a news to be rumor or not as the
amount of information which is propagated will be less. Many researchers worked on
early rumor detection by developing different DL-based models [11, 57, 59, 64, 93, 97,
105]. These authors mainly focused on different types of GCN based on top-down and
bottom-up approaches to detect rumor at its early stage. All these authors have basically
used the same Twitter 15 and Twitter 16 datasets. But, the amount of work on detecting
the rumor at its early stage is quiet less.

• Challenges in rumor tracking Amount of work on rumor tracking is quite less due to the
lack of datasets. Further, the datasets used by researchers for rumor tracking were either
small in size or mostly imbalanced.

• Challenges in rumor combating Rumor combating in social media is a biggest challenge
nowadays. After detecting and tracking the rumor, it is very much important to prevent
those rumors from further spread. As per our survey, very few papers focused on develop-
ing some mathematical models to combat rumor in social media [88, 89]. The amount of
work in developing a model to combat rumor by using DL technique is very less. Choi et
al. [19] developed a DL-based model to combat rumor in social media by taking a claim
sentence of a rumor. However, their model only focused on English language and failed
to work on non-English speaking countries. To combat rumor developing a strategy to
locate source of the rumor, understand it, and then act quickly to address, it is the biggest
challenge nowadays in social media.

Next, we have highlighted some of the most significant research gaps that have not yet
been adequately addressed by researchers. Some of them are described in the list below.

• Gaps in rumor detection We found that the existing work can be enhanced by adding
more features and lexicon-based sentiment analysis for autonomous rumor detection.
Moreover, some researchers producedmodels that are only available in a certain language
like English. Advanced NLP with the most recent deep neural network has a lot of
potential for improving the accuracy of existing rumor detection models, incorporating
explanatory remarks for rumor detection findings, and expanding rumor detectionmodels
to new languages. In case of rumor detection, the most important things are the features
that can help to decide whether the tweet is a rumor or not and sometimes DL classifiers
failed to extract those features. Therefore, in order to deal with the context of the tweets,
unique features should be extracted and applied. Additionally, there is relatively little
work involved in detecting rumors using unsupervised and semi-supervised learning.
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• Gaps in rumor dataset preparation The amount of datasets that can be used for rumor
detection or any other activity is extremely little. The majority of the datasets that the
researchers used in their model were obtained from Twitter. However, new datasets
should be created using data from Facebook, Instagram, and other social media sites.
Again, based on our survey, we discovered that there are very little image and video
datasets available. However, as fraudulent images and videos proliferate in the digital
age, it is crucial to create image and video datasets or images with text data. Additionally,
rumors are shared in a variety of languages, and therefore, creating datasets in additional
languages should be the focus of future research.

• Gaps in rumor tracking Larger datasets should be created in order to train the model
because there are not enough datasets for rumor tracking. It is also important to extract
some distinguishing features, including text similarity, to determine how closely the posts
related to an event, in order to track rumors on social media. Additional applications of
linked-graph, semantics-based rumor networks related to particular types of events, etc.,
are possible.

• Gaps in rumor combatingMost researcherswho have contributed to the rumor-combating
process, focused on constructingmathematical models to study themechanisms of rumor
suppression. In order to regulate rumors, these models largely focus on the network’s
structural characteristics. More potent factors that can influence rumors include “trust”
between the people involved and the rumor’s context. By taking these elements into
account, it will be interesting to analyze how rumors are combated in real-world data.
And also, implementing innovative rumor-busting strategies, such as rumor bots, server
applications to block rumors, and soft strategies like early rumor marking, applying
cybersecurity strategies will stifle rumors at or near their source.

4 Conclusion

With the advent of social media, the pace of information dissemination has increased expo-
nentially. There are no geographical boundaries, ensuring availability of information across
the globewith lightning speed. This has enabled us to access plethora of information spanning
around multiple fields. It helps us immensely in judicious decision making. This also opens
the gate for dissemination of misinformation or rumor masqueraded as veracious informa-
tion. The objective of this survey paper is to give a brief overview of modern advancements
in rumor detection and prevention methods. In this survey, we reviewedmany recent research
works on rumor detection, rumor veracity and stance classification, rumor tracking and com-
bating on social networking sites.We have discussed briefly onmisinformation and its related
terms such as fake news and rumor. We have examined the most recent DL-based methods
for rumor detection, contrasted them, and compared how well they performed. We have also
analyzed different methods related to rumor stance and veracity classification, rumor track-
ing, and rumor combating. Finally, we have done a critical analysis of all remarkable works
highlighting research gaps and challenges that might be possible subjects for further study.
In this survey, a detailed summary of all the standard rumor datasets and their sources are
provided. On each of the datasets, we additionally examined the accuracy of the state-of-
the-art DL-based methods in order to compare them. Further, while doing this survey we
missed few other kinds of approaches used for rumor detection such as unsupervised and
semi-supervised learning methods. We should include additional research on rumor tracking
and combating in social media, which are not as widely available, in order to improve this
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survey. There is scope of improvement of this survey by exploring other type of misinfor-
mation and comparing them to rumors in terms of features, detection methods, and datasets
used.
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