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Abstract

We propose a framework for the definition of neural models for graphs that do not rely on back-
propagation for training, thus making learning more biologically plausible and amenable to
parallel implementation. Our proposed framework is inspired by Gated Linear Networks and
allows the adoption of multiple graph convolutions. Specifically, each neuron is defined as a
set of graph convolution filters (weight vectors) and a gating mechanism that, given anode and
its topological context, generates the weight vector to use for processing the node’s attributes.
Two different graph processing schemes are studied, i.e., a message-passing aggregation
scheme where the gating mechanism is embedded directly into the graph convolution, and a
multi-resolution one where neighboring nodes at different topological distances are jointly
processed by a single graph convolution layer. We also compare the effectiveness of different
alternatives for defining the context function of a node, i.e., based on hyperplanes or on proto-
types, and using a soft or hard-gating mechanism. We propose a unified theoretical framework
allowing us to theoretically characterize the proposed models’ expressiveness. We experi-
mentally evaluate our backpropagation-free graph convolutional neural models on commonly
adopted node classification datasets and show competitive performances compared to the
backpropagation-based counterparts.
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1 Introduction

In recent years, several definitions of neural architectures capable of dealing with data in
structured forms, such as graphs, have been presented [1, 2]. The vast majority of graph
neural networks in the literature are based on the idea of message passing [3], in which
the representation of a node at layer / (or time ¢ if the network is recurrent) is defined as a
transformation of the attributes associated to the same node and the ones of its neighbors at
layer/ — 1 (¢t — 1).

While many works focused on defining alternative architectures, to the best of the authors’
knowledge, all of them rely on backpropagation to learn the networks’ weights. Backprop-
agation is a powerful and effective method to train deep neural networks (NNs). It has
been successfully applied almost ubiquitously in recent years when the training of NNs was
involved. However, when the amount of available data is not huge, the standard approach of
training a nonlinear NN with backpropagation may quickly lead to overfitting the training
data. This clearly contrasts how humans learn since we do not require nearly the amount of
training data modern NN do to learn how to generalize [4]. Moreover, the backpropagation
mechanism is not biologically plausible [5, 6], suggesting that the brain may use different
learning algorithms.

Some alternative definitions of multilayer neural networks that do not rely on backprop-
agation for their training [4, 6] have been proposed. They define local learning rules where
each neuron, given its inputs, is trained independently from the rest of the network exploit-
ing a global error signal. This approach allows these networks to: (i) be more biologically
plausible (i.e., from the current knowledge about the functioning of animal neurons, it seems
implausible for a neuron to have access to the connections in a brain area responsible for
a subsequent processing step); (ii) be more sample efficient/simplify the overall training
procedure since each neuron solves an independent (possibly convex) problem.

The aim of this paper is to explore the contamination between these two cutting-edge
research fields, studying how to define neural networks for graph processing that do not rely
on backpropagation for their training. The goal of our research is to develop an extremely
efficient model for graphs. The training phase of most of the GNN architectures that have been
proposed in the literature in the last years is considerably computation-demanding. One of the
reasons is that they rely on the backpropagation algorithm. Defining a backpropagation-free
architecture reminiscent of the idea that each neuron can be trained independently allows us
to have a very simple and highly parallelizable model that significantly reduces the temporal
demands of the training phase. Moreover, it is also open to the application of GNNs to more
flexible scenarios where the model can be updated continuously during its use. This study
aims to investigate the development of a backpropagation-free architecture for graphs and
show how the use of a different training approach affects the performance of the GNN,
without compromising its effectiveness.

Our exploration is based on the recently proposed Gated Linear Networks (GLN) [4], a
family of backpropagation-free neural networks that have been developed for online learning
and that have shown promising results. The main characteristic of such networks is that,
contrary to the mainstream approach, the nonlinearity is achieved via a gating mechanism
instead of element-wise nonlinear functions. More specifically, each neuron receives a context
vector as additional input that is used to select one weight vector in a pre-defined set. The
only nonlinearity lies in such a gating mechanism. In fact, once the weight vector is selected,
each neuron behaves linearly. The resulting network is a piece-wise linear model (similar to
ReLU networks). While the gating mechanism is not trained, each neuron learns to predict
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(by modifying the weights) a binary output and can be trained independently from the rest
of the network. In the case of multi-class classification, a one-vs-all approach is exploited.

In order to define neural networks capable of processing graph data, we explore two pos-
sible generalizations of the above mechanism. The first one is based on the approach adopted
by many graph convolutional networks, in which the network architecture reflects the struc-
ture of the input graph, and node representations are refined at each layer according to the
local graph topology via an aggregation operation over neighboring nodes. For this general-
ization, we also provide a theoretical result on the incremental expressiveness of our models.
The second one is inspired by the so-called multi-resolution architecture on which the graph
convolutional layer is defined by exploiting the power series of the diffusion operator (also
known as graph-augmented multi-layer perceptrons (GA-MLPs) [7], or polynomial-based
graph convolutional (PGC) [8]). These models are able to simultaneously and directly con-
sider all topological receptive fields up to k-hops. Moreover, applying the gating mechanism
turns out to be decoupled from the graph topology.

The properties inherited from GLNs ensure that our models are (at least in principle) as
expressive as their backpropagation-based counterparts, with a significantly easier training
phase. Nonetheless, several choices have to be made, such as which neighbor aggregation
mechanism to adopt, how to define the contexts on graphs and how to define the gating
mechanism efficiently on graphs to limit the number of parameters of the network while
obtaining good predictive performances.

We experimentally evaluate our backpropagation-free graph convolutional neural archi-
tectures on commonly adopted node classification benchmarks and verify their competitive
performance. This work paves the way for novel neural approaches for graph learning. This is
an extended version of the work [9]. Compared to the conference version, we explored a novel
gating mechanism for GLNs, namely the soft-gating approach. We extended our theoretical
analysis by incorporating both the soft- and hard-gating mechanisms in a unified framework.
We extended the experimental results, including the new gating mechanism, and we analyzed
the impact of the backpropagation-free models for what concerns computational efficiency.
Specifically, we explored the speed-up that the BF-GNNSs bring to the training phase and how
their particular structure helps in reducing the cost of the model selection process.

In this paper we explore how to define a GNN that can be trained faster and more efficiently
than using backpropagation. Our proposed solution involves constructing an architecture
where each neuron can be trained independently, resulting in a highly parallelizable model
that reduces the time required for training and inference. The results and analysis show
that using a backpropagation-free model is more efficient while maintaining comparable
performance to backpropagation-based models.

2 Background

This section introduces the background notation and knowledge on which our model hinges.

2.1 Learning on graph nodes

A learning problem on a graph can be formulated as learning a function that maps nodes to
labels. The underlying graph structure is given as G = (V, E, £), where V = {vy, ..., vy}
is the set of nodes, E € V x V is the set of edges connecting the nodes, and £ : V — Rf
is a function associating a vector of attributes to each node. With \'(v) we denote the set of
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nodes adjacent to v, i.e., N'(v) = {u | (v, u) € E}. To simplify the notation, we define for a
fixed graph G the matrix X = [L(vy), ..., L(v)]T

Given a graph G, our training set is composed of the target information associated with
some of the graph nodes, i.e., {(v, y) |[v € W,y € Y} with W C V. For the sake of simplicity,
in our presentation, we will only consider binary values Y € {0, 1}.

2.2 Graph neural networks

Although learning from graph data is not a new research field [10—12], in the last few years,
graph neural networks have emerged as the machine learning model of choice when dealing
with graph problems. The first definition of neural network for structured data, includ-
ing graphs, has been proposed by Sperduti and Starita [10]. Later, it has been refined by
Micheli [13] and Scarselli et al. [12]. The core idea is to define a neural architecture that is
modeled according to the graph topology. Thanks to weight sharing, the same set of neurons
is applied to each vertex in the graph and computes its output based on the representation of
the vertex and of its neighbors. As usual, the function computed by each layer is parametric.
A graph neural network (GNN) is a neural model that exploits the structure of the graph and
the information embedded in feature vectors of each node to learn a representation h, € R
for each vertex v € V. In many GNN models, the computation of h,, can be divided into two
main steps: aggregate and combine. We can define aggregation and combination by using
two functions, A and C, respectively: h, = C(L(v), A({L(w) : u € N (v)})).

The choice of aggregation function A and combination function C defines the type of
graph convolution (GC) adopted by the GNN. In more detail, a general graph neural network
model is built according to the following equations. First, d graph convolution layers are
stacked: hf,i) = f(graphconv(hl(f*l), {h,(j;l)lu € N(v)}), where f(-) is an element-wise
nonlinear activation function, graphconv(-, -) is a graph convolution operator, hg) is the
representation of node v at the i-th graph convolution layer, 1 <i < d, and hﬂ‘” =X, (i.e.,
the row of X corresponding to v). The mechanism of communication between neighboring
nodes exploited by the convolution operator is dubbed message passing.

In the last few years, several different GCs have been proposed [14-20].

This work builds on top of two widely adopted graph convolutions. The first one is the
GCN [14]

HO = f(f)‘%(IJrA)f)—% H(i_l)W(i)>, i>1 (M

where A denotes the standard adjacency matrix of the graph G and Da diagonal degree
matrix with the diagonal elements defined as dii =1+ > j aij- Further, H® e R"*™i is a
matrix containing the representation hff) of all nodes in the graph (one per row) at layer i,
W® ¢ Rmi-1*Mi denotes the matrix of the layer’s parameters, and F is the element-wise
(usually, nonlinear) activation function.

The second graph convolution we consider is a slight variation of the first model and
commonly referred to as GraphConv [2]:

‘ i~ Dy () i~y
b = 7 (WO 4 Y ReDw)
ueN (v)
where WY), Wg) e R™i-1>X"i (with mg = s, the input dimensionality) are the network

parameters.
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2.3 Multi-resolution GNN

Some recent works in the literature exploit the idea of extending graph convolution layers
to increase the receptive field size without increasing the depth of the model. The basic idea
underpinning these methods is to consider the case in which the graph convolution can be
expressed as a polynomial of the powers of a transformation 7 (-) of the adjacency matrix. The
models based on this idea can simultaneously and directly consider all topological receptive
fields up to I-hops, just like the ones that are obtained by a stack of graph convolutional layers
of depth /, without incurring in the typical limitations related to the complex interactions
among the parameters of the GC layers. Formally, the idea is to define a representation as
built from the contribution of all topological receptive fields up to /-hops as:

H=f(7TAX, 7A)'X, ..., TA)'X), )

where 7 (+) is a transformation of the adjacency matrix, (e.g., the Laplacian matrix), and f is
a function that aggregates and transforms the various components obtained from the powers
of 7 (A), for instance, the concatenation, the summation, or even something more complex,
such as a multi-layer perceptron. The f function can be defined as a parametric function,
depending on a set of parameters # whose values can be estimated from data (e.g., when f
involves an MLP). Various models that rely on this idea have been proposed in the last few
years [7, 8, 21-25].

2.4 Backpropagation-free neural networks

In this paper, we exploit recently defined neurons that can be trained locally and independently
instead of using backpropagation. We consider the recently proposed Gated Linear Networks
[26] (GLNs) where the local optimization problem obtained for each neuron, adopting an
appropriate loss, is convex. Moreover, it has been shown that GLNs can represent any function
that represents a probability arbitrarily well [27]. The aim of GLNs is to define a model
composed of neurons that can be trained locally, independently and relying only on task
supervision. The main difference between GLNs and MLPs trained with backpropagation is
that, in GLNSs, the weight update of neurons in a layer does not depend on the following ones.
Each neuron is trained to predict the target value and can be trained independently from the
rest of the network (provided the input). GLNs have been applied to online and continual
learning problems [28].

Each neuron in a GLN is a Gated Geometric Mixer. Geometric mixing [29] is an ensem-
ble technique that assigns a weight to each weak predictor in input. In GLNs, every unit
produces in output its prediction for the target. Given an input vector of probabilities

p=1[p1,..., pn]T, geometric mixing is defined as:
o (wo™'®) 3)
where o (x) = H_% is the sigmoid function, o l(x) = logit(x) = log(x) — log(l — x) is

the logit function (that is the inverse of the sigmoid function), and both of them are applied
element-wise.

To achieve nonlinearity, specifically piecewise-linearity, GLNs employ a gating mecha-
nism in each neuron. Each neuron divides its input space in regions. A geometric mixing (that
is, a linear model) is associated with each region. The association from examples to regions
is carried by a region assignment function c. GLNs assume that for each example, we have a
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vectorial representation available, x € Rdm, and a vector representing side information (or
context), i.e.,zZ € Rd(Z). The ¢ function is defined depending on side information associated
with each input (in case no side information is available, it is possible to set z = x). Each
neuron in a GLN solves a convex problem and is trained independently to predict the target.

For the sake of simplicity, we omit bias terms in the following formulations. Given a
neuron j at the i-th layer, its output is defined as:

() —1 (Ri~D) ' © ,
hj(xz)—"( (h(“)) /(z>> i>1 @
with hgg)z) = o(x). The vector w;.)(z) € R™i-1 stores the weights associated to the region
activated by the context z for the corresponding neuron. Let us discuss this weight vector in
more detail and the gating mechanism that defines how a specific set of weights is selected.
Given an example (X, z), we can select the weights of a single neuron j at the i-th layer
as:

O _ (@1
Wj.<z>—(9 <z>) )

where @(f ) € Rmi-17%k_k is the number of regions (we assume for simplicity that each neuron

in the network considers the same number of regions), and c(l)( € R¥. Notice that the main
characteristic of a Gated Linear Neuron is that, instead of having a single weight vector, each
GL neuron depends on a matrix of parameters @;').

The original paper [26] proposes to implement the gating in the ¢ functions with a
halfspace-gating mechanism. Given a vector z € Rd(Z), and a hyperplane with parameters
a; € R4 and b; € R, let us define a context function ¢; : RAY {0, 1} as:

. 1 ifalz > b;
¢i(z) = to
0 otherwise

that divides R in two half-spaces, according to the hyperplane a;rz = b;. We can compose

log, (k) (assuming k to be a power of 2) context functions of the same kind, obtaining a higher-
order context function ¢ : RIY {0, 1}1°g2(k), &=1[é1,...,%]". We can then easily define
a function f mapping from {0, 1}1°2® to {0,...,k — 1} C N, obtaining the function
¢RIV {0,...,k—1},¢ = f oc¢ = f(¢(z)). We can exploit the one-hot encoding of
the output of such function and re-define it as ¢ : RAY {0, 1}%, ¢ = one_hot(¢).

Given a layer i, each neuron j computes a different function cgl) RYY {0, 1}%.
For the j-th neuron at the i-th layer, the output of the context function applied to z is thus
the (one-hot) vector ¢ @ " Notice that this is a hard-gating mechanism, in the sense that
fixed a context vector, the gating function will select a single weight from the set of weights
associated with the Gated Linear Neuron.

2.4.1 Layer-wise formulation
We can define a whole GLN layer by exploiting the definition of a single Gated Linear Neuron

in the previous section. This formulation will be exploited in the remainder of the paper. The
output for the i-th layer in a GLN (with m; neurons) for a sample (x, z) is defined as:

() -1 (|1 @) :
n), = a( (nf; z)) W(’z)> i>1 ©)
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where

(@) () @)
wé = [wl’(z), o wmi’(z)] : @
and WEZZ)) € Rmi-rxmi,

Several layers can then be stacked. For a binary classification problem, the last layer

will comprise a single neuron, i.e., for a network with / layers, we have: WEQ) = WE{)(Z),

WEIZ)) € R™-1x1_The resulting model is, by construction, piecewise-linear. Specifically,

given a context z, the model is (up to a final activation function) linear and can be written as:

1 -1 i
y(X,Z) =0 (XTWEZ)) .. WEZ) )WEZ))> =0 (XTW(Z)> (8)

. . @
with a weight vector w(, € R? .

3 Backpropagation-free graph neural networks

This section defines our proposed models, which generalize GLNs to graph-structured data.
Firstly, we show how to embed the GLN idea into graph convolutions to build models based
on the message-passing paradigm. Then, we propose a multi-resolution approach that keeps
the features’ propagation through the graph structure separate from the processing of the
resulting node representations.

3.1 Message-passing GLN

The core concept behind several definitions of graph neural networks is the aggregation
function used to obtain information about the local graph structure surrounding a graph node.
The most straightforward aggregation mechanism involves just the summation of neighboring
nodes’ representations. For this simple mechanism, we obtain the following definition for a
single layer in a Gated Linear Graph Neural Network:

. . T . T .
) =0 o ! (hx)_zl))) WE’Z’)I) + Z o! (hg;zl,;) Wélz}?) ) ®
(u,z')eN,

for i > 1, and h,(,(?; = o (L(v)). The weights WE;‘,)Z) and WEIZ)]) are defined as per Eq. (7)
and can be obtained by backpropagation-free training. This model can be considered as
a modification of GraphConv proposed in [2] in which gated geometric mixing has been
applied. For this reason, we refer to this model as Backpropagation-Free-GraphConv (BF-
GraphConv). Similarly to common formulations of graph neural networks, we can express
the hidden representation for all the nodes in the graph as a single matrix. We obtain the
following form of BF-GraphConv:

HO — ! (H(i_l))W(i’

) —1 (gD w2
@ @ @ tA0 (H )W’ (10)

(z) (z)
where HE’Z)) e R™™i and HES)) = 0 (X). BF-GraphConv can therefore be regarded as a
piecewise linear GNN depending on the neurons’ context information z.

Following common definitions of graph neural networks, we can resort to any message-
passing mechanism and define the Gated Linear counterpart. For instance, we can also
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Message-Passing GLN

Fig.1 A graphical layout of the proposed Message-Passing GLN, with an expanded view of the GLN neuron.
Each neuron receives in input the embedding of a node and the corresponding context célz)) (used to select the
i)

associated weights ngz))) and produces in output the value hgv 2’

while y ) represents the target supervision

consider the GCN presented in Eq. (1) which leads to the following BF-GCN:

@ _ N1 N—1 -1 (-1 ()
H) —O’(D I+AD 2o (H(Z) )W(Z)). (11)
The resulting model can be regarded as a piecewise linear GCN. In particular, after [ layers,
the output HEIZ)) for the context z can be written as

H(l) _ (]3_% < 1\
O =0 @+A4)D77) Xw ), (12)

i.e., the BF-GCN model with [ layers is a generalization of the simple graph convolutional
network (SGC) introduced in [21] and further investigated in [30], where the vector of
weights w(z) changes based on the input context. Notice that the main differences between
the Gated Linear Graph Neural Networks and commonly adopted GNN formulations are the
local training and the gating mechanism. A graphical layout of the proposed architecture is
reported in Fig. 1. The figure also reports an expanded view of the GLN neuron exploited to
define the BF-GCN (and the other architectures proposed in this paper).

3.2 Multi-resolution GLN

A different definition of GNN is based on the idea of exploiting the power series of the
diffusion operator to obtain a multi-scale representation of the graph features. The obtained
representation is usually fed to an MLP that projects it into the output space. Our proposal is
to substitute the MLP with a GLNs architecture.

Considering the explorative purpose of this work, we decide to adopt the most general
multi-scale representation definition proposed in [8]:

R, 7 =[X,TA)X, TA)?X, ..., T(AX],

where 7 : U;’i] (R/*J — R/*J) is a generic transformation of the adjacency matrix that
preserves its shape, i.e., 7(A) € R™™". For instance, 7 can be defined as the function
returning the Laplacian matrix starting from the adjacency matrix. Then we can apply the
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GLN-based classifier. In particular, for each degree of diffusion operator (up to/), we consider
¢ neurons, where ¢ is the number of the classes considered in the classification problem.
We recall that each neuron solves a binary classification problem. Therefore, similar to the
message-passing GLN case, the one-vs-rest approach is exploited.

by = 0 Wjero..c1)
h = [GeomMean(ho[j1, ..., [ DIv;e0..c—11- (13)

Note that h; is computed considering only the diffusion operator’s multi-resolution repre-
sentation up to degree i. This allows us to obtain the same effect that the authors have in
[8] where [ multi-resolution convolutions of degree ranging from O up to / are concatenated.
Finally, to combine the results of each class’s neurons, we compute the geometric mean.

3.3 Context functions

The context function presented in Sect. 3 and exploited in (5) is based on random half-space
gating. That definition is suited for online learning, where the training data distribution is not
known beforehand. However, it is not data-driven and may result in the necessity of defining
a high number of context regions to obtain a sufficiently nonlinear model. Notice that the
halfspace gating mechanism depends on some hyperparameters: in addition to the number
of regions k, one has to choose the parameters of the distribution from which to sample
the weights corresponding to each hyperplane (e.g., mean and variance, assuming they are
sampled from a normal distribution). Setting these hyperparameters may be challenging since
their choice can strongly affect results.

In this section, we propose an alternative approach that can be exploited in the batch
learning scenario and that does not depend on any parameter but on the number of regions
to consider.

In particular, we propose to define a partition of the context space based on a set of
prototypes [28]. Each point in the space is assigned to its closest prototype, obtaining a
Voronoi tessellation. Note that half-space gating generates a division of the context space
that can be represented as a planar straight-line graph (PSLG) instead. It is possible to show
that any PSLG coincides with the Voronoi diagram of some set S of points (i.e., prototypes)
[31]. Similarly to the half-space gating mechanism, the prototypes are not learned. However,
instead of randomly generating them, we propose sampling them randomly among the training
examples. This ensures that each prototype will lie on the input data manifold. Moreover, as
mentioned before, this approach relieves us from many hyperparameter choices.

Let P;i) € R¥¥d” be the matrix of prototypes. We can formally define for every z € R? @

the context vector c;i)(z) € {0, 1}¥ as:

(@)

¢ @

)= one_hot(argmin(vecnorm(P;i) -1® zT))),

where 1 is a vector with all k elements equal to 1, vecnorm(M) returns the 2 norm of each
row of M, and ® is the Kronecker product.

3.4 A unified framework for soft and hard gating

A one-hot function c;.’;)(z) assigns to every context vector z precisely one region in RY “ based
on the closest distance to one of the prototypes. The prototypes correspond to the k centers
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of the Voronoi regions. For a one-hot vector ¢t o €xactly one of the entries is one (the one

corresponding to the closest prototype), while all other entries are zero. This implies that only
the closest prototype is considered when computing the output of the neurons, regardless of
the distances of z to the other prototypes. In the following, we refer to this selection of Y i, (Z)
as hard gating. Hard gating can lead to discontinuities in the outputs when the context z
is similarly close to several prototypes and the weights of the different prototypes vary. In
this case, a small amount of noise in the context z can lead to considerably different neuron
outputs. To diminish these discontinuities on the borders of the regions, we alternatively
propose a soft-gating procedure.

Soft gating uses a more general probability distribution for the vectors C;l,)(z) instead of
a one-hot vector. In fact, one-hot vectors can be interpreted as a point mass distribution.
We will construct these general probability distributions in such a way that the entries of the
vectors ¢! ( , depend smoothly on the distance to the prototypes and get large if the respective

distance is small. Using a probability distribution for the vectors Y )(Z) results, according to

Eq. (5), to a weight wy)( 2) which is a weighted sum of the contributions of all the weights

associated with the single prototypes.
For a soft-gating procedure, we, therefore, use probabilistic assignment vectors with the
following properties for every neuron j and every layer i:
¢\, €10. 11 and [\, i =1 forallze R
Remark 1 (i) The one-hot functions considered in the previous part are special cases of this
definition. One-hot functions allow linking the assignment functions to regions with the
prototypes as centers.
(i1)) The set of all entries of the vectors cﬁ")(z) considered as functions in z forms a so-called

partition of unity for the Euclidean space R¢ © This allows to distribute the contributions
of the single prototypes to the combined weight once the context vector z is given. In
hard gating, this partition of unity corresponds to a segmentation of R4 in k disjoint
regions.

(iii) From a different point of view, we can consider the entries of I3 ( ) as function values

that depend on the neuron j. In this particular point of view, the entries of cy)(z) form a

partition of unity on the network. In [32], it was shown that the partition of unities based
on overlapping covers of the network has advantages in the reconstruction of smooth
functions compared to the partition of unities that are derived from pure segmentation of
the network.

Soft-gating assignment vectors I3 )(z) can be generally constructed using auxiliary vectors

¢; i with positive entries that depend continuously on the Euclidean distance to the pro-
totypes. Then a probabilistic assignment vector can be easily obtained by normalizing the
auxiliary vectors, i.e., by setting:

@ =
Being defined as a probabilistic vector is not enough for ¢, i, ) to encode a meaningful measure
between an example and the prototypes. Specifically, we are mterested in definitions encoding
the similarity between examples and prototypes. There are multiple possibilities to define
such a measure. In the following, we report the one we have used for our experiments.
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Aiming to define a similarity and not a distance measure, we can simply subtract the
normalized distance from 1:

@)
(@) W

C. =
j.(2) >
||w<”||1

where wﬁ can be instantiated as a function computing the Euclidean distance between the

context vector z and the matrix P;i) of the prototypes of the j-th neuron of layer i, i.e.,
‘Z’](ll = vecnorm(Py) -1® zT).

Using this formulation, and according to Eq. (5), w! i, (Z) becomes the weighted sum of the
contributions of all input projections obtained considering the weights associated with each
region. The weight of each projection is based on the distance (the closer—the higher). Note

also that this formulation ensures that each element in ¢ )( 2) is comprised in the interval [0, 1],

and |c i (Z)| = 1. Since this is the simplest among the options to implement a soft ¢ )(z),

consider this formulation in our experiments.

3.5 Incremental expressivity of soft Gated Linear Networks

The context functions ¢ )(Z) incorporated in soft gating depend continuously on the Euclidean

distance from the contexts z € R?” to the prototype vectors encoded in the matrix Py).
Now, if the number of prototypes gets larger, we expect the resulting GLNs to become more
expressive. We formalize and show this expected behavior for the two gated linear networks,
BF-GCN and BF-GraphConv. It is true for the soft and hard gated variants of the networks.

Theorem 1 We consider two Gated Linear Graph Neural Networks (either BF-GCN or BF-
GraphConv) based on a soft-gating assignment function ¢zy. We assume that the second
network contains more prototypes than the first network, i.e., we assume that the set P» C
R4 of prototypes of the second network model contains the prototypes P of the first model.
Then, the second Gated Linear GNN is more expressive than the first.

Proof In this proof, we will only consider the BF-GCN model. For simplicity, we will also
assume that X = x € R"*! j.e., that the dimension of the input variable is s = 1 and, thus,
that we have real-valued weights w(;) € R. Now, for a set P of prototypes let H(P) denote
the set of all possible functions

~_ 1 ~_ 1
HP) = { v =0 (BEA+AD 2 xui ) lwe = Y ¢ ywp)
peP

(P)

generated by a BF-GCN network with a given assignment vector ¢,)* with entries ¢

(@).p
set P of prototypes. Assume now that the weight w5 is generated as a positive combination

of the weights of the prototypes in the smaller set Py, i.e.,

and

_ (P)
W) = Z € p?®)-
pePy
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Table1 Dataset statistics Dataset #Classes #Edges #Train #Val #Test

Citeseer 6 9228 1995 666 666
Cora 7 10,556 1624 542 542
Pubmed 3 88,651 11,829 3944 3944
WikiCS 10 216,123 7021 2340 2340

The columns #Train, #Val and #Test report the number of nodes in the
training, validation and test sets, respectively

By setting i) = wp) (X pep, cgizl)))f1 if p € Py and W) = 0 for p € Po\ Py, we get

W) = Z c(z) pw(P)’
peP2

and, therefore that H(P;) € H(P2). O

Note that, in order to demonstrate the strict inclusion H(P;) C H(P,) in Theorem 1,
assuming that P, is strictly larger than the set P, an additional assumption on the entries
cg?l; of the context functions is required. If considered as functions of z, the entries c(%)
P € P, have to be linearly independent. Only in this way it can be guaranteed that addltlonal
prototypes will generate new linear combinations of weights. From Theorem 1, we also get

the following result as an immediate consequence.

Corollary 1 Every BF-GCN with soft gating and more than one prototype is more expressive
than a simplified graph convolutional network (SGC) [21]

4 Experimental results

We exploited our proposed backpropagation-free graph neural networks on four benchmark
datasets of graph node classification commonly adopted in the literature: Citeseer, Cora,
Pubmed and WikiCS [33]. Citeseer, Cora and Pubmed are datasets representing relationships
among research papers. The task is to classify each paper into a pre-defined set of topics.
Each dataset is composed of a single large graph. The nodes represent documents and are
enriched by a 0/1-valued bag-of-words features vectors indicating the absence/presence of the
corresponding word from a dictionary. WikiCS is a dataset of Computer Science Wikipedia
articles represented as nodes in a graph. Two nodes are connected if a hyperlink connects the
two corresponding web pages. The node features are derived from the text in the web page,
as the average of pre-trained GloVe word embeddings. For each dataset, we split the nodes
into training (60%), validation (20%), and test (20%) sets. Relevant statistics on the datasets
are reported in Table 1. As performance measure we opted for the classification accuracy,
since it is the most common choice for the benchmark datasets we considered.

We used PyTorch Geometric [34] to develop all the models in our experimental com-
parison. We considered the GCN and the GraphConv convolutions as baselines, for which
we exploited the implementation provided by the library. In addition, we also evaluated a
multi-resolution architecture (MRGNN) as a baseline that exploits the same graph-augmented

@ Springer



A unified framework for backpropagation-free soft and hard... 2405

representation of the proposed backpropagation-free multi-resolution GLN, followed by an
MLP that projects the node representations to the output space. All the baseline models are
trained end-to-end using the backpropagation algorithm.

We explored two choices for the definition of context of the multilayer backpropagation-
free models (BF-GCN and BF-GraphConv), i.e., the standard definition in which the context
is the same as the input X and an alternative formulation where we use each node’s inputs,
i.e., the hidden representation computed at the preceding layer (H) as a context for all gated
neurons. Moreover, we tested our proposal of a soft-gating mechanism presented in Sect. 3.4.
We used the Adam algorithm to solve the resulting optimization problems. We used early
stopping (with the patience set to 15 epochs) and model checkpoint, monitoring the accu-
racy on the validation set. We set the maximum number of epochs to 250. All the baseline
experiments involved the softmax activation function applied to the last layer. The results
were averaged by performing five runs for each model. Our experiments have been executed
on a machine equipped with: 2x Intel(R) Xeon(R) CPU E5-2630L v3, 192 GB of RAM and
an Nvidia Tesla V100. For more details, please check the publicly available code.!

4.1 Model selection

Before discussing the results of our experiment, it is of utmost importance to stress that dif-
ferent papers in the literature adopt different model selection and error estimation procedures.
Different procedures can produce very different results. A key aspect to consider is the pro-
cedure adopted to select the hyperparameters (such as learning rate, regularization, network
architecture). Many papers report, for each dataset, the best performance (on the test set)
obtained after testing many hyperparameter configurations. This procedure favors complex
methods that depend on many hyperparameters, since they have a larger set of trials to select
from compared to simpler methods. However, the predictive performances computed in this
way are not unbiased estimations of the true error; thus, these results are not comparable
to other model selection methods [35]. Moreover, since neural networks tend to show long
training times, different works propose to fix different hyperparameters depending on the
particular datasets considered. To avoid differences in results due to the model selection con-
ditions, we ran all the experiments using the same fair model selection procedure, where we
selected all the hyperparameters of each method on the validation set. The hyperparameters
of the model (number of hidden units, number of layers, learning rate, weight decay, and
dropout) were selected by using a narrow grid search, where the explored sets of values do
change based on the considered dataset. We performed preliminary tests to select the set of
values considered for each hyperparameter. In Table 2, we report the sets of hyperparameter
values used for the grid search. For what concerns the selection of the epoch, it was per-
formed for each fold independently based on the accuracy value on the validation set. The
importance of the validation strategy is discussed in [36], where results of a fair comparison
among the considered baseline models are reported. We use the same hyperparameter grid for
all the models to perform a fair comparison between the proposed models and the baselines.
Since our models adopt a one-vs-rest approach, for the baselines we also consider a number
of hidden units corresponding to the values reported in Table 2 multiplied by the number
of classes of the considered dataset. As an evaluation measure to perform model selection,
we used the average accuracy computed on the validation set, while we report in Tables 3, 4
and 5 the average accuracy on the test set along with the hyperparameters selected by the
validation process. We recall that the contribution of this paper is not to present yet another

1 https://github.com/lpasa/BF-GNN.
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Table 2 Sets of hyperparameter

values used for model selection Hyperparameter Values

via grid search m 2,4,6,8,16,24,32, 64
1 1,2,3,4,5,6,7,8
k 1,2,4,8,16
Learning rate 0.1, 0.2, 0.01, 0.001
Weight decay 0,574,573
Drop out 0,0.2,0.5
T(A) AL

Table 3 Accuracy comparison between the GCN and BF-GCN models

Model Context function Context Citeseer Cora Pubmed WikiCS
GCN - - 76.6 £1.0 87.5+09 885+03 81.6 £0.7
BE-GCN Halfspace H 76.0+ 1.4 87.7+£0.5 88.1+0.3 79.8+0.8
(2,16,2) (1, 16,2) (1,8,2) (2,6,2)
X 763+ 1.8 88.0 £ 0.5 88.1+0.4 80.7+£0.7
(2,24,2) (2,16,2) (2,4,2) (2,6,8)
Proto H 77.0 £ 04 87.8+0.3 88.1+£0.7 81.0+£0.9
(2,16,4) (2,8,2) (2,32,4) (2,4, 16)
X 76.9+2.0 88.0+04 88.0£0.6 80.4+0.8
2,8,1) (2,32,2) 2,8,2) (2,6, 16)
Soft Proto H 76.9£1.9 87.6+0.9 88.1+0.4 75.8£0.5
(2,2,8) (2,24,38) (2,2,8) (2,6,2)
X 76.6 £2.0 87.5+0.9 88.1+0.4 759+£0.5
(1,24,2) (1,24, 4) (1,2, 16) (2,6,2)

The results in bold represent the best accuracy achieved for each dataset
The model selection is performed considering the results obtained on the validation set. Under each accuracy
result, we report the hyperparameters selected via the validation process: (/, m, k)

graph neural network architecture performing slightly better than other alternatives. Instead,
we want to show that it is possible to match the performance of different graph convolutional
neural networks (and thus perform an effective representation learning) even without relying
on backpropagation.

4.2 Discussion

The results obtained by the backpropagation-free graph neural networks, namely BF-GCN,
BF-GraphConv and BF-MRGNN, are generally comparable and sometimes higher than
the ones of the baselines trained with backpropagation. We recall that the main goal of
backpropagation-free neural networks is not to obtain higher accuracies but to obtain com-
parable performance in a more parallelizable and biologically plausible setting. In particular,
our proposals are significantly easier to train since they optimize convex optimization prob-
lems (one for each neuron that can be parallelized), compared to the single but significantly
more complex nonlinear problem optimized by the baselines. In the following discussion
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Table 5 Accuracy comparison between the Backpropagation-MRGNN and standard MRGNN

Model Context function Citeseer Cora Pubmed WikiCS
MRGNN - 742+ 1.6 86.5 0.8 87.2+0.9 80.6 +0.7
BF-MRGNN Halfspace 763+ 1.5 87.6 0.6 87.6£0.5 78.4+£0.7
(3,2) (3,2) (2,2) 3,4)
Proto 77.5+1.0 87.1+£0.9 87.9+04 79.4 £0.6
2,2) (3,2) 2,2) 2,2)
Soft Proto 76.6 £1.6 87.7+0.6 87.6£0.3 774 +£0.6
5,4) (3,8) (2,8) (3,2)

The results in bold represent the best accuracy achieved for each dataset.
The model selection is performed considering the results obtained on the validation set. Under each accuracy
result, we report the hyperparameters selected via the validation process (I, k)

we consider the results obtained on the test set by the model selected by validating all the
hyperparameters on the validation set.

Let us start discussing the GCN convolution mechanism presented in Table 3 where we
report the results obtained validating all the hyperparameters on the validation set. For each
method and dataset, we report the average accuracy and the standard deviation over five
runs. In the table, we compare the results of backpropagation-based GCN and the proposed
backpropagation-free models (BF-GCN) with the two alternative context definitions, i.e., H
and X. Moreover, for BF-GCN, we experimented with the two context functions based on
random half-space gating and our proposal of defining the partition of the space based on
a set of prototypes (context column in Table 3). Finally, we report the results of the soft-
gating mechanism (Soft Proto), with both choices of context function. We can notice that
the performance of the backpropagation-free models is almost always close to the ones of
GCN. We can conclude that, in this case, all the backpropagation-free models based on GCN
can learn a representation that is comparably expressive to the one of the backpropagation-
based GCN. With this convolution mechanism, there is no clear advantage of using either
H or X as contexts. These results show that the proposed backpropagation-free methods are
pretty resilient and show consistent performance even with significantly different choices of
context space. Moreover, the results suggest that the prototype-based context function allows
reaching slightly better performance in terms of accuracy compared to half-space gating.

Let us now consider the GraphConv convolution mechanism. The results of our BF meth-
ods based on this convolution are reported in Table 4. In this case, backpropagation-free
models show slight but consistent accuracy improvements on the Citeseer (up to 1.8%), Cora
(up to 1.4%) datasets and WikiCS (up to 5.5%). On Pubmed, BF methods perform slightly
lower than the baseline GraphConv model, with a gap of at least 2.1%. Notice that the differ-
ences between BF-GraphConv and GraphConv on WikiCS and Pubmed are greater than one
standard deviation. We can notice that with GraphConv, using H as context tends to provide
slightly higher performances compared to using X. Analyzing the accuracy, no clear advan-
tages can be noticed in using the prototypes-based context function instead of a half-space
gating mechanism.

For what concerns BE-MRGNN, the results obtained on Citeseer, Cora and Pubmed show
an improvement with respect to its counterpart trained via backpropagation, i.e., MRGNN.
More specifically on Citeseer, BF-MRGNN with prototypes as contexts achieved an improve-
ment of 3.3%t compared to MRGNN, which is significant, being the two results more than
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Table 6 Accuracy comparison on node classification task between the proposed models and seven baselines

Model\dataset Citeseer Cora Pubmed WikiCS
GCN 76.1£1.0 87.5+£09 88.5+0.3 81.6+0.7
GraphConv 75.1+1.6 87.1+0.5 88.9+0.4 76.8 £ 1.3
GAT 76.0 £ 1.4 873+ 1.1 87.2+0.4 79.1£0.3
LGC 754+£13 88.5+12 89.4+0.8 80.0+0.5
hExpGC 75.7+£0.80 87.5+1.3 88.4+0.3 78.4+£0.35
hLGC 77.3£0.7 87.5+£0.7 89.9+03 80.1+0.5
MRGNN 742+ 1.6 86.5+0.8 87.2+£09 80.6+0.7
BF-GCN 77.0+ 04 88.0+0.4 88.1+0.4 81.0£0.9
BF-GraphConv 769+ 14 885+13 86.8+0.9 82.3+07
BF-MRGNN 77.5+1.0 87.6£0.6 87.9+0.4 79.4 £0.6

The results in bold represent the best accuracy achieved for each dataset
The model selection is performed considering the results obtained on the validation set

a standard deviation apart. On WikiCS, the accuracy difference between MRGNN and its
backpropagation-free version is within the standard deviation interval, with the exception of
the Soft Proto version. Note that in the BF-MRGNN, due to its definition (Eq. (13)), only X
can be used as context.

We can conclude that the proposed backpropagation-free graph convolutions are compet-
itive with their backpropagation-based counterparts while inheriting all the advantages of
backpropagation-free methods.

For what concerns the comparison between the two considered gating mechanisms (halfs-
pace and prototype), we obtained no strong evidence in terms of accuracy in favor of using one
approach over the other. However, the prototype approach does have an advantage in reduc-
ing the number of hyperparameters. In fact, it is not straightforward to define the half-space
gating hyperparameters, as random initialization of hyperplanes introduces a strong assump-
tion on the data distribution. In our experiments, we decided to keep the same parameters
used in [4] for the distribution from which the weights corresponding to each hyperplane are
sampled, since modifying them even slightly seemed to impact the predictive performance.
On the other hand, the proposed prototype-based context function allows us to initialize the
gating mechanism in a data-driven way, which turns out to be very simple since we can
just uniformly sample them from the training set. The soft-gating approach shows improved
performance in some cases, while in other cases, the hard-gating approach performs better.
We argue that the smoothness inductive bias introduced by the soft gating makes the model
less nonlinear compared to the hard-gating version. Finally, in terms of time complexity, the
BackPropagation-free models present a huge advantage with respect to the standard GNN.
Indeed, the computation (both forward and backward step) of each neuron is independent
from all the others. Thus it is possible to perform the computation of each unit in parallel.
Considering the message-passing GLNS, the layerwise construction of the model allows all
neurons in the same layer to be computed in parallel. This constraint is overcome by the
BL-MRGNN, where all the nodes are completely independent, and thus it is possible to
parallelize the computation on all neurons.

In Table 6 we compare the performance obtained by the best configuration (selected
considering the accuracy of the validation set) of the proposed BF-based models with some
state-of-the-art baselines. Specifically, we consider GCN, GraphConv, GAT [37], LGC, ECG
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Fig. 2 UMAP 2D graphical representations of the embeddings of nodes by BF-GCN (using context X and
prototypes-based gating mechanism) and GCN for all datasets. 1st column: original data; 2nd column: first
layer computed by BF-GCN; 3rd column: second hidden layer computed by BF-GCN; 4nd column: last hidden
last computed by the GCN. The nodes are colored based on their target class

and hLGC [38]. The comparison shows how the proposed backpropagation-free architectures
achieve higher or comparable results in all the datasets. In particular, they achieved the best
results on three datasets out of four (Citeseer, Cora and WikiCS) and comparable accuracy
on Pubmed.

4.3 Computed representation

In Fig. 2, we used UMAP [39] to generate 2D representations of each node of the four
considered datasets in the input space, its representations obtained after a single and two
layers of BF-GCN using X as context and the representation obtained with backpropagation-
based GCN. UMAP tries to maintain the distances between multi-dimensional points by
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projecting them in two dimensions (allowing for human-readable data visualization). The
resulting plots must be interpreted qualitatively. The network settings considered to generate
these plots are selected through the validation phase (i.e., the ones reported in Tables 3, 4
and 5). The color of each node represents the class it belongs to. In Fig. 2, the first plot of each
row represents the manifold of the input space. In Cora and Citeseer datasets, the positioning
of the nodes is chaotic, while in Pubmed and WikiCS it is possible to note some areas where
the nodes of a specific class are clustered.

Each row’s second and third plots show the spatial representation obtained by the BF-GCN
after the first and second hidden layers, using X as a context and the prototypes-based gating
mechanism, respectively.

In the Cora, Citeseer and WikiCS datasets, it is possible to see that already with one hidden
layer, BF-GCN representations already achieve a good class separation. At the second layer,
the separation tends to increase, at least visually. Obviously, backpropagation-based GCN
also achieves a good level of separation. Both with backpropagation-based GCN and the
backpropagation-free counterpart, we can observe that the models tend to cluster examples
belonging to the same class. In some cases, e.g., WikiCS, the resulting visualizations are
pretty close, while in other cases, e.g., Pubmed or Citeseer, the distribution of the examples
in the 2D space can result different. However, notice that both approaches tend to separate
examples belonging to different classes. It is worth noticing that both the adopted manifold
learning method (UMAP) and the hyperparameters of the model can influence the obtained
plots.

4.4 BF Models and model section

One of the most costly phases of the development of a model is the selection of hyperparam-
eters (i.e., the validation phase). Several experiments using different hyperparameters values
must be run to select the model that ensures the best generalization capabilities. In our specific
case, for the baseline models, we used a grid search approach, which resulted in more than
33,000 runs for each dataset (note that for each configuration, we perform five runs to have
a statistically significant evaluation of the model performance). The particular structure of
the BF-GNN allows us to considerably reduce the number of required runs to perform. For
what concerns the GC-GCN/GraphConv, all the units that compose a layer can be trained in
parallel. Thus, when adding units to the last layer, re-training the model from scratch is not
required, but a pre-trained model with fewer units can be used as a starting point. Moreover,
it has to be noticed that each unit (and so each layer) of the BF-GCN/GraphConv predicts
the classification of the input (in a one vs rest setting). The outputs of all the neurons in a
layer are then used as input for the next layer of the model. Therefore, stacking an additional
layer (the /-th) does not require performing full training of a novel model, but it can be done
incrementally from a previously trained model with / — 1 layers. Clearly, this incremental val-
idation policy significantly reduces the time required to perform the model selection phase. It
is important to notice that in BF-GCN/GraphConv, the layer-wise structure poses constraints
on the dependencies between the units in a layer and those in the following ones. Indeed, let
us consider a network with a first layer with m units and a second one with m, units. If we
want to use a different value of units for the first layer, we have to re-train the second one
from scratch. This particular constraint does not apply to the case of BF-MRGNN, where
the computation of R; 7 and the application of the gating neurons are entirely detached.
Moreover, in BE-MRGNN, the use of the geometric mean (which does not require training)
as a mixing function of the output of the various layers that computes the prediction for the
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Table 7 Time comparison among the model proposed in this paper and two baselines (GCN and GraphConv)

Model Citeseer Cora Pubmed WikiCS

GCN 0.776 £ 0.189 1.610 £ 0.428 2.372£1.983 1.995 £0.558
(I, m) (1,8) (2, 16) (2,48) (1,8)
GraphConv 0.681 +0.152 1.602 £ 0.371 1.108 £0.0912 4.395 +0.818
(I, m) (2,96) (2,128) (2,32) (1, 64)
MRGNN 0.637 £+ 0.064 0.331 £0.0474 60.278 £ 11.352 111.465 £ 10.690
(k) (@3] @) @ &)

BF-GCN 0.120 £ 0.001 0.247 £ 0.001 0.233 £ 0.003 0.484 £ 0.006
Speed-up 6.3 6.5 10.2 4.1
BF-GraphConv 0.249 £+ 0.001 0.246 £ 0.002 0.882 £+ 0.038 0.242 4+ 0.003
Speed-up 2.7 6.5 1.4 18.2
BF-MRGNN 0.038 £ 0.001 0.025 £ 0.001 0.018 £ 0.001 0.079 £ 0.0242
Speed-up 16.8 13.2 3338.8 1410.9

For each model and dataset, we report the average duration (and standard deviation) of the training phase of all
five runs of the best-performing model. The time measurements are reported in seconds. Under each result of
the baselines, we report the hyperparameters selected via the validation process. Under each BackPropagation-
Free model, we report the speed-up obtained with respect to the same convolution optimized using the
backpropagation algorithm

same class makes the addition of one or more neurons entirely transparent for the training
process. Finally, the independence between the training phase of units of the same layer
(and, in general, of all the units in the case of BF-MRGNN) allows for bringing down the
cost of training a single model. The significant reduction of training cost can be noticed in
Table 7, where we report the time required to train the best model selected through grid
search. In the table, under each BF-GNN, we report the speed-up computed with respect to
the corresponding baseline model, i.e., using the same convolution. In all the cases, using the
Backpropagation-Free version shows a significant speed-up. Specifically, the BE-MRGNN
results in a model that is always more than 10 times faster than the MRGNN reaching a speed
up higher than 1000 times for Pubmed and WikiCS.

5 Conclusions and future directions

In this paper, we extended our exploration [9] of locally trainable graph convolutional oper-
ators. We presented a framework for defining backpropagation-free graph neural networks
that is inspired by Gated Linear Networks. We explored variants of our approach exploit-
ing both the common message-passing-based convolution scheme (GCN and GraphConv)
and a multi-resolution graph architecture (MRGNN). The training relies on a representation
space of graph nodes that is shattered into different subspaces according to the node context.
Indeed, each neuron that composes the GC operator is defined as a set of weight vectors.
A gating mechanism within each neuron selects the weight vector to use for processing the
input based on its context. This mechanism allows to train each neuron independently, with-
out using backpropagation, resulting in a set of convex problems to solve. We studied three
variants of such a gating mechanism: two hard and a soft version.
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We empirically assessed the performances of BF-GCN, BG-GraphConv and BF-MRGNN
on four commonly adopted node classification benchmarks and verified their competitive
performances. Moreover, we analyzed the behavior of such models, considering different
options for shattering the context space associated with graph nodes. Finally, we evaluated
the impact in terms of computational efficiency, comparing the cost in terms of computational
time between the baselines and their corresponding versions using the backpropagation-free
approach. The results show that the proposed BF-GNNs ensure a considerable speed-up,
thanks to the possibility of parallelizing the training of the various units belonging to the same
layer. Moreover, we show how the particular structure of the backpropagation-free models
allows us to design a very efficient model selection strategy. We implemented layer-wise
training via Stochastic Gradient Descent (SDG). Still, many other methods can be exploited
to solve the resulting convex problem, making it suitable for online and continual learning
scenarios. Indeed, we plan to explore the application of the proposed backpropagation-free
graph neural networks to continuous learning tasks in the near future.
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