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Abstract
Pervasive technologies such as Artificial Intelligence, Virtual Reality and the Internet of Things, despite their great potential 
for improved workability and well-being of older workers, entail wide ethical concerns. Aligned with these considerations we 
emphasize the need to present from the viewpoint of ethics the risks of personalized ICT solutions that aim to remedy health 
and support the well-being of the ageing population at workplaces. The ethical boundaries of digital technologies are opaque. 
The main motivation is to cope with the uncertainties of workplaces’ digitization and develop an ethics framework, termed 
SmartFrameWorK, for personalized health support through ICT tools at workplace environments. SmartFrameWorK is built 
upon a five-dimensional approach of ethics norms: autonomy, privacy, transparency, trustworthiness and accountability to 
incite trust in digital workplace technologies. A typology underpins these principles and guides the ethical decision-making 
process with regard to older worker particular needs, context, data type-related risks and digital tools’ use throughout their 
lifecycle. Risk analysis of pervasive technology use and multimodal data collection, highlighted the imperative for ethi-
cally aware practices for older workers’ activity and behaviour monitoring. The SmartFrameWorK methodology has been 
applied in a case study to provide evidence that personalized digital services could elicit trust in users through a well-defined 
framework. Ethics compliance is a dynamic process from participants’ engagement to data management. Defining ethical 
determinants is pivotal towards building trust and reinforcing better workability and well-being in older workers.

Keywords Pervasive technology · Ethics framework · Workplaces · Older workers

1 Introduction

An urgent need for digital tools to support older workers to 
remain active and healthy in their working environments is 
triggered by the demographic change in Europe and world-
wide [1, 2].

Statistics for the European Union indicate that the age 
structure population is expected to raise significantly over 
the next decades [3]. Thus, the EU has launched the notion 
of “Silver Economy” related to economic activities of people 
above 50 and their involvement on sectors of the national 
economy [4]. In this line, concerning ageing workforce 
productivity and workability enhancement, several Infor-
mation and Communication Technology (ICT) systems are 
being proposed and developed to assess user specificities 
and needs in terms of ergonomics, health, safety and task 
assignments [5].

Beyond working efficiency, digital monitoring of employ-
ees’ practices and performance may provide promising 
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health and well-being outcomes [6]. Smart technologies such 
as Artificial Intelligence (AI), the Internet of Things (IoT), 
and Virtual Reality (VR) or Augmented Reality (AR) can 
strengthen the ageing workforce, significantly improving the 
ageing labour market and worker security [7]. According to 
Bejaković and Mrnjavac (2020) [8], digital skills, compe-
tences and literacy are critical in terms of seniors’ successful 
participation in the digital society [9].

Despite the virtue of technologies on ageing workability 
sustenance and their physical and mental function, legal and 
ethical concerns are raised due to the sensitivity of working 
infrastructures and workers’ rights protection. In terms of 
ICT solutions, these include large datasets collection, use 
and storage regarding the ownership and control of data due 
to potential data misuse. Within the sensitive area of health, 
self-tracking IoT technologies, as ‘computational sensing 
devices that track data about user behaviour to provide self-
awareness’ and support individuals and healthcare profes-
sionals, can negatively influence the person’s privacy [10]. 
In addition, ethical risks are involved in technologies such 
as VR and AR [11], while addiction to digital services can 
infringe their stated purposes for promoting healthy behav-
iour [12].

These emerging ubiquitous and pervasive technologies 
(e.g. robotics, virtual/augmented reality, etc.) can exacerbate 
privacy issues or create novel ones, due to the increasing 
amount of data they create and collect while providing per-
sonalized services and support [13, 14].

So far, relevant studies have focused on legal issues intro-
duced by digital solutions [15]. Digital technologies’ embod-
iment in the work environment has been strongly related to 
physical and psychosocial risks connected to the Occupa-
tional and Safety Health (OSH) field, e.g. through the con-
tinuous monitoring of workers via video cameras, apps and 
mobile devices. Although the intention of these technologies 
is to improve workers’ safety, it could also allow invasion of 
privacy, which could also be psychologically detrimental. 
To this end, new methods and legal frameworks are required 
to address the pervasive technology-based new work forms 
[16], and deal with workplace surveillance.

Until now, the ethical dimensions of smart digital ser-
vices for vulnerable social groups at their workplace, con-
cern common ethics’ values such as autonomy, beneficence, 
non-maleficence, justice [17]. In addition, the criticality of 
evaluating trade-offs in the workplace (e.g. increasing safety 
at the expense of privacy) has been stressed in relevant 
research. For instance, there is a trade-off between informa-
tion loss and confidentiality, as reducing granularity results 
in diminished accuracy and utility of the data and its analysis 
[18]. Moreover, emphasis has been placed on risks emerging 
from pervasive computing-based infrastructures and services 
acknowledging the need for clear mitigation roadmaps [19]. 
Nevertheless, there is a gap in the examination of ethical 

challenges in workplaces for older adults in accordance with 
specific technologies. The necessity of such an examina-
tion is reinforced by the COVID-19 pandemic, during which 
several senior workers were required to work remotely, and 
an increased use of digital technologies was noticed [20].

Currently there is no ethical framework for ageing work-
ers’ workability and well-being monitoring through ICT 
tools. Given the criticality of personal data collection, ethi-
cal implications of these solutions should be addressed.

This article is structured as follows: In Sect. 2, we provide 
current knowledge about emerging pervasive ICT technolo-
gies1 involved at workplaces for worker performance and 
well-being monitoring. The main relevant ethical challenges 
are presented in Sect. 3, and ethical implications raised in 
the COVID-19 period are highlighted in Sect. 4. The out-
lined limitations and challenges prompted the introduc-
tion of a framework of ethics for older adults’ monitoring 
through digital solutions, termed SmartFrameWorK, which 
is illustrated in Sect. 5. The applicability of the framework is 
highlighted in Sect. 6, through a case study presenting how 
this framework is built upon moral and transdisciplinary 
determinants, as well as the preferences, needs and digital 
capabilities of seniors, to define clear lines of data authoriza-
tion and accessibility.

2  Smart working environments 
and employees’ monitoring through ICT 
technologies

Pervasive Information and Communication Technologies 
(ICTs) can play a critical role in enabling power within 
workplaces. However, implications emerge from such tech-
nologies when used for worker performance appraisal sys-
tems [21]. The introduction of technology to organizational 
environments provided over years to managers and employ-
ees the opportunity to bring such demanding environments 
under control as studied by Orlikowski and Scott [22].

In particular, ICTs can provide new data collection and 
analysis tools in order to increase the visibility of employee 
behaviour and collect performance outcomes of employees 
[23].

2.1  Personal IoT devices for workers’ monitoring

Recent improvements in computing networking and the 
internet technologies have led the development of very pow-
erful internet-connected devices, including sensors, smart 
phones, cameras and wearables. Wearable IoT devices can 

1 https:// ec. europa. eu/ info/ sites/ info/ files/ 5._ h2020_ ethics_ and_ data_ 
prote ction. pdf.

https://ec.europa.eu/info/sites/info/files/5._h2020_ethics_and_data_protection.pdf
https://ec.europa.eu/info/sites/info/files/5._h2020_ethics_and_data_protection.pdf
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be embedded as personal tools for instance to mining work-
ers to provide proper protection from potential hazards [24]. 
Smart surveillance tools utilizing wearable devices and sen-
sor technologies for tracking workers’ data according to the 
health, location and environmental context of the worker 
have been used by several companies in the last years [25].

The use of wearable technologies at work has been intro-
duced as a new form of employees’ assessment allowing 
self-monitor and control abilities for workers’ performance 
improvement and organizations’ productivity aligned with 
workers’ rhythms and needs [26].

Previous surveys have focused on the individual and 
organizational impact of the introduction of wearables. In 
particular, past works [27] have been dedicated mainly on 
improving workers safety through the surveillance of work-
ers’ physical parameters [28], stimulating physical activity, 
in terms of programs for wellness and quality of life [29] or 
detecting work-related stress and fatigue [30], while others 
aimed to improve ergonomics [31].

Relevant research investigated privacy issues caused by 
the monitoring capabilities of wearable technologies, as 
well as the implications of designing monitoring systems 
of workers [32]. As Marcengo and Rapp [33] pointed out, 
these concerns are most likely to be raised in a mass environ-
ment such as a workplace due to the fact that the technology 
for collecting, analysing and visualizing data is considered 
immature. In particular the collection of vast amount of data 
raises ethical questions such as how workers’ data are used, 
who has access to the information and what are the con-
sequences for the workers who do not meet the desirable 
indicators according to apps’ interfaces. Therefore, issues of 
privacy, proper use (proportionality), minimization of data 
(relevant and suitable data), confidentiality, freedom and 
autonomy along with the scope of data analysis are high-
lighted as the main ethical challenges.

Using wearables as intervention tools to promote health 
can also bring significant implications for employees in 
terms of individual responsibility, self-belief, invasion of 
privacy and discrimination. To this end, the improvement 

of the design of workplaces and methods of collecting rel-
evant data to inform such design is among the considerations 
of developers of diverse work domains. Concrete criteria 
have been defined to evaluate accessibility, adaptability and 
iterability of health wearable interfaces. From the perspec-
tive of ethics, this involves the cultural tendency of creating 
‘biotizens’, namely gathering information about their body 
and then sharing that data with others to engage in ‘proac-
tive health self‐management’ [34].

Moreover wearables’ use can be connected to socio-ethics 
challenges for the user. For instance, according to Mittelstadt 
[35], the social impact of using such devices for individuals 
deals with the stigma that this connection may in turn be 
associated with a health or disease condition.

Ethical concerns approached in a comprehensive manner 
are mainly related to personal IoT devices of older adults 
‘working environments’ surveillance. These risks and the 
mitigation measures to cope with them, are presented in 
Table 1 according to the notion of the Sinek’s ‘Golden Cir-
cle’ concept [36] and the five dimension approach of ethics.

Although the negative implications of wearable devices 
in the work environment gained much attention, the ethical 
dimensions of their use in the context of workplace systems 
are not clearly delineated. The ethical challenges of digital 
information transformation have been recently examined in 
relation to various moral dimensions such as the exposure 
of private life through access to data, the communication 
culture of algorithms, changes in the world of work [37]. 
However, systematic approaches on how ethical questions 
might influence the occupational progress of employees, 
and concrete measures/tools that have to be initiated as 
emerged from empirical evidence, have not been extensively 
researched [38].

2.2  Augmented reality and virtual reality 
for workers’ monitoring

AR refers to the integration of the actual world with digi-
tal information, while VR refers to complete, 3-D virtual 

Table 1  Ethical concerns of 
digital technologies’ use by 
senior silvers

Concerns/ Risks Measures to tackle with

Personal IoT technologies Privacy/ Invasion Proper use/ Proportionality
Trustworthiness/ Trust Human agency
Ownership/ Control of data Authorization, Transparency
Freedom/ Empathy/ Disciplined 

Autonomy
Relevance and suitability of data

Fairness/ Discrimination Accessibility to everyone 
regardless to race, gender or 
age

Social stigma Sustainability of technologies 
in the environment and the 
society
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representations of the actual world or of objects within it 
[39]. The blending of physical with virtual worlds creates 
new opportunities for workplaces, towards improved ergo-
nomics, training, collaboration and productivity. However, 
the use of innovative technological solutions such as AR 
and VR in workplaces has been primarily analysed from the 
perspective of workers’ safety [40]. Οnly recently the ethi-
cal implications of the use of VR and AR technologies have 
been highlighted [41].

Furthermore, the technological evolution in fitness and 
well-being promotion brought the need for identifying 
potential ethical risks linked to virtual and augmented envi-
ronments. Nevertheless, in previous examinations about vir-
tual assistants’ use the focus was mainly on theory–based 
approaches, not involving management considerations [42] 
about the pervasiveness of personalized assessment towards 
workability and Quality of Life (QoL). In addition, there is 
lack of tangible methods, practices and policies aligned with 
ageing workers’ perceptions and against ageism to support 
ethical compliance and curation of sensitive data and meta-
data management, processing and governance.

2.3  Artificial intelligence in surveillance 
at workplaces

The availability of enormous computing power and vast 
amounts of data has made the integration of AI applications 
and tools in the workplace possible [43]. However, remote 
monitoring techniques that are based on AI, can be excessive 
if the context and the level of accountability have to be taken 
into consideration [44].

In particular, AI is among the primary technologies 
used in most business domains including daily services and 
decision support systems. Indisputably, ethical challenges 
emerge according to the design of these systems [45], their 
‘behaviour’ as advanced autonomous systems [46], and the 
impact on decisions made without human involvement. 
Therefore, designers, engineers and researchers have to 
take into account these considerations when designing AI 
systems, in order to prevent the development of socially 
unacceptable systems with unpredictable behaviour. Ethical 
guidelines for AI ethical use along with safety mechanisms 
should be followed to avoid inappropriate use, control and 
limit systems’ autonomy2 [47].

The role of AI researchers is key in the formulation of 
ethical machines, as ethics with regard to different special-
ties and sub-specialties need to be explored by developers 
and programmers [48]. In terms of this need, an ethical 

framework supports the decision –making process [49]. 
More specifically, in the context of ICT for Active and 
Healthy Ageing (AHA), a number of ethical frameworks 
exploited the existing literature and policy documents as 
evidence of other projects.3

Nonetheless, current advances in AI call for giving spe-
cific attention to applied ethics. What is of high importance 
is to reinforce AI ethics with proper mechanisms in prac-
tice. Namely, ethics codes and principles have to prove their 
tangible impact when they are adapted and implemented in 
specific scenarios and/or research frame [50]. Specifically 
in the era of an unexpected pandemic crisis, highly adap-
tive personalized ICT tools for workability and well-being 
improvement, have to be configured properly in order to 
be aligned with legal and ethical requirements, and secure 
workers’ rights protection.

Digital monitoring of employees in the workplace needs 
to be aligned with transparency in the exclusive use of moni-
toring data to enhance workability. According to Lenca et al. 
[51], explicit acknowledgement of ethical values or consid-
erations is largely absent in empirical research on monitor-
ing technologies, and even when it is present, it is often 
confined to protecting human subjects in the immediate 
research encounter.

Therefore, the ethical implications of specific technolo-
gies have to be explored in order to indicate ethical choices 
that have to be made per technology case.

3  Ethical dilemmas in specific technologies

Among the high considerations of fundamental human rights 
are privacy, the right of individuals to control others’ access 
to their personal information, and awareness through explicit 
consent given without coercion. Moreover, in the context of 
work, AI technologies that can optimize decision-making 
have to account ethical issues such as conflicts of interests 
and unintended consequences [52].

Another area of concern is AI involvement in tracking and 
predicting behaviour. AI can track and analyse data sources 
to inform decisions that could improve employees’ produc-
tivity [53]. Also excessive use of applications raises ethical 
issues to employees’ monitoring according to voice record-
ing, location tracking that can violate employees’ privacy, 
while behaviour monitoring can increase stress on workers, 
create a climate of mistrust and pose risks to mental health 
[54].

Nonetheless, the demographic shift and the involvement 
of new technologies led to the need to revisit traditional legal 

2 IEEE. (2016). Ethical Aligned Design. IEEE Standards Associa-
tion. Available at: http:// stand ards. ieee. org/ devel op/ indco nn/ ec/ ead_ 
v1. pdf.

3 https:// progr essiv estan dards. org/ wp- conte nt/ uploa ds/ 2018/ 10/ Ethic 
al- Frame work. pdf.

http://standards.ieee.org/develop/indconn/ec/ead_v1.pdf
http://standards.ieee.org/develop/indconn/ec/ead_v1.pdf
https://progressivestandards.org/wp-content/uploads/2018/10/Ethical-Framework.pdf
https://progressivestandards.org/wp-content/uploads/2018/10/Ethical-Framework.pdf
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and ethical principles related to occupational data and more 
specifically health data surveillance in liaison with interven-
tions for health hazards’ prevention.

As enabling technologies such as VR and AR are increas-
ingly applied in the work environment to enhance work-
ability and well-being, software developers, clinicians and 
researchers, should design and test carefully these tools upon 
a bottom –up design approach according to which activities 
are planned by seniors  themselves.

4 The overall engagement 
process in order to be participatory should actively involve 
workers [55]Error! Reference source not found. allowing them to 
express their opinions on systems’ design. This engagement 
process could result in greater “ownership” and commit-
ment to any adaptations being implemented. The participa-
tory process can be ethically based when it is well explained 
to the seniors from the start of the solution design, and as a 
result it can promote inspiration and motivation.

According to Article 29, in Opinion 8/2001,5 due to the 
nature of the relationship between employer and employee 

in case an employer has to process personal data of his/her 
employees it is misleading to start with the supposition that 
the processing can be legitimized only through the employ-
ees’ consent. Even in cases where consent could be assumed 
to constitute a legitimate basis of an employee’s data pro-
cessing, the consent must be a clear and explicit expression 
of the employee’s will. Default device settings and/or the 
installation of software enabling the electronic processing of 
employee’s personal data under no circumstances can qual-
ify as an employees’ consent because consent requires an 
active expression of will. In general, the lack of action (i.e. 
no modification in default settings) should not be assumed 
to justify such processing.

Ethics on design of working performance visualization is 
of high importance, especially when it refers to the ageing 
population. Therefore, user interfaces have to be designed 
on an age-friendly notion to visualize individual features 
and factors in an intuitive and simple format (Fig. 1), for 
understanding respective personal specificities and providing 
a proactive and discreet behaviour towards active promotion 
of user physical and cognitive health, as the information of 
OSH, managers, specialists and medical doctors.

Early co-design of digital coaching can inevitably sup-
port older adults. However, lack of acceptance, usability, and 
reliability of healthcare technologies remains an open issue 

Fig. 1  Ethical challenges at workplace monitoring

4 https:// ec. europa. eu/ health/ ph_ proje cts/ 2003/ actio n1/ docs/ 2003_1_ 
26_ frep_ en. pdf.
5 https:// ec. europa. eu/ justi ce/ artic le- 29/ docum entat ion/ opini on- 
recom menda tion/ files/ 2001/ wp48_ en. pdf.

https://ec.europa.eu/health/ph_projects/2003/action1/docs/2003_1_26_frep_en.pdf
https://ec.europa.eu/health/ph_projects/2003/action1/docs/2003_1_26_frep_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2001/wp48_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2001/wp48_en.pdf
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and implies lack of respect in seniors’ freedom and timing 
[56]. Furthermore, unexpected periods of global crisis, such 
as the one concerning the COVID-19 outbreak, which are 
associated with abrupt challenges, such as the practice of 
self-isolation, social distancing and remote working, demand 
the initiation of novel practices to promote the acceptance 
of technology [57].

4  Ethical challenges in the COVID‑19 era

The pandemic crisis of COVID-19 forced one third of the 
world’s population to live under ‘lockdown’ measures and 
was a major shock for the European and global economies.6 
Over the world, industries faced significant financial loses 
[58], while societies were required to prioritize human 
resources and support vulnerable groups, such as seniors 
or people with chronic conditions, who were forced to work 
from home.

Home-based working as part of quarantine measures to 
reduce the potential exposure to COVID-19 [59], can have 
a tremendous effect on work-life balance [60]. In terms of 
quarantine measures older people have to remain vigilant 
which is also connected to determinant factors such as the 
nature of work performed and also to personality traits such 
as discipline and the competence to handle the assigned 
tasks successfully. Social isolation could be another deter-
rent factor to workability enhancement of ageing workers, 
which may feel loneliness and frustration away from their 
ordinary work culture [61].

Moreover, extended digitization of work procedures due 
to COVID-19 virus, brings new risks such as digital and 
social inequalities. Vulnerable populations, including older 
workers with chronic conditions, due to social isolation or 
poor socio-economic status, are more exposed to risks [62].

In terms of health emergencies and movement restric-
tions, remote monitoring, such as contact tracing, has been 
proposed as an effective practice, with ethical implications 
that have to be further analysed [63]. Intelligent monitoring 
of older adults’ workability indicators could have a huge 
impact on work and social life landscape. However, ethical 
questions are raised by the extended use of digital solutions 
in daily life routine. An important concern has to do with 
individuals’ privacy and freedom not only during the epi-
demic but also after it. Among the most important ethical 
challenges is to what extent privacy infringement will be 
justified under the scope of emergency and in which direc-
tion monitoring data, will be used and for how long.

Considering the marginalization of senior silvers during 
the COVID-19 pandemic, due to psychological risks such 
as loneliness, isolation, ageism, and limitations to health 
care access, remote management of workability factors had 
to be enabled [64]. Ethical considerations in the COVID-
19 era and beyond demand new requirements for ethical 
frameworks that will be guided by specific contexts of loca-
tions, policies, resources and the extent of virus infection. 
For instance, business models of mild, moderate, severe and 
critical burden may be proposed. The same ethical princi-
ples that have always been used to guide transplant practices 
continue to apply during the COVID-19 era, but the balance 
between autonomy, beneficence, no maleficence, and justice 
depend on the policies, available resources, and local prac-
tices put in place. These principles provide a sound basis 
for a theoretical framework to guide and evaluate the digital 
well –being of older workers.

5  The value of SmartFrameWorK

The significance of initiating a trustworthy framework of 
data processing applicable to pervasive technology systems 
is undeniable. In parallel, taking into account the complexity 
of workplace environments and the relevance of this com-
plexity with the potential of technology pervasiveness, the 
need for a specific ethics framework emerged.

This theoretical framework has to be rigid according to 
ethics in a number of areas: (a) research engagement and 
participation; (b) data monitoring and tracking; (c) data pro-
cessing during and after the study duration; (d) workplace 
relationships.

The convergence point was ‘worker—older adult’ needs 
and in order to unlock properly these needs, well-known 
theories have been explored such as the Bloom’s Taxon-
omy about the Affective Domain to facilitate older work-
ers’ perceptions’ understanding in depth as expressed at 
feelings, values, appreciation, enthusiasms, motivations, 
and attitudes.

These theoretical specificities shaped the 5-step design 
of the technologies of the study: (a) receiving with respect 
older adults’ perception and doubts; (b) shaping the right 
and up to the point motivations; (c) demonstrating values 
and beliefs in a democratic process; (d) organizing values 
by resolving conflicts; (e) internalizing values by enabling 
teamwork, enhance commitment to ethical practice and its 
regular assessment.

After the initial five-step design of the study, the overall 
ethical implications and risks ranging from the engage-
ment process to data governance and the final delivery of 
research in an ethical manner had to be addressed. Among 
the high considerations were the specific monitoring meth-
ods of workers’ behaviour, workability and health status 

6 https:// ec. europa. eu/ info/ busin ess- econo my- euro/ doing- busin ess- 
eu/ jobs- and- econo my- during- coron avirus- pande mic_ en.

https://ec.europa.eu/info/business-economy-euro/doing-business-eu/jobs-and-economy-during-coronavirus-pandemic_en
https://ec.europa.eu/info/business-economy-euro/doing-business-eu/jobs-and-economy-during-coronavirus-pandemic_en
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through concrete technologies as well as the context of 
this monitoring. Furthermore, older workers’ datasets were 
considered of high value and possibly sensitive activities’ 
tracking, especially when applied in home environments, 
has to be defined.

Three pillars supported the theoretical framework: (a) 
datatype visibility, which entails ethical implications and 
are mostly prone to conflicts between workplace actors; (b) 
the actors who enable legitimate access to data and, (c) the 
scope of monitoring (Fig. 2).

According to processing operations through ICT usage, 
the blurred line between working life and activities outside 
the world has to become clear. Also the use in the workplace 
of office applications provided as a cloud service, which 
in theory allows for very detailed logging of the activities 
of employees along with the use of wearable devices (e.g. 
health and fitness devices) were protected by a number of 
measures that have been initiated and implemented on the 
core principles of ‘limited access to sensitive data’ and 
unobtrusiveness in AI technology involvement.

An ethical canvas has been structured to facilitate the pro-
cess of potential ethical risks as indicated below (Fig. 3). 
Initially standard ethics’ risks have been defined as emerged 
by the use of mixed emerging technologies along with the 
risks of ageist stereotypes, bias and discrimination that older 
adults experience and operate as obstacles in their well-
being and health care support.

Furthermore, issues of data security and privacy are pro-
cessed through a Secure Framework guided by two guide-
lines: (a) all personal and sensitive data will be stored to 
user’s personal devices while (b) a carefull distinguishing 
is made among data derived from factory processes (e.g. 
machine operations, task assignments, etc.), and private user 
data.

Since data with ethical implications have been identified 
along with the ethical canvas of the data management at 
workplaces, there was also a provision for data fairness by 
making data accessible, interoperable, and reusable, includ-
ing provisions for metadata analysis. In particular, the data 
generated through the worker activities monitoring platform 
during the whole lifecycle of the study are provisioned to 
be discoverable through a centralized database, part of the 
knowledgebase. Only accredited consortium members are 
permitted to have access to the data collections.

The main notion was to introduce an ethically–related 
framework for data management in the context of work-
places which will incorporate core user-centred principles 

Fig. 2  Main pillars of the SmartFrameWork

Fig. 3  The Ethical Canvas of data management at workplaces
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such as ethical design awareness, human responsibility 
and accountability, data use upon decentralization, fair-
ness and limited authorization and control by well-qualified 
researchers as well as support of ethical boards equipped 
with experts.

Moreover, data, metadata and documentation should 
follow disciplinary standards such as the open Web stand-
ards and the Common European Research Information 
Format (CERIF) metadata standard [65]. Data re-use is 
provisioned only through clarifying licenses while part of 
the anonymized data may be further analysed for statisti-
cal purposes while authorization and authentication have 
been defined in the frame of a decentralized data collec-
tion process. In particular, mobile apps should be used for 
interfacing the data collections of the IoT devices. Built 
upon the ethics by design principle, there is also provision 
that the storage of the monitoring data on the local mobile 
device (tablet or smartphone) and the right of sharing this 
data with the platform in order to receive the correspond-
ing platform services (notifications, interventions, progress 
reports, awards etc.) should be up to each user responsibility.

6  The SmartFrameWorK use case

The ethical framework designed to complement secure data 
management of older workers has been applied in the use 
case of the EU-funded project, Ageing@Work [5], which 
is based on the urgent need to support ageing workers of 
the modern industries to maintain and retain productivity 
and workability. To this end, novel advanced, personalized 
ICT solutions for adaptive smart working and living envi-
ronments supporting active and healthy ageing are being 
deployed according to workers’ needs.

The main objective herein is to analyse ethical implica-
tions related to integrated platforms of advanced, personal-
ized and adaptive ICT tools, which aim to improve the well-
being and productivity on the basis of AI, AR/VR, and IoT 
wearable devices, and tailor the workplace to the evolving 
needs and specificities of the ageing workers.

Large companies as representatives of the industrial 
area and part of the present study support two diverse pro-
fessional cases, the office ergonomics and the use case of 
mining to gain insights regarding the different organization 
ethics challenges and their impact on employers-employ-
ees relationships and human resource areas. In the light 
of improved productivity and process efficiency attention 
has to be paid on the design of an ethical approach and 
methodology regarding data and metadata management 
of older workers.

Therefore, the SmartFrameWork has to be implemented 
taking into account the socio-ethical risks, current unex-
pected societal crises such as COVID-19 and its reflections 
to human resource management at workplaces.

For this reason, an initial analysis of topics concern-
ing ethics and data protection in relation to each profes-
sional case and its particular ethical aspects has been con-
ducted in accordance with the 5-step design as depicted 
in Table 2.

Due to the increased exposure in distant monitoring of 
workability, a need for constant evaluation of data use aware-
ness emerged towards personal security preservation. Thus, 
the methodological approach has to be adjusted placing 
emphasis on the critical role of ethics experts. Older work-
ers’ willingness and self-imposed engagement have to be 
supported through meaningful information, communicating 
in a fair way the trade–offs of services offered under these 
new circumstances.

Beyond the regulatory process and the complemented 
instruments, a conceptual procedure has to be followed in 
order to frame the ethical values/standards of older work-
ers activity and behaviour-monitoring system design and its 
use. Crucial activities have been established in terms of data 
management such as cultivating and implementing an ethical 
culture with ethical experts and Ethical Boards’ consultation 
and support, defining and applying ethical values in the daily 
research practice to ensure the appropriateness of decisions 
taken for data management of older adults’ workers. The 
outcome of this process was a specific framework of ethics 
for seniors monitored at workplaces and homes (Fig. 4).

Table 2  A methodological approach for socio-ethical risks and opportunities’ implementation on workplaces’ environments 

The 5 -step design implementation a. Analysing with selected attention older adults’ perception, doubts in terms of relevant surveys/question-
naires

b. Shaping the right and up to the point motivations taking into account the vulnerability of employees due 
to their hierachical relationship to the employer within the specific workplace environment

c. Demonstrating values and beliefs in a democratic and diversity acceptance process through voluntary 
participation and informed consent

d. Organizing values by resolving conflicts, exploring the importance of data protection when processing 
sensitive personal data such as health data

e. Enhancing commitment to ethical practice and its regular assessment by setting up set-up ethical boards 
and ethical assessment procedures to resolve ethical issues that likely would arise
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In addition to workers’ satisfaction, ethics have been 
approached in liaison with system specification and archi-
tecture, ethics by design and data management upon human/
workers’ rights’ preservation. The main aim was to initiate 
self-tracking devices that can be less threatening, in ethical 
terms, emphasizing on user engagement upon a voluntary 
basis and providing a high level of control when sensitive 
information is monitored and tracked. Moreover, emphasis 
is put on the potential role that specific organizational influ-
ences and strategic plans can play to advance, secure and 
explore the ethical imperatives for protecting privacy as well 
as well-being issues of seniors.

Taking into account that potentially confidential informa-
tion according to the workplace design and work processes 
will be recorded and processed, an urgent need emerges for 
protecting strict confidentiality and participants’ dignity 
preservation. Relevant manuals of ethics along with eth-
ics protocols of the study have been provisioned from the 
beginning of this study in the line of core values as Ethics 
by design and Ethics by default. However, apart from these 
minimum requirements, and the alignment with international 
guidelines and codes of conduct such as Ethical Guidelines 
for Health-related Research Involving Humans (World 

Health Organization)7 and Standards and Operational Guid-
ance for Ethics Review of Health-Related Research with 
Human Participants [66], more demanding issues emerged 
according to data processing of ageing workers’ workability 
through adaptive personalized ICT tools.

In the context of business ethics as a form of applied 
ethics the three-dimensional problem of ethics: (a) micro 
(personal) issues, (b) meso (organizational) and, finally (c) 
the long-term impact of ethics [67] from a macro perspective 
side (sector-wide/society) has been integrated in the meth-
odology of workability data management.

According to normative literature the use case study 
aimed at the initiation and implementation of appropriate 
ethical strategies to establish the Ethical Framework as a 
guide for data monitoring, control and validation in line with 
vigilant compliance with ethics and law requirements. The 
main objectives were to establish basic ethics and privacy 
guidelines aligned with the original purpose of the use case 
study.

Privacy and confidentiality in the workplace were among 
the critical concerns for both employers and employees. 
Therefore, in the light of smart working environments 

Fig. 4  An ethical framework of remote monitoring of older workers

7 World Health Organization, & Council for International Organiza-
tions of Medical Sciences. (2016). International ethical guidelines for 
health-related research involving humans.



46 Universal Access in the Information Society (2023) 22:37–49

1 3

through ICT technologies’ use, a typology has been specified 
according to a number of categorical variables, including 
(a) data type, (b) context of data, (c) specific technologies 
and, (d) actors involved in the collection and processing of 
this data (Fig. 5).

The main ethical considerations of data management were 
interrelated with security issues, i.e. privacy, data protection 
and safety. Therefore, a clear definition of each security and 
ethical concern in accordance with the proper mitigation 
measures have been outlined as presented in Fig. 6.

Overall, data convey the stress level and the average 
productivity levels while type of data and data process-
ing purposes out of the scope of GDPR, such as data for 
statistical purposes, have been defined from the start. Par-
ticular attention has been paid to special categories of data 
processing (formerly known as ‘sensitive data’), profiling, 
automated decision-making, data-mining techniques, big-
data analytics and artificial intelligence, as such process-
ing may entail higher risks to fundamental human rights. 
Moreover dealing with and respecting users’ privacy for 

Fig. 5  Typology of multimodal datasets according to datatype and the context of data collection

Fig. 6  Identification of datatypes, ethical Implications and Measures in Smart working environments by the use case study
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affective data raised concerns for stress related to digital 
technologies’ use [68].

A thorough mapping of all data along with the technolo-
gies involved was valuable in understanding the potential 
risks of data use and the limitations that had to be defined 
according to social sensitive groups as older adults and the 
access to their data. These specific parameters according to 
workers’ datasets use that may implicate ethical concerns 
are quoted below:

• Involvement of technologies and techniques that measure 
human body dimensions;

• Verification of reliability and validity of anthropometric 
data measurement;

• Sensory problems processing that might be associated 
with the impact in workability;

• Lifestyle habits’ monitoring as part of public health mon-
itoring;

• Monitoring and measuring occupational health data;
• Measuring occupational health and safety risks.

Data-related risks have been considered in accordance 
with each phase of the data cycle from the collection, pro-
cessing, storage, to the analysis and use of data in terms of 
risks assessment and decision-making. In the current study, 
specific challenges were faced according to two clusters of 
information, (a) overall ethics practices including unclear 
‘grey areas’ of AI and VR technologies use and (b) infor-
mation access, in particular manager rights to this access 
through the core technologies (i.e. apps’ interfaces, ageing 
workers virtual user models, etc.).

Design principles and guidelines such as respect to pri-
vacy rules had to be followed by the designers and devel-
opers in order to ensure balance between personalization 
and privacy. In particular, personalized recommendations 
concerning for example physical activity and breaks at the 
workplace were provided by a virtual coach (avatar) to 
workers in a mobile app based on well-structured data and 
clearly-defined rules evaluated through co-designed sur-
veys. Concerning the multimodal data received through the 
mobile app, a privacy policy regulated the terms of app use 
providing concrete information about datatype collected by 
the mobile app, the methods and duration of data collection 
and also location information such as latitude, longitude or 
addresses. According to this risk, limitations were defined 
so that raw sensitive information was never shared with the 
server, but instead stored locally in worker’s phone. Fur-
thermore, data provided by third party applications such as 
Google (e.g. for activity recognition) was permitted only 
with user explicit consent. Moreover, anonymity along with 
authentication and authorization mechanisms was applied 
in order to avoid user identification, thereby reinforcing 
the trust of the users on the system. An indicative scenario 

illustrating the recommendations for breaks at the workplace 
provided by our system was published as a YouTube video.8

7  Concluding remarks

Smart workplaces employing pervasive technologies raise 
a number of ethical issues, which should be viewed more 
systematically. The present paper, in response, provides a 
holistic point of view about the research conduct ad hoc, 
ranging from older adults’ active engagement in a participa-
tory monitoring system, to the preparedness of researchers 
to store, manage, and analyse personal data.

The use of digital solutions enabled by web, smart mobile 
devices, wearable sensors and AI technologies, needs to 
meet ethical requirements according to individuals’ engage-
ment in the monitoring process, such as the protection of 
autonomy, freedom, dignity of seniors and initiate proper 
safeguards to data governance and management of working 
performance inside and outside the working environment. To 
achieve this social value, ageing workers’ fair and accurate 
awareness about the risks and benefits of digital technolo-
gies’ use is a prerequisite.

Our particular focus was on ethics of digitized workplaces 
for older adults. Ethical aspects have been identified in 
accordance with smart, personalized and adaptive ICT solu-
tions for active, healthy and productive ageing, and an ethi-
cal framework has been defined and developed as the basis 
of effective digital workplaces’ strategies in alignment with 
wider human values such as sense of control, trust, sense of 
freedom and ownership which converge with older work-
ers meaningfulness of work and success. More systematic 
approaches have been proposed through a specific theoreti-
cal framework designed in accordance with ethical culture 
and ethical behaviour towards enabling fair, human-centred 
data management, and promoting ethical assessment which 
can bring balance between work and personal life.

In conclusion, this paper introduced an ethics digital-spe-
cific framework for older workers, to support the benefits of 
pervasive monitoring in their well-being and productivity, 
within our ageing societies. The framework encountered 
core principles such as privacy, autonomy and data pro-
portionality to frame older workers’ privacy rights at work-
ing environments. Built upon moral and transdisciplinary 
determinants as well as the preferences, needs and digital 
capabilities of seniors, the developed framework aims to 
contribute in the design of ethically-aware digital practices, 
policies, and tools for workplaces.

8 https:// www. youtu be. com/ watch?v= T4uh4 nuII70

https://www.youtube.com/watch?v=T4uh4nuII70
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