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Abstract
Student modeling approaches are important to identify students’ needs, learning styles, and to monitor their improvements for 
individual modules. Lecturers may incorrectly identify the students’ needs and learning styles based on solely an exam grade 
or performance in the class. In doing so, students need to be classified using more parameters such as e-learning activities, 
attendance to virtual live class (for theory and practice) and submission time of the assignment, etc. This study proposes a 
novel color-labeled student modeling/classification approach using e-learning activities to identify students’ learning styles 
and to monitor students’ weekly improvements for individual modules. A novel Student Classification Rate (SCR) formula 
was created by combining three stages including pre-study stage, virtual_class stage, and virtual_LAB_class stage. In the 
evaluation part of the SCR, Artificial Neural Network and Random Forest algorithms were employed based on two differ-
ent feature sets for an Object-Oriented Programming Module. Feature set 1 consisted of a combination of e-learning and 
regular data while the feature set 2 was referred as the combination of the SCR and the regular data. Random Forest yielded 
the lowest MAE (0.7) by using feature set 2. Also, the majority of the students’ (81%) learning styles referred to attending 
the live virtual class. Students’ weekly learning progress was also monitored successfully since the Pearson correlation was 
measured as 0.78 with the 95% confidence interval between the mean of SCR and lab grades. Additionally, SCR used for 
two more different modules yielded convincing results in the determination of students’ learning styles. The obtained results 
reveal that the proposed SCR approach has significant potential to correctly classify students, identify students’ learning 
styles, and help the lecturer to monitor the students' weekly progress. Finally, it seems that SCR would have a significant 
impact on improvement of students learning.
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1  Introduction

Learning types in education are generally classified into 
Face-to-Face (F2F) and distance learning [1]. The efficiency 
of the learning types regarding students’ performance can be 
different based on the subjects and modules. There is a big 
challenge in F2F learning, such as that lecturers should ana-
lyze the students in the classroom properly and encourage 
each student to improve their learning skills about the related 
subjects [2]. In this sense, the lecturer should determine 

appropriate features to analyze the students’ needs and be 
consistent among students in the analysis process. However, 
the profile analysis of students for individual modules based 
on F2F education is not an easy task because the lecturers 
should observe students in this learning type. The lecturer 
may miss the important factors in the analysis process of the 
students during the observation.

The popularity of distance learning has increased with 
the start of the COVID-19 pandemic, especially in higher 
education [3]. Various distance learning systems (Zoom, 
Perculus ALMS, Google meet, etc.) have been used in dif-
ferent classes such as math, computer programming, sociol-
ogy, chemistry, etc. A significant aspect of distance learning 
systems is that information belonging to students is auto-
matically recorded as the number of the attempted quiz, the 
number of submitted assignment, the assignment submission 
time, attendance time of students in a virtual live class (for 
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theory and practice), and attendance of students to virtual 
class repetition (for theory and practice), etc. Students may 
have the opportunity to learn properly with virtual live class 
and/or repetition of the class. In addition to this, students 
may like to study in the daytime, evening, or nighttime [4]. 
In this case, these types of recorded data can be used for stu-
dent classification/modeling, to detect learning style (virtual 
live class and/or repetition of virtual class), and to monitor 
students’ weekly/monthly progress based on the individual 
module.

This study focuses on the classification of students based 
on e-learning activities. Thus, a novel classification approach 
called Student Classification Rate (SCR) is proposed. Three 
feature categories based on e-learning activities (lecture 
notes, virtual class for theory, virtual class for practice-
LAB) are taken into account for classifying students’ learn-
ing styles and revealing the efficiency of the e-learning 
platform on the students’ learning process. The proposed 
approach also advocates monitoring students’ learning pro-
gress. In this sense, a lecturer can monitor students’ progress 
weekly, and also students can be managed better compared 
to F2F learning through the proposed SCR approach. Also, 
the efficiency of the lecturers in managing students’ learn-
ing progress can be increased through the SCR. Lecturers 
may not manage students well through F2F learning because 
manually capturing the three feature categories based on 
e-learning activities is not an easy task in F2F learning.

Learning style, affecting students’ learning progress, 
(virtual live class and/or repetition of virtual class) is also 
important. A student can prefer to attend a virtual live class 
while a different student can prefer to attend the repetition 
of a virtual class. The proposed SCR approach also supports 
the detection of students learning styles. Hence, a lecturer 
can also lead students based on their learning styles.

The proposed novel SCR approach is designed and devel-
oped based on e-learning technologies (please see Sect. 3 
for detailed information). Then, the impact of this novel 
approach is evaluated in education based on different mod-
ules. The proposed SCR approach may also contribute to the 
efficiency of distance learning compared to the traditional 
F2F learning style in the classification of students. In other 
words, lecturers can primarily focus on using e-learning 
platforms rather than traditional F2F learning through the 
novel SCR approach, which is the theme of this study. Thus, 
the learning styles of students can be gradually changed by 
using the designed and developed new SCR approach.

A review of prominent student classification approaches 
is given in Sect. 2, which reveals that existing approaches 
have focused on general students' information (age, gen-
der, etc.) rather than feature categories based on e-learning 
activities (lecture notes, the virtual class for theory, the vir-
tual class for practice-LAB, etc.). Thus, this study intends 
to answer the following research questions:

•	 Can a student modeling approach be developed using 
e-learning activities to detect students learning styles?

•	 Can students be classified by using SCR based on the 
e-learning activities?

•	 Can students’ progress be monitored by using SCR for 
individual modules?

•	 Can SCR be effective for different modules?

The structure of the paper is as follows: related work on 
student classification is given in Sect. 2. Section 3 introduces 
the novel approach (Student Classification Rate—SCR) that 
can be listed under four sub-headings: data gathering, Stu-
dent Classification Rate, student classification level, and 
data mining algorithms; a rationale for the selection of data 
mining algorithms to evaluate the efficiency of the SCR 
approach is also presented. Section 4 presents the results and 
discussion on the efficiency of SCR. Finally, the conclusion 
and future direction are outlined.

2 � Related work

This section discusses the student classification approaches, 
and also provides information on the reason for using 
e-learning activities in the classification of students. In 
literature, a variety of student modeling approaches have 
been proposed based on different purposes [5]. The overlay 
model is one of the popular student modeling approaches 
invented by Stansfield et al. [6] to identify students’ levels. 
A different student modeling approach was also proposed 
to classify students using students' frequent characteristics 
named Stereotypes [7]. Also, machine learning techniques 
are well-known for student modeling approaches [8]. We 
used machine learning techniques to reveal the efficiency of 
our student modeling approach in the present study (please 
see Sect. 3 for detailed information).

Baker [9] proposed a model based on machine learning 
to automatically detect students who do not get involved 
in the learning tasks (off-task). In a different study, fuzzy 
logic was used as a constructed student modeling to assess 
students' homework and assignment [10]. GIAS is an edu-
cational system developed based on machine learning tech-
niques for course selection according to students’ learning 
styles and knowledge levels [11]. In a different student mod-
eling approach, Bayesian networks and machine learning 
techniques were combined to monitor students’ responses 
while using a Learning Management Systems (LMS) [12]. 
Also, Baker et al. [13] proposed a similar student mode-
ling approach [12] to combine the Bayesian networks and 
machine learning techniques. This model focused on the 
prediction of the students' knowledge according to students' 
learned skills. Cetintas et al. [14] presented a student clas-
sification model applying machine learning techniques for 
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automatic off-task detection in LSMs. In another study, stu-
dents learning performance is predicted based on a student 
model using machine learning techniques [5].

In a different student modeling approach, academic 
records (quizzes, exams, and assignments) are used as input 
features to predict students’ performances by employing 
machine learning techniques [15]. Zacharis [16] applied 
machine learning techniques to investigate the impact of 
online activities on students’ academic performance in 
Moodle. Ayub et al. [17] also used features obtained from 
an LMS about students' academic records including assess-
ment and exam results to improve students' engagement 
in a module. Another study used enrollment data and aca-
demic records to predict students’ performance [18]. The 
efficiency of different feature sets (students' behaviors, 
academic records, etc.) was examined in the prediction of 
students' performances [19]. Moreover, the influence of dif-
ferent feature sets on academic, behavioral, demographic, 
student attendance, and additional features about students’ 
families, etc., was examined in the prediction of students’ 
academic performances [20, 21]. Various machine learn-
ing algorithms have been used to predict students' perfor-
mances such as Random Forest (RF) [22–24], Decision Tree 
(DT) [25], Multilayer Perceptron (MLP) [26], and Logistic 
Regression (LR) [27].

Even if the previous studies regarding student modeling 
focused on the impact of the different features, few studies 
have examined the impact of academic records obtained from 
the LMS systems. However, to the best of our knowledge, 
no previous study has investigated the impact of academic 
features obtained from e-learning activities to extract the 
students’ learning styles and to monitor students’ progress, 
weekly. Thus, this research aims to create a student mod-
eling approach to determine students’ learning styles and to 
monitor students’ progress weekly/monthly. The recording 
of e-learning activity features is difficult in F2F education 
for lecturers. Thus, we believe that e-learning activities can 

be used in student classification. In this sense, a novel model 
named Student Classification Rate (SCR) using the e-learn-
ing academic records is proposed. The weekly progress of 
each student will be labeled based on SCR using different 
colors while the student's learning style is identified. Thus, 
the lecturer can monitor progress based on individual mod-
ules during the semester. The main objective of the study is 
to reveal the efficiency of e-learning platforms compared to 
the F2F learning in student modeling. The following section 
presents the proposed Student Classification Rate approach 
(SCR) developed, based on e-learning activities.

3 � A novel student modeling approach: 
student classification rate

This section provides detailed information about the gen-
eral methodology of the study. Figure 1 presents the four 
main phases including data gathering, student classification 
rate (SCR), student classification level, and evaluation of 
SCR based on data mining models. SCR aims to classify 
students, detect students’ learning styles, and monitor their 
learning progress in certain time intervals (such as weekly 
or monthly) for different modules using e-learning feature 
categories.

The rest of this section provides information about these 
phases.

3.1 � Data gathering

Two types of data related to e-learning activities and stu-
dents’ general information were collected. Data about 
e-learning activities were collected to classify the stu-
dents. Perculus ALMS distance learning system (https://​
karat​ekin.​almsc​loud.​com/) was used to obtain data about 
students’ e-learning activities (please see Table 1). The 
e-learning activities of 80 students were recorded (6 weeks 

Fig. 1   Flowchart of student classification rate (SCR)

https://karatekin.almscloud.com/
https://karatekin.almscloud.com/
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separately) until the midterm exam. Students were taking 
semester one (2020) of the object-oriented programming 
module at a university in Turkey. The students downloaded 
lecture notes from the Perculus ALMS and then attended 
the virtual classes for both theory and practice lectures 
each week, respectively. Table 1 presents the features 
related to e-learning activities that were recorded during 
this period.

Additionally, data about students’ general information were 
also obtained, including demographics, students' absence, 
and extra features about students’ families, etc. (see Table 2). 
The aim of obtaining general information was to reveal the 
efficiency of the SCR approach. In the evaluation process of 
SCR, appropriate data mining algorithms using two feature 
sets were applied. The first feature set referred to all features 
from Table 1 (e-learning features) and Table 2 (students’ gen-
eral information). The second feature set consisted of SCR 
as a feature and all features from Table 2. Then, data mining 

models’ performances were compared in terms of revealing 
the impact of SCR on the students’ performances.

3.2 � Student classification rate

The Student Classification Rate (SCR) approach consisted 
of three main stages including Pre_study stage, Virtual_class 
stage, and Virtual_LAB_class stage as illustrated in Fig. 1. 
The sum of these three stages created the SCR. An elaborated 
presentation about these stages and the calculation of SCR are 
presented in the remaining of this section.

3.2.1 � Pre_study stage

The Pre-study Stage enables lecturers to understand whether 
a student downloads the lecture notes from the ALMS sys-
tem before the virtual class. If students study the lecture notes 
before the lesson, they may understand the subjects better 
compared to students who do not study the lecture notes before 
the lesson. In this sense, the students probably get a convinc-
ing LAB grade. Thus, the Pre-study Stage is created in the 
calculation of SCR.

In Eq. (1), the rate of the pre-study stage means that if a 
student downloads the lecture note from the ALMS system, 
the rate of the pre-study stage is accepted as 10. Otherwise, the 
rate is established as 0. Note that the definition of the metrics/
parameters used in Eqs. 1, 2, 3, and 4 are given in Table 1.

(1)Pre_study_rate =

��(Lecture_Note = YES)

Pre_study_rate = 10

����

Pre_study_rate = 0

Table 1   Features on e-learning

Feature category Feature Description Variable

Lecture notes Lecture_Note Lecture note which is uploaded to the system by the lecturer. Whether the 
student downloaded the lecture notes before the lecture time is taken 
into account

numeric

Virtual class for theory Live_Class_Time Total virtual live class time for theory numeric
Attd_Time Attendance time of students to virtual live class (for theory) numeric
Attd_Rpt_Time Attendance time of students to virtual class repetition (for theory) numeric

Virtual class for practice (LAB) Live_Lab_Class Time Total virtual live LAB (laboratory) class time for theory numeric
Attd_Lab_Time Attendance time of students to virtual LAB live class (for practice) numeric
Attd_Lab_Rpt_Time Attendance time of students to virtual LAB class repetition (for practice) numeric
Ass_Sub Assignment submission time numeric

Grade (target) Lab_Grade 0 to 100 numeric

Table 2   Features on regular data

Feature Description Variable

Age Age of the student Numeric
Gender Gender of the student Binary
Study_Time Weekly study time Numeric
Study_Sup Extra study support Binary
Internet_Ava Internet at home Binary
Family_Sup Family study support Binary
Free_time Free time after school Binary
Go_Outside Going out with friends Binary
Health Current health status Numeric
Graduate Wants to graduate school (MSc 

or Ph.D.)
Binary

Activities Extra-curricular activities Binary
Computer_Ava Computer at home Binary
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3.2.2 � Virtual_class stage

The reason for the creation of this stage was to measure the 
impact of theory classes on e-learning platforms. As seen in 
Eq. (2), the rate of the virtual class stage equals the sum of a 
and b. Here, formula a shows the participation rate of a stu-
dent in the virtual live class. Then, the participation rate was 
multiplied by 30. The same calculation was also processed 
to calculate the formula b. However, formula b shows the 
attendance time of students to virtual class repetition which 
is recorded by the system automatically. Then, the repeti-
tion rate is multiplied by 10. Finally, a and b were summed 
to obtain the virtual class rate. Note that if the b value was 
higher than or equal to 10, b was accepted as 10. The reason 
behind the choice of weights (30 and 10) used in the a and b 
formula is presented rest of this stage in detail.where

Students could ask questions verbally or send a text to the 
lecturer from the chatbox of the learning systems during the 
live virtual class. Lecturers provided instant answers to stu-
dents’ questions during the live virtual class. These instant 
answers aimed to help students in terms of better under-
standing of the subjects. In contrast to this, students could 
ask questions via e-mail to the lecturer when they repeat the 
live virtual class. However, lecturers mostly did not give 
instant answers to students’ questions. The reason behind 
this is that the lecturer can be busy or cannot take enough 
time to answer students' questions. In this sense, students 
may not learn well the subjects due to the late answers, while 
the students’ interest in the subject may also decrease. Thus, 
the attendance of a virtual live class (a) was considered more 
efficient than the attendance of a virtual class repetition (b) 
in the calculation of student classification rate.

Therefore, the weight of the attendance time of students to 
a virtual live class (a) was accepted more than the attendance 
time of students to virtual class repetition (b). However, we 
tested the possibilities in the determination of the weights for 
a and b to obtain robust results in the student classification. 
In other words, a case study was carried out to determine 
the optimum weights of a and b in this study. Weights for a 
and b were tried as 20–20%, 10–30%, 25–15% and 30–10%, 
respectively. The best student classification performance was 
obtained by using the 30% (for a) and 10% (for b) weights 
in the calculation of the virtual class rate. It should be noted 
that the weights were also used in the calculation of the LAB 
virtual class rate stage.

Virtual_class_rate = a + b,

(2)
a =

(
Attd_Time

Live_Class_Time
∗ 30

)

b =

(
Attd_Rpt_Time

Live_Class_Time
∗ 10

)

3.2.3 � Virtual_LAB_class stage

The reason for the creation of this stage was to measure 
the impact of LAB classes on e-learning platforms. As 
presented in Eq. (3), the calculation of the virtual LAB 
class stage is the sum of a, b, and c. The calculation of a 
and b is similar to the a and b presented in Eq. (2). There 
is only one difference which is that the a and b presented 
in Eq. (3) are calculated by using the records about the 
virtual LAB live class instead of the virtual live class. 
Moreover, the formula c is related to the submission time 
of an assignment. In other words, if a student submits his/
her assignment on time or before the submission deadline, 
the c rate is considered as 10. In contrast to this, the c rate 
is considered as 0. Finally, the sum of a, b, and c refers to 
the virtual LAB class rate. Assignments were announced 
to students after the virtual LAB class, and so the formula 
c was included in the virtual LAB class rate formula.where

3.2.4 � Student classification rate (SCR)

The sum of rates of these three stages (pre_study, vir-
tual_class, and virtual_LAB_class) creates the SCR. The 
formula of SCR is given in Eq. 4.

The weight of pre_study_stage, virtual_class_rate, 
and virtual_LAB_class_rate was determined as 10%, 
40% and 50% in the calculation of SCR, respectively. It 
is known that the virtual_class and virtual_LAB_class 
stages are more important than the pre_study_stage [28]. 
Thus, its weight in the calculation of SCR was accepted 
as 10%. Before we decide to use 10% as a weight for the 
pre_study stage, we tried different combinations such 
as 15% and 20%. In the end, 10% was accepted as the 
weight of the pre_study stage since it provided more ben-
eficial results for this research. On the other hand, even if 

Virtual LAB_class_rate = a + b + c,

(3)

a =

(
Attd_Lab_Time

Live_Lab_Class Time
∗ 30

)

b =

(
Attd_Lab_Rpt_Time

Live_Lab_Class Time
∗ 10

)

if (Ass_Sub = YES)

c = 10

c =else

c = 0

(4)
SCR = Pre_study_stage + Virtual_class_stage

+ Virtual_LAB_class_stage



574	 Universal Access in the Information Society (2023) 22:569–579

1 3

virtual_LAB_class seems more important than virtual_
class, the virtual_class is also important as virtual_LAB_
class. The reason is that students understand the theory of 
subjects in the virtual_class before the practice related to 
the subject in the virtual_LAB_class. Thus, the virtual_
class and the virtual_LAB_class had the same importance 
for this research.

3.3 � Student classification level

Table 3 provides information on the student classification 
level. As can be seen in Table 3, the difference between 
threshold values of student classification levels is 20 which 
means that there is a standard range between the levels. The 
definition of the levels is given below:

•	 Excellent: If a student gets more than 90 grades, the level 
of the student is considered Excellent;

•	 Very Good: If a student gets a grade between 70 and 89, 
the level of the student is considered convincing for the 
course/module in many countries around the World [29]. 
Thus, the threshold value for Very Good is set as 70;

•	 Good: If a student wants to pass any module, the student 
has to get a minimum of 50 grades. Hence, 50 grades is 
accepted as the threshold value for Good;

•	 Bad: The grade for any module less than 50 is not suf-
ficient to pass any module. In this case, 30 is specified as 
a threshold value for Bad;

•	 Very Bad: A grade less than 30 is highlighted as a 
threshold value for the Very Bad level.

Additionally, Table 3 consists of colored levels based on 
the students' grades. Lecturers can easily monitor students’ 
progress through these colors.

3.4 � Selection of data mining models to evaluate 
the efficiency of SCR

The efficiency of the SCR approach is measured by using 
data mining models based on two feature sets described 
in Sect. 3.1. These models are Artificial Neural Network 
(ANN) and Random Forest (RF). The reason behind the 
selection of these models is that they are the most preferred 
models in the students' classification or student performance 
prediction cases [30, 31].

3.4.1 � Artificial neural network

ANN consists of input, hidden, and output layers [32]. The 
input parameters are processed in the hidden layer, and then 
the result is generated through the output layer. The utiliza-
tion of an activation function enables the network to make 
a relationship between input and output. The reason behind 
this is that nonlinear property is introduced to the network 
through the activation function. Figure 2 shows the architec-
ture of the employed neural network.

Two different ANNs were created to measure the effi-
ciency of the SCR approach. In the first ANN, twenty fea-
tures were used (see Tables 1 and 2) in the input layer, and 
one hidden layer with 14 neurons was used to predict the 
students’ LAB grades. According to researchers, the num-
ber of inputs should take into account when deciding the 
number of neurons in the hidden layer [33, 34]. Moreover, 
the ReLu activation function was used in terms of making 
a relationship between the input and output. On the other 
hand, in the second ANN, thirteen features including SCR 
(which was calculated using e-learning features presented 
in Table 1) and general features (see Table 2) were used in 
the prediction of students’ lab grades. In this case, 8 neurons 
were used in the hidden layer and then the ReLu activation 
function was also used to generate an output.

Table 3   Colored level table on student classification

Colored level Grade

Min (Threshold) Max

Excellent (Green) 90 100
Very Good (Light Green) 70 89
Good (Yellow) 50 69
Bad (Light Red) 30 49
Very Bad (Red) 0 29

Fig. 2   General Architecture of 
ANN
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3.4.2 � Random forest

Random Forest (RF) is considered a tree-based ensem-
ble learning algorithm that uses multiple decision trees 
to provide an output [35]. The output is calculated using 
the random subset of features in each node of the decision 
tree. Then, the outputs of individual trees are combined in 
Random Forest to generate the final output. The number 
of trees in the Random Forest should be determined to 
obtain optimum results [36]. Thus, here, a different num-
ber of trees (10, 50, 100) were tried to decide an optimum 
number of trees. The best performance was obtained with 
fifty trees.

3.4.3 � Evaluation metrics

Root mean squared error (RMSE), mean squared error 
(MSE), and mean absolute error (MAE) evaluation met-
rics are often used in the evaluation of the performances of 
models. In this study, performances of ANN and RF mod-
els were evaluated based on mean absolute error (MAE). 
The reason for this is that MAE is a more efficient esti-
mator compared to the RMSE/MSE based on the popula-
tion mean of absolute error [37]. In MAE, the difference 
between the actual and predicted value is used to measure 
the average magnitude of the error [38].

where P
i
 is the actual value, P̂

i
 is the predicted value from 

the model and n is the number of observations. Also, fivefold 
cross-validation was used in the study [39].

4 � Results and discussion

4.1 � Importance of features for student classification

To reveal the importance of features in the student clas-
sification process, the Pearson correlation between SCR 
mean of six weeks and the lab grades mean of six weeks 
has been calculated (0.78 with the 95% confidence inter-
val). Note that the correlation between the SCR mean and 
the lab grade mean is statistically significant indicating 
that there is a positive relationship between the mean of 
SCR and lab grade. The correlation also indicates that the 
features and the weight of each stage used in the SCR for-
mula seem appropriate in the classification of students. It 
can be inferred that students will be classified correctly by 
using the proposed SCR approach, and the most effective 

(5)MAE =
1

n

∑

i=1

|||
P
i
− P̂

i

|||

feature can be considered as the attention to the live virtual 
class and live virtual LAB class.

Means of students’ lab grades for six weeks were com-
pared to determine the students’ learning styles. The mean 
lab grades for students attending the live virtual class was 
64 (81% of students), whereas the mean lab grade was 16 
(19% of students) for students attending the only repetition 
of the virtual class. This shows that most of the students’ 
(81%) learning styles refer to attending the live virtual class. 
Moreover, it should be noted that attendance of live virtual 
class or live virtual class repetition was not compulsory for 
students. Also, 24% of students attended both live virtual 
class and live virtual class repetition. However, these stu-
dents did not watch the whole video, and so they probably 
repeated some parts of the lecture which were not clear to 
them. In general, most of the students prefer to study during 
daytime.

Repetition of the virtual class and pre-study stage has the 
same weight in the proposed SCR approach. The reason is 
that students cannot ask any instant questions to the lecturer 
in the repetition of the virtual class and pre-study stage. In 
other words, students should learn subjects themselves if any 
subject is not clear for them or ask questions to lecturers via 
email, etc. Thus, repetition of the virtual class and pre-study 
stage weights is assigned the same in the SCR approach. 
Also, the lecturer captures information about the self-study 
ability of students through the pre-study stage.

On the other hand, the submission time of the assignment 
is also taken into account in the virtual_class_LAB_rate as 
10%. This feature is important as the pre-study stage and 
attendance time of students to virtual class repetition (for 
theory/LAB). The reason behind this is that the lecturer has 
information about whether the student has self-disciplined or 
not. For example, if a student submits his/her assignment on 
time or before the submission deadline, these students can be 
considered self-disciplined students. Thus, submission time 
plays an important role in the calculation of SCR. Also, no 
additional time was given to students for assignment submis-
sion after the deadline. However, students may not submit 
their assignments on time due to health problems, and this 
health problem may affect students’ learning. It should be 
noted that students did not provide any medical reports dur-
ing the submission times in our dataset. We assumed that 
students did not have any health problems during the first 
six weeks of the term. If students had health problems, they 
should have been considered as outliers to obtain robust 
classification results.

4.2 � Evaluation of the SCR approach using data 
mining method

The SCR approach is evaluated in this section using ANN 
and RF data mining models. These models were evaluated 
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based on MAE error metrics as explained in Sect. 3.4.3. As 
presented in Sect. 3.1, data consisted of 21 features. Eight of 
these features were obtained from e-learning activities and 
the rest of them were regular features. The eight e-learning 
features were used to obtain SCR as given in Eq. 4.

In the evaluation part of SCR, all features (20) were ini-
tially used to predict the LAB result of students based on 
ANN and RF. Then, SCR (1 feature) and the regular features 
(12) were combined to predict the LAB result of students 
using ANN and RF algorithms. The evaluation was car-
ried out for the first six weeks of the term. According to 
the results presented in Table 4, the SCR + General feature 
set provided better results for each week compared to the 
E-learning + General feature set. The SCR approach can 
be considered an effective approach to student classifica-
tion. The best MAE value for SCR + General and E-learn-
ing + General feature sets are 0.7 and 1.1, respectively, and 
they were obtained by applying the RF.

The results show that the proposed SCR approach can be 
used to classify students in terms of weekly progress infor-
mation. Also, the proposed SCR approach can be applicable 
only for this kind of data.

4.3 � Color‑labeled student classification information 
using the SCR approach

Students’ levels were classified according to the SCR which 
was described in Sect. 3.3. Table 5 provides information on 
the weekly number of students' classification results based 
on the SCR.

One of the research goals of this study is to correctly 
classify students through SCR. From Table 5, it can be 

seen that the number of students at the Good level is more 
than the number of students in other levels for each week. 
On the other hand, the number of students at the Excellent 
level is the least among the groups. It is noted that a normal 
histogram is an expected case on the separation of the stu-
dent numbers based on the classification levels or grades, 
etc. [40]. In our study, a normal histogram was obtained 
through the SCR approach because the density was at around 
the three levels (Very Good, Good, Bad). The number of 
students at the Very Bad level is reduced from Week 1 to 
Week 6 in general. This implies that students learn computer 
programming, and so the level of students usually moves 
up to the next or further levels. These results show that 
the proposed SCR approach is appropriate for the student 
classification.

Table 6 illustrates the weekly color-labeled progress of 
five different students. As seen in Table 6, the progress of 
Student 1 slightly decreases from the first week to last week. 
One can state that this student had a high grade from the 
first lab exam and then student 1 may have reduced study-
ing or not focused on subjects. On the other hand, progress 
during the first three weeks of Student 4 remained stable 
and slightly increased from week 4 to week 6. The rest of 
the students’ (Students 2, 3, and 5) progress varied, as can 
be seen in Table 6.

Even if the proposed approach answered the research 
questions presented in Sect. 1, there are some outliers. For 
instance, some students attended both live virtual class and 
repeated the virtual class regularly but their weekly progress 
is stable and does not increase. On the other hand, some 
of the students’ weekly progress slightly increases even if 
they did not repeat the virtual class. This means that the 

Table 4   Result of the SCR 
evaluation

The bold values show the best MAE rate for each feature set

Feature Set Data mining 
model

Week No

W1 W2 W3 W4 W5 W6

E-learning + General ANN 2.7 3.3 2.9 4.6 3.5 3
RF 1.2 1.4 1.1 1.7 1.7 1.2

SCR + General ANN 2 2.9 2.6 3.1 2.9 2.8
RF 0.7 1.1 0.8 1.4 1.2 0.9

Table 5   Weekly number of 
student classification level 
results based on SCR

Week No Excellent Very good Good Bad Very bad Total

1 5 11 28 14 22 80
2 7 19 33 10 11 80
3 7 16 25 13 19 80
4 5 20 24 22 9 80
5 4 27 31 13 5 80
6 5 24 29 15 7 80
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live virtual class can be considered more important than 
the repetition of the virtual class in the student classifica-
tion. Moreover, the weekly improvement process of some of 
the students who did not attend the live class reduces. The 
reason behind this is that the students cannot ask any ques-
tions to the lecturer while they are watching the repetition 
of the virtual class, and so students cannot improve their 
skills. However, it is noted that lecturers can easily man-
age students based on their weekly color-labeled progress 
information (see Table 6). Also, the lecturers may accelerate 
the improvement progress of the students through the SCR. 
Additionally, a lecturer can monitor students’ weekly pro-
gress not only for a module but also for more than one mod-
ule during the term. That is, students' overall weekly pro-
gress for each module can efficiently be monitored through 
SCR by a lecturer.

4.4 � Applying SCR to different datasets

The proposed student modeling approach was also used for 
different datasets behind the object-oriented programming 
module. Two different data sets were also collected using 
the Perculus ALMS platform. Data of 132 students taking 
Java programming module and data of 28 students taking 
Deep Learning module in Python were recorded until the 
midterm exam. Table 7 shows the performance results of 
the algorithms using these data.

The SCR + General feature set provided better results for 
each week compared to the E-learning + General feature 
set based on Java programming and Deep Learning data 
sets. In the Java programming module, the best MAE value 
for SCR + General and E-learning + General feature sets 
obtained by application of the RF are 0.8 and 1.2, respec-
tively. On the other hand, RF provided better MAE values 
compared to ANN based on the Deep Learning data set (the 
best MAE value for SCR + General and E-learning + General 
feature sets are 4.9 and 5.2, respectively).

It should be highlighted that the SCR approach is not 
the best in terms of student classifying. However, it can be 
considered an efficient and sufficient approach. The reason 
behind this is that SCR provided desired results with differ-
ent datasets (Java programming and Deep Learning mod-
ules) besides data set about object-oriented programming 
modules.

5 � Summary of contributions

The proposed, novel, SCR approach achieved to classify 
students, which is the main contribution of this study. Thus, 
a lecturer can reliably prefer to use e-learning platforms for 
teaching. Then, the lecturers can monitor students learning 
progress at weekly (or any other frequency) intervals, which 
is another contribution of this study (see Table 6). In this 
sense, lecturers may manage their students based on weekly 

Table 6   Students’ weekly color 
labeled progress information

Students Week 1 Week 2 Week 3 Week 4 Week 5 Week 6
S1 

(repeat of the lesson)

S2 
(live virtual lesson)

S3 
(live virtual lesson)

S4 
(live virtual lesson)

S5 
(repeat of the lesson  

+ live virtual lesson)

Colour Defini�on
Excellent 
Very Good 
Good
Bad
Very Bad 

Table 7   Results of SCR 
evaluation for different courses

The bold values show the best MAE rate for each feature set

Data set Feature set Data mining 
model

Week No

W1 W2 W3 W4 W5 W6

Java Prog E-learning + General ANN 2.1 2.8 4.3 1.6 3 3.5
RF 1.7 2.1 4 1.2 2.4 2.9

SCR + General ANN 1.8 2.3 3.7 1.4 2.2 3.1
RF 1.2 1.5 3.3 0.8 1.8 2.7

Deep Learning E-learning + General ANN 6.6 7.1 5.7 8.3 6.2 6.4
RF 6.1 6.5 5.2 7.4 5.7 6

SCR + General ANN 6.4 6.7 5.5 7.7 5.8 5.9
RF 5.8 6.1 4.9 6.9 5.1 5.3
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learning progress. For instance, a student's level can be bad 
in the first week of the semester. Then, the lecturer aims 
to improve the student’s level from bad to good. It could 
be inferred from this example that the proposed novel SCR 
approach enables to increase the quality of education level in 
terms of both students and lecturers. The proposed approach 
was also used for different modules (Java Programming in 
BSc and Deep Learning at MSc level) besides the Object-
Oriented Programming module at BSc level. The reason 
behind the use of the SCR approach for different modules 
is to reveal the efficiency and robustness of this approach in 
different modules which is another contribution of this study. 
Moreover, even if F2F learning has significant advantages 
for the educational process, obtaining the features through 
e-learning activities is difficult using F2F learning. Moreo-
ver, the use of e-learning platforms has become widespread 
with the COVID-19 pandemic. In this sense, it can be con-
sidered that the use of e-learning platforms in the student 
classification can be more efficient than traditional F2F 
learning because the academic features are automatically 
recorded through the e-learning platforms. Highlighting the 
efficiency of the e-learning platform in student classification 
using academic records against the F2F learning is another 
contribution of this study.

6 � Conclusion and future directions

A novel color-labeled student modeling approach has been 
presented in this paper. E-learning activities were used to 
create the Student Classification Rate (SCR) in terms of 
detecting students learning styles and monitoring students' 
weekly learning progress. The findings show that the pro-
posed student modeling approach correctly detects students’ 
learning styles and monitors students' weekly progress dur-
ing the term. Thus, lecturers can easily contribute to the 
improvement of students’ learning levels. The lecturer can 
also provide personalized feedback for each student based on 
weekly color-labeled progress information. Artificial neural 
networks and random forest algorithms were applied based 
on two different feature sets in the evaluation part of the 
SCR. The findings show that random forest provided the 
lowest MAE value (0.7) using the SCR and general data. 
Additionally, the proposed SCR approach was also used for 
two different modules, namely Java Programming and Deep 
Learning modules. The random forest was again provided 
the lowest MAE values (0.8 and 4.9, respectively) using the 
SCR and general data.

Case-Based Reasoning (CBR) can be used to accelerate 
the detection of student learning levels and the personal-
ized feedback process. Thus, the feedback process can be 
automated as much as possible. This will enable lecturers to 

use the SCR approach more efficiently. Moreover, students 
can be classified separately based on three feature categories 
presented in Table 1 namely lecture notes, the virtual class 
for theory, and the virtual class for practice (LAB). In this 
sense, the lecturer may manage students based on separated 
feature categories.
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