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Abstract

Aesthetics is a central consideration in user interface design. It is
known to affect end-user behavior and perception, in particular the first
impression of graphical user interfaces. However, what users perceive as
pleasant or good design is highly subjective. We contribute a compu-
tational model that estimates the visual appeal of a given webpage for
several common cohorts, or user groups, including gender, age, and edu-
cation level. Our model, a convolutional neural network trained on 418
webpage screenshots having 771k aesthetic scores (in a 1–9 Likert scale)
from 32k users, achieves high accuracy and is always less than 1 point
off from ground-truth ratings. Designers can use our model to anticipate
how people would rate their webpage, offer personalized designs according
to the visual preferences of their users, and support rapid evaluations of
webpage design prototypes for specific cohorts.

Keywords: Webpage Aesthetics; Visual Design; Computational Ac-
cessibility; Neural Networks

1 Introduction

Aesthetics plays a key role for user behavior and perception, especially when
it comes to forming a first impression of a given webpage [21, 22]. First im-
pression refers to the perception of beauty or appeal formed within the first
few seconds, and even milliseconds, within viewing a design [9]. It has been
noted that aesthetics can impact user’s decision making process [52] and con-
sumer loyalty [39, 25] and it is found a strong determinant of users’ satisfaction
and pleasure [19]. Indeed, a pleasant design can attract more users, increase
credibility, and influence purchase intentions [36, 46].

This paper contributes to understanding different users’ variability in web-
page aesthetics. We will refer to the aesthetics construct as first impression of
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visual appeal. What users perceive as pleasant or good design is highly sub-
jective; people with different backgrounds usually have different visual prefer-
ences [38, 54]. For example, it has been reported that people in Russia and
Finland prefer simpler designs, while people in North Macedonia and Malaysia
prefer colourful designs [37]. Another study found that males tend to rank
higher webpages designed by males, and similarly for females [31]. It is com-
monly agreed that our human visual system is able to quickly generate feature
representations that can describe visual appeal [10]. At the same time, designers
may have some target users in mind but eventually they evaluate their designs
with few users, mainly because of limited time or budget. Therefore, first im-
pression of web pages effectively creates a permanent impression [22]. It is hence
important for designers to quantify webpage aesthetics reliably.

We contribute a computational model that estimates the visual appeal of
a given webpage for several cohorts, i.e. user groups or profiles. To the best
of our knowledge, there is no previous model to quantify first impression con-
ditioned to particular characteristics of a cohort, for example gender, age, or
education level. Previous work assumed a one-size-fits-all homogeneous user
group, however people with different backgrounds have different perceptions of
design aesthetics. Reinecke et al. [38] investigated the statistical effect of demo-
graphic information on visual appeal, but they never predicted the perceived
aesthetics score for any user cohort. Our model, a convolutional neural network
trained on 418 webpage screenshots having 771k aesthetic scores (in a 1–9 Likert
scale) from 32k users, is highly accurate and always less than 1 point off from
ground-truth scores. Ultimately, our model provides data-driven insights which
designers can use to judge and compare webpage designs, anticipate how peo-
ple would rate their webpage, and support rapid evaluations of webpage design
prototypes for specific cohorts.

2 Related Work

The research literature on visual aesthetics is huge and space precludes a com-
plete treatment. We would recommend the review by Tractinsky et al. [47] and
a more recent meta-analysis by Thielsch et al. [45]. Owing to the importance
of first impression, several general guidelines have been proposed for designing
a webpage [1, 35, 40]. However, it is also known that there is vast individual
variability in aesthetics preferences [21, 22]. Previous work has attributed vari-
ability to demographic attributes and culture [37], personal traits [14], as well
as gender [31]. To avoid fixating on a single user group, it is important that
designers can take such variability into account. This calls for methods that
help designers flexibly take different stances beyond the immediately available
ones.

However, how to best quantify aesthetics is an ongoing research topic. In
bottom-up approaches, aesthetics is computed using image features. Researchers
have mainly focused on two hand-crafted visual features: colorfulness [6, 29] and
visual complexity [27, 51, 56]. However, there are more visual features that may
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impact the user’s appealing perception, such as symmetry [50], compositional
elements [2], wireframe geometry [26], balance [20], harmony [30], novelty [12],
and typography [23]. Quantifying all these features is hard because there is no
measurement consensus; see e.g. Miniukovich et al. [28].

In top-down approaches, human visual appeal is used to train a statistical
or machine learning model. However, classic statistical models (see e.g. [38, 55])
are often unable to model complex relationships and capture non-linearities
within the data, especially if we want to condition the model to different co-
horts. Hence, a more reasonable approach is to predict self-reported measures
of webpage aesthetics with deep learning models, considering the tremendous
impact they have had in computer vision and related areas [53]. Concretely, con-
volutional neural networks (CNNs) currently set the state of the art in visual
recognition [3, 11] and have been proposed for computing webpage aesthetics
before us [8, 18], however no previous work have considered any cohort types.
As stated in the previous section, it is important for designers to quantify web-
page aesthetics reliably, as different people perceive different designs in a very
different way. In the following section we describe our approach.

3 Experiments

We use a public dataset from LabintheWild1 that contains ground-truth ratings
(1–9 Likert scale) of first-impression visual appeal for 418 webpage screenshots
from about 32k participants [37]. The dataset provides 771083 paired ratings
together with demographic information such as gender, age, education level,
language, and citizenship.

As explained by Reinecke et al. [37], screenshots were displayed for 500ms
and were rated twice by each participant. Thus, we average both ratings so that
each participant is considered as an independent rater of each webpage. Then,
for each webpage we average all scores received from each participant, since the
task is webpage’s aesthetics prediction (not user’s). Aesthetic scores are thus
continuous values distributed in the [1, 9] range,2 so we framed our prediction
task as a regression problem.

3.1 Model Architecture

To begin, we investigate what is the most adequate neural network architecture
for our task, for which we train a general-purpose CNN model. In a nutshell,
CNNs use a hierarchy of layers that progressively extract abstract visual features
(feature maps) such as contours, borders, shapes, or textures, and propagates
those features to subsequent layers, similar to the human vision system [16, 49].
We experiment with several deep learning models pre-trained on the popular Im-
ageNet dataset [7], which we fine-tune to the LabintheWild dataset via transfer

1http://labinthewild.org/studies/aesthetics/
2Once aggregated by webpage, scores are roughly comprised in the [1, 7] range.
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learning [33, 43]. These pre-trained models are the following, by chronological
order of discovery:

Inception [42], also know as GoogLeNet, is one of the earliest CNN architec-
tures. It uses adaptive filters inspired by the Hebbian theory from human
learning [24].

OxfordNet [41], also known as VGG-16, promotes small receptive fields and a
simple, homogeneous architecture. It is still considered to be an excellent
human vision model.

ResNet50 [13], named after its 50 layers stack, introduced residual learning
via shortcut connections, allowing for faster training times and increased
accuracy than its predecessors.

DenseNet [15] concatenates previous information from earlier convolutional
layers and passes its feature maps to all subsequent layers. It achieved
comparable accuracy to ResNet50 using fewer trainable weights (26M vs
32M, respectively).

Xception [5] uses depth-wise separable convolutions, so the number of con-
nections are fewer and the model is lighter. It outperformed all its prede-
cessors (including OxfordNet, ResNet50, and Inception) in several image
classification tasks.

We also train our own CNN model, inspired by the OxfordNet architecture.
Our custom CNN model has 2 convolutional layers with 32 filters of size 5,
followed by a global average pooling layer, for regularization purposes, a fully-
connected (FC) layer of 4096 neurons with 0.5 dropout, and the output layer
with one neuron (since the aesthetics score is a single value). We tried other
model configurations but they did not perform so well. For example, more than
2 layers did not improve performance and in some cases led to overfitting issues,
which we resolved with the Dropout layer. The most important design decision
is the receptive field of our CNN layers (size 5). By having such small receptive
fields, it is possible for different hidden neurons to become highly specialized
in specific regions of the input image. We tried more filters and larger filter
sizes, but they did not improve performance either. All layers use ReLU acti-
vation [32], except the output layer which uses linear activation (since it is a
regression model). Finally, we also consider the Webthetics model proposed by
Dou et al. [8], which is the closest approach to our work and whose implemen-
tation is publicly available.3

3.2 Model Training

We randomly split the 418 screenshots in three partitions: a training set with
267 screenshots, a validation set with 67 screenshots, and a test set with the

3https://github.com/carrenD/Webthetics
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remaining 84 screenshots. We use stratified sampling to ensure our partitions
are well balanced (Figure 1). We train all models (Table 1) on the training set
for 200 epochs at most, using early stopping of 10 epochs to retain the best
model weights and monitor its performance on the validation set. We do not
apply any data augmentation technique (e.g. cropping or horizontal flipping)
since we argue that webpage aesthetics should be assessed according to the
original webpage design and not a modified version of it. We train in batches
of 32 screenshots each, which are resized to a 160x120 px resolution to speed
up training. We use the popular Adam optimizer with learning rate η = .0005
and decay rates β1 = 0.9 β2 = 0.99, and the mean squared error (MSE) as a
loss function. Finally, the trained models are evaluated on the held-out test set,
which simulates unseen data.

Train (N=267) Validation (N=67) Test (N=84)

2 4 6 2 4 6 2 4 6
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Figure 1: Distribution of user ratings in each data partition. The vertical red
line denotes the mean rating.

4 Results

The overall results of these experiments are reported in Table 1. Together
with the MSE, we also report the mean absolute error (MAE). While MSE
penalizes large deviations in the model predictions, MAE informs about the
overall prediction variability. We also discretize the aesthetic scores by rounding
to the nearest integer, to simulate what a user would have rated in the original
LabintheWild setting, and compute the multi-class accuracy score. A random
classifier would be right in 11.1% of the cases, therefore any competitive model
should be more accurate than this.

As can be observed in Table 1, both Webthetics and our custom CNN out-
perform all the pre-trained models. We can see that all pre-trained deep learning
models are off by more that one point in terms of MSE and more than 2 points
in MAE, therefore when rounding the predicted aesthetic scores to the near-
est integer, they do not match the ground-truth scores in most cases, and so
accuracy is 0.0 for some of these models. We attribute the bad performance
of such pre-trained models to the fact that they were exposed to natural scene
imagery [7], and webpage screenshots are of quite a different nature; e.g. they
are more colorful, have sharper borders, often less textures, etc. Hence, by
training a CNN model from scratch (both Webthetics and our custom model),
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Table 1: Experiments to decide the most adequate network architecture. As a
reference, a random classifier would achieve 1/9 = 11.1% accuracy on this task.

Test set performance

Architecture Ref. MSE ↓ MAE ↓ Acc. (%) ↑
Inception [42] 1.143 2.740 6.2
OxfordNet [41] 1.289 2.945 3.1
ResNet50 [13] 1.376 3.118 0.0
DenseNet [15] 1.376 3.118 0.0
Xception [5] 1.396 3.097 0.0
Webthetics [8] 0.749 0.704 45.2
Our CNN model 0.678 0.630 57.1

it is possible to learn these subtle but important design patterns. In addition,
pre-trained models are far more complex than our custom CNN and thus re-
quire much more training data to achieve competitive performance, even after
fine-tuning (transfer learning) to the task at hand.

It is worth mentioning that our custom CNN model outperforms Webthetics
by a small margin in terms of MSE and MAE, however the gain in terms of
classification accuracy is clear, with more than 10 percentual points of difference.
More importantly, our custom model architecture is much simpler: we only use
two CNN layers and one FC layer, 167k trainable weights in total, whereas
Webthetics uses five CNN layers (with max. pooling and dropout) and two FC
layers, 5M weights in total. We also note that the original Webthetics paper [8]
used 256x192 grayscale webpage screenshots as input and was pre-trained on 80k
Flickr images. Further, Webthetics did not use a held-out test partition (which
simulates unseen data) so, taken together, these differences explain the slightly
worse performance in our experiments as compared to their paper. In sum,
our model outperforms state-of-the-art approaches in this regression task with
a significant reduction in computational complexity (30x less model weights).

The MAE of our custom CNN model is 0.63, which indicates that the pre-
dictions delivered by the model are off by less than one aesthetic score point on
average. In other words, if a given webpage has received an aesthetics score of,
say, 6 on average, our model most probably will predict a score that is greater
than 5.37 and less than 6.63. Then, considering that

√
MSE = 0.82, we can see

there is some variation in the magnitude of the errors though very large errors
are unlikely to have occurred; e.g. because of outliers. Finally, the Spearman’s
rank correlation coefficient is ρ = 0.637 (p < .001), which indicates that our
model’s predictions correlate well with ground-truth ratings.

4.1 Cohort-based Results

We are now confident that our model can predict with notable accuracy the
visual appeal score of a given webpage for a “generic user” group. But what
about predicting for different user cohorts? We repeat the training procedure
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of our custom CNN model while segregating the data on the basis of the follow-
ing demographic information available: gender, age, and education categories.
Table 2 depicts the results of these experiments.

We can see that our model is still very accurate, with a MAE below 0.7 and
an MSE no larger than 0.163, which corresponds to a deviation of 0.4 points on
average. Again, we can conclude that our model’s predictions correlate well with
ground-truth ratings, as further indicated by the Spearman’s rank correlation
coefficient. All correlations reported in Table 2 are statistically significant (p <
.001).

Table 2: Test performance results of our model for all the different cohorts
considered. We denote in bold typeface the best result column-wise within a
given cohort.

Num Ratings Test performance

Category Cohort Train Validation Test MSE ↓ MAE ↓ ρ ↑
Gender Male 221044 55261 69076 0.114 0.662 0.630

Female 267300 66825 83532 0.129 0.644 0.553

Age 12–20 73013 18254 22817 0.122 0.695 0.658
21–30 190736 47684 59605 0.163 0.778 0.562
31–40 110065 27517 34396 0.113 0.638 0.610
41–50 54178 13545 16931 0.089 0.513 0.700
51–70 51928 12982 16228 0.109 0.579 0.402
+70 3494 874 1092 0.119 0.587 0.466

Education Pre-high school 6142 1536 9598 0.123 0.661 0.637
High school 71006 17752 22190 0.128 0.634 0.724
College 205179 51295 64119 0.103 0.576 0.641
Graduate school 118740 29685 37106 0.100 0.594 0.598
Post-graduate 45614 11404 14255 0.142 0.691 0.539

All General 493494 123373 154216 0.678 0.630 0.637
Rand. sample 100k 64000 16000 20000 0.088 0.556 0.665

Age-related changes in visual perception are well known in the research lit-
erature, see e.g. [1, 51, 29, 6]. Interestingly, while Spearman correlation in
our ‘+70’ cohort is smaller than in other cohorts, the MAE is sensibly smaller.
Overall, we can see that people aged 40 or older exhibit less variance in their per-
ceived aesthetics scores. No sensible differences in terms of MSE were observed
across all the cohorts considered.

We performed a statistical analysis to see if there is some difference in the
predictions delivered for any of the user cohorts. We include two baselines in
these comparisons: the average model (trained on all the available data) and a
model trained on 100k random data points. First, we run an analysis of variance
(ANOVA) as omnibus test: F (14, 1162) = 4.03, p < .001. Since the omnibus
test is significant, we run pairwise t-tests as post-hoc tests, to see where exactly
are the differences between conditions. We apply the false discovery rate (FDR)
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(b) Aesthetics score prediction

Figure 2: Left: p-values (FDR-corrected) of the pairwise comparisons after a
significant omnibus test. Lighter colors denote smaller p-values. Right: pre-
dicted vs. ground-truth aesthetic scores in the test set.

correction to guard against type I errors because of multiple comparisons. FDR
has more statistical power than family-wise correction methods like Bonferroni.
Figure 2(a) summarizes the results. As can be observed, differences between
groups are statistically significant in many cases. In sum, having group-specific
models instead of having just a single (general) model is beneficial and definitely
more informative that a one-size-fits-all approach.

4.2 Prediction examples

Finally, we provide prediction examples for webpages that were perceived as
good and bad (Figure 3) from the test set, which means they were not seen
during model training. As can be observed, our model achieves notably good
performance for all cohorts, very similar to the performance achieved by the
general model and mostly in line with ground-truth aesthetic scores. This is
also reflected in Figure 2(b), where we can see that all trend lines are often
aligned with the diagonal of the plot. We can conclude that our model can
predict first-impression webpage aesthetics for different user cohorts reliably.
Although the differences in how people rate website aesthetics may seem small
at first sight, we argue that it is interesting to see how different cohorts differ
from one another, even if there is only one or two aesthetics score points of
difference. More important, our model can provide an estimation range for a
given category (e.g. age), which is much more informative than providing a
single prediction value for everybody.

5 Discussion and Future Work

In this paper, we have studied a data-driven method that can help take the
perspective of another user group in design. Instead of automating design, we
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Cohort True Predicted

General 7.04 6.62

Male 7.19 6.68
Female 6.84 5.99

12–20 yr. 7.58 7.27
21–30 yr. 7.26 6.86
31–40 yr. 6.90 5.97
41–50 yr. 6.66 5.90
51–70 yr. 6.28 5.99
+70 yr. 5.74 5.67

Pre-high school 7.58 7.25
High school 6.97 6.54
College 7.06 6.90
Graduate school 7.18 6.67
Post-graduate 6.72 6.48

Cohort True Predicted

General 1.48 1.83

Male 1.49 1.96
Female 1.47 1.94

12–20 yr. 1.39 1.99
21–30 yr. 1.35 1.38
31–40 yr. 1.43 2.00
41–50 yr. 1.54 2.11
51–70 yr. 2.05 3.50
+70 yr. 3.03 3.50

Pre-high school 1.84 2.48
High school 1.71 1.81
College 1.40 1.60
Graduate school 1.47 1.75
Post-graduate 1.50 1.88

Figure 3: Sample average ground-truth ratings (True column) vs. model predic-
tions (Predicted column) for webpage designs perceived as visually good (right)
and visually bad (left), picked at random from our test set.

believe it is necessary to study machine learning methods that are plausible,
compatible, and can support designers’ work. Such approaches in general may
help in being more emphatic, but also in systematically evaluating alternative
perspectives, so as to avoid fixating on a single user group or scenario.

We have addressed the challenging task of predicting webpage aesthetics
(first impression of visual appeal) for different user cohorts. With our compu-
tational model, designers can now quickly get an analytical estimation of how
different user groups would perceive a webpage. This can help designers to cre-
ate more inclusive and more accessible designs (e.g. better layouts and/or color
schemes for aging groups) informed by the quantitative predictions delivered by
our model. The model can be integrated into design tools that permit plugins
or APIs, such as Sketch4 or Figma.5

4https://www.sketch.com/
5https://www.figma.com/
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It is important not to confuse the presentation time of a given stimuli and
the needed processing time of the human visual system. Previous works have
presented stimuli for only 50ms or even less [22, 44, 48, 51] and evaluations
of these shortly presented stimuli were quite stable, but it is unlikely that the
cognitive processing of these stimuli only takes a few milliseconds [34]. With
respect to very quickly made aesthetic webpage evaluations, Bolte et al. [4]
noted that it takes several hundred milliseconds to form first impressions, about
600–800ms; which is not very far from the 500ms onset used in the dataset we
have analyzed in this paper.

One limitation of our model is that it cannot predict how an individual
user would perceive a given webpage design, since our training data comprise
aggregated scores from several users. We believe that individual-level predic-
tion is presently out of reach, mainly due to unavailability of suitable training
data. Training individual-level models would only be possible if we could collect
several ratings from the same user for a large number of webpages.

Our proposed model architecture is rather simple, for which the LabintheWild
aesthetics dataset is an adequate resource. Importantly, while the number of
websites in this dataset can be deemed as small (418 screenshots), the number
of aesthetics scores is very large: 771k scores coming from 32k users world-
wide. Thanks to this large pool of user ratings, our model can accurately pre-
dict how different user cohorts would rate a given website. However, since the
LabintheWild aesthetics dataset was released in 2014, it remains unclear how
well those predictions would transfer to websites designed with modern CSS
frameworks such as Material Design6. We believe that, if the rendering style is
not dramatically different from those found in the LabintheWild dataset, our
model should deliver on-par high-quality predictions for newer websites.

As noted, we did not investigate new design features to be used in com-
putation, as these were automatically derived by our model. This is perhaps
the most interesting property of deep learning models: in the past, a huge in-
vestment on manually crafted featured was required to train classic machine
learning models. This is no longer the case with deep learning, where models
can learn the best feature representation for the task at hand. However, since
web design is subject to trends and fashions, an interesting avenue for future
work would be to analyze the evolving nature of aesthetic judgments over time.
As noted, our model has been trained on a “static” set of websites, therefore
we should collect more (and more recent) training data, not only in order to
conduct such analysis, but also to keep our predictions updated.

At present, our CNN architecture can assess first-impressions for a limited
set of individual cohorts. For future work, we plan to add more cohorts (e.g.
citizenship) and combine them to predict more sophisticated outcomes; i.e. we
would like to offer designers the possibility of guessing how e.g. “Uneducated
males in their fourties” would rate a webpage design. Finally, aesthetics may
change according to the user’s familiarity, due to learning or changes in the
task [17], but in this paper we only have considered the first impression of

6https://material.io/develop/web
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the users, since it has been shown that users make lasting judgments about a
website’s appeal within a split second of seeing it for the first time [38].

6 Conclusion

We have contributed a computational model that estimates the visual appeal
of a given webpage for several common cohorts, including gender, age, and
education level. Our model, a convolutional neural network trained on 771k
aesthetic scores (in a 1–9 Likert scale) from 32k users, achieves high accuracy
and is always less than 1 point off from ground-truth ratings. Previously it was
not possible to anticipate how people from different user cohorts would rate a
webpage. In addition, web designers can use our model to offer personalized
designs according to the visual preferences of their users, and support rapid
evaluations of webpage design prototypes for specific cohorts.
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