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Abstract
People living with deafness or hearing impairment have limited access to information broadcast live on television. Live 
closed captioning is a currently active area of study; to our knowledge, there is no system developed thus far that produces 
high-quality captioning results without using scripts or human interaction. This paper presents a comparative analysis of the 
quality of captions generated for four Spanish news programs by two captioning systems: a semiautomatic system based on 
respeaking (system currently used by a Spanish TV station) and an automatic system without human interaction proposed 
and developed by the authors. The analysis is conducted by measuring and comparing the accuracy, latency and speed of 
the captions generated by both captioning systems. The captions generated by the system presented higher quality consider-
ing the accuracy in terms of Word Error Rate (WER between 3.76 and 7.29%) and latency of the captions (approximately 
4 s) at an acceptable speed to access the information. We contribute a first study focused on the development and analysis 
of an automatic captioning system without human intervention with promising quality results. These results reinforce the 
importance of continuing to study these automatic systems.
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1  Introduction

The deaf and hard-of-hearing community want to have 
access to the same television content that hearing people can 
access. Full accessibility to audiovisual content is a right for 
deaf and hard-of-hearing people. The information provided 
by television, film, social media, and streaming video ser-
vices must be accessible to this community. It is necessary 
to ensure the quality of captions, both open and closed cap-
tions, regardless of whether content is prerecorded or live. 

In addition, for this content to be considered fully accessible, 
these captions must meet 5 criteria [1]:

•	 Captions should be accurate (errors should be mini-
mized);

•	 Captions should be in a style that allows a user to under-
stand them;

•	 Captions should contain a full textual representation of 
the audio (speaker identification and nonspeech audio 
description);

•	 Captions should be displayed long enough to be easily 
read and should be synchronized with the audio (caption 
speed);

•	 Captions should preserve the meaning of the content and 
the intent of the content.

With this in mind, many television stations have started to 
caption their programming. However, these criteria are not 
always met, with live programs (news, sports, etc.) being the 
most affected by these issues. A study conducted in Spain 
focused on comparing the captions generated for live and 
semi-live programs indicated that there is a longer delay 
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and slower captioning speed in the captions generated live 
by respeaking [2]. For these reasons, some researchers have 
focused their studies on the generation of real-time cap-
tions or the synchronization of scripts (prewritten text) with 
speech. There is even research focused on the development 
of environments that allow the deaf and blind community to 
access broadcast television content in the United States [3] 
and Spain [4].

To date, there are four main alternatives that have been 
studied for the generation of real-time captions: stenogra-
phers, including fast typists using conventional QWERTY 
keyboards and speech-to-text reporters using palantype 
or stenograph keyboards; automatic speech recognition 
method (ASR) by means of respeakers (respeaker) with 
and without editors that correct errors in real time; and the 
automatic speech recognition method using the original 
audio of the live broadcast (without human intervention) 
as the input. The latter is not widely used by broadcasters 
as few studies have shown that this method achieves bet-
ter results compared to respeaking [5]. In addition to these 
methods, many broadcasters also use closed caption syn-
chronization methods based on preplanned scripts, which 
can be performed manually or automatically using ASR-
based systems [6, 7]; however, this method often presents 
errors, either because the speakers paraphrase the script, 
because the blocks of the previously planned transmission 
are changed, or because content has been added or deleted 
at the last minute (not being able to make the changes in the 
script). This method can be of great benefit as long as there 
is an alternative method to generate real-time captions for 
spontaneous speech moments. Regarding hybrid captioning 
(simultaneous use of script synchronization and automatic 
captioning), we are currently documenting a comparative 
study conducted in parallel to the study presented in this 
manuscript but with another Spanish television station. This 
TV station used a hybrid method for live captioning (scripts 
and respeaking); however, we also used hybrid captioning 
including a script synchronization module in our automatic 
captioning system without human interaction. The scripts 
were provided by the TV station and covered some blocks 
of programming. The rest of the programs were captioned 
automatically. The results will be published in a future 
manuscript.

Many studies have focused on the development and analy-
sis of captioning systems for live television programs. Most 
of these focus on the respeaking method [8–10] or ASR 
methods that mix the respeaking and the original audio as 
input to the system [11]. These respeaking methods are used 
to prevent possible problems that may occur in the original 
audio (noise, mispronunciation of words, speaker changes, 
etc.). Respeaking is a method for generating captions in real 
time. In respeaking, a professional in a noise-free environ-
ment repeats or paraphrases a broadcast to be captioned 

that they are listening to using a microphone connected to 
speech-to-text software (the person must listen to the broad-
cast and speak at the same time without being distracted by 
his or her own voice). The software generates the transcript, 
which must be observed by a person so that he or she can 
correct any errors made by the speech recognition software. 
This text correction work is performed by the speaker him/
herself when the software is already sufficiently trained so 
that most of the errors made are predictable and manageable 
by this person [12]. This method has been an alternative to 
manual captioning (stenography) since the professional staff 
needed to generate this type of captioning (stenographers or 
expert writers on special keyboards) is becoming increas-
ingly scarce or simply cannot cope with the amount of pro-
gramming that is currently broadcast live, and the training 
of new staff takes a long time and is costly. Using respeaking 
methods often implies a reduction of the original content 
(keeping as much of the context of the original content as 
possible). Therefore, these captions may not cover entire 
sentences or a speaker's original ideas since parts of the 
speech (the part considered less relevant) is often discarded, 
especially to ensure the correct latency of the captions [9]. 
However, if editing is truly necessary, this must be done with 
great care as edits are not well received by deaf or hard-of-
hearing users who can read lips, and it can be frustrating for 
them if the captions do not show exactly what the speaker 
is saying. One of the reports made by Ofcom indicated that 
for some deaf users, “it is seen as a form of censorship and 
‘denying’ deaf people full access to information available to 
the hearing population” [13].

2 � Previous work

The previous works that we have highlighted for our study 
focused on the quality of captions (standards and quality 
measurement). First, we indicate the limits of the technical 
parameters that must be measured in the generated captions 
and detect which are the minimum values that these must 
present in order to consider that good quality captions have 
been obtained. In addition, some previous studies focused 
on the measurement of the quality of captions for different 
captioning systems, and different types of television pro-
grams are highlighted.

2.1 � Technical parameters

The basic technical parameters that should be considered to 
measure the quality of the captions are as follows:

•	 Caption accuracy: Errors that occur in text relative to the 
spoken content are usually measured by WER, weighted 
word error rate (WWER) [14], NER [15], etc.;
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•	 Latency delay between the speech and the appearance of 
the captions;

•	 Caption speed: number of characters per second, or 
words per minute, displayed on the screen.

Some research has focused on studying the preference 
of viewers with respect to the three parameters described 
above. Regarding the captioning speed, most of these studies 
conclude that the optimal speed should be between 150–180 
words per minute (wpm). In addition, the captions should 
be presented in blocks; and the speed can be affected by 
different factors, such as the person's reading fluency and 
linguistic characteristics [16].

Regulatory organizations in different countries have 
also established best practice guidelines for television cap-
tioning, including live programming. In Spain, the UNE 
153,010:2012 standard [17] states that it is not recommended 
to exceed a captioning speed of 15 characters per second 
(cps), which is equivalent to approximately 180 wpm; and 
the latency must be less than 8 s to be considered accept-
able in Spain. Furthermore, the UK communications regula-
tor Ofcom indicates in its best practices that the captioning 
speed should not exceed 160–180 wpm (more than 200 wpm 
would be impossible to read); in addition, it indicates that 
the latency should not exceed 3 s, even for live captions [18]. 
However, some studies have found that live captioning for 
live programming does not currently achieve this latency 
[19].

2.2 � Caption quality measurement

Previous work has indicated that respeaking methods have 
better accuracy (measured by WER) than ASR methods 
without human intervention, especially for spontaneous 
speech programming, such as sports programs, interviews, 
and live events [8].

Other previous studies have recorded good accuracy in 
caption generation with respeaking techniques. One of the 
studies recorded an average NER of 98.38%, with a latency 
of 4.7 s [9]. The most complete study of closed caption qual-
ity thus far was conducted with the collaboration of Ofcom 
in the U.K. This study analyzed 300 programs and 78,000 
closed captions (news, entertainment and interview pro-
grams). The study reported an average accuracy of 98.38%, 
where 58% of the errors were minor, 39% of the errors were 
standard and 3% of the errors were serious (in terms of the 
NER). Furthermore, the study reported a captioning speed 
of 139 wpm and latency of 5.3 s (acceptable in Spain but not 
in the U.K.), obtaining a latency of up to 4.6 s and 4.7 s in 
news programs, since the use of scripts and hybrid caption-
ing methods (e.g., combination of prerecorded captions and 
live captions) is becoming more common [19, 20].

Regarding caption generation using ASR methods with-
out human intervention (without respeaking), one study 
recorded average accuracies in terms of the WER of 12%, 
with a latency of 6.5 s [21]. However, it is not possible to 
compare the results of these previous works since the cap-
tions have not been performed using the same audio, tested 
under the same conditions in general, or assessed using the 
same evaluation method.

To the best of our knowledge, no previous works have 
focused on improving the generation of automatic caption-
ing without human intervention in order to compare it with 
the respeaking method currently used by some television 
stations as a stable method for the automatic generation of 
captions. The present study aims to compare two caption-
ing methods currently used in Spain to generate captions, 
allowing to determine whether either of the methods better 
performs the task of transcribing the captions as accurately 
as possible in relation to the audio while maintaining the 
best possible synchronization between the audio and the text. 
For this reason, the comparison is made by considering the 
accuracy, latency and speed of the captions. We compare 
the captions obtained by the respeaking (the method used by 
a Spanish broadcasting channel called Canal Extremadura) 
of 4 news programs with the captions obtained by the sys-
tem developed by our group, which is able to generate the 
automatic captioning of the same programs using only the 
original audio as input. To do this, the broadcaster provided 
us with the original audio and the captions generated by 
respeaking in STL format (Spruce subtitle file).

2.3 � Developed system

Figure 1 shows a general scheme of the system developed 
by our team, which generates captions automatically using 
only the audio of television programming. To generate the 
captions, our system requires the broadcasting company to 
transmit the audio to our servers; at the same time Speech 
to Text services are used to generate the text; this text is 
automatically edited using formatting and substitution rules; 
it is packaged in the specified captioning format for correct 
broadcast on television; and it is sent back to the broadcast-
ing company, who transmits the captions to the television. 
On the other hand, the system that generates captions by 
speaking requires an additional step. In this case, the broad-
caster sends the audio to the speaker; this person is respon-
sible for dictating with a microphone and in real time what 
they are listening to; meanwhile, a Speech to Text service 
is used to generate the text; this text is edited in real time 
by the same speaker or by another person, who ensures that 
the format of the subtitle meets the specifications required 
for transmission on television, then send the subtitles to the 
broadcaster.
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The system works in an asynchronous and sequential 
mode of operation in which each block is responsible for 
performing its own task and propagating the results to the 
next block. The developed system generates captions consid-
ering the UNE 153,010:2012 standard [17]. The system sets 
the limits for the captioning speed and latency of captions 
as indicated in the aforementioned Spanish standard to be 
considered acceptable in Spain: a maximum speed of 3 wps 
(equivalent to 15 cps indicated in the Spanish standard and 
180 wpm indicated in the British standard, considering that 
in Spanish the average number of characters per word is 5) 
and a maximum latency of 8 s.

Captions are delivered considering the NewFor protocol, 
with a limit of 30 characters per line (keeping some bytes 
free for the inclusion of styles in the speaker recognition). 
In addition, captions are delivered in pop-on style (lines of 
subtitles that appear on screen and remain visible for one 
or several seconds before disappearing) even though the 
roll-up style is usually used in live programming because 
captions are textual and synchronized (the text accumulates 
progressively to form 2 or 3 lines, and the top line disappears 
when a new bottom line is created) [22]. This decision has 
been made because we will be captioning Spanish programs, 
and Spanish captioning regulations advise against using the 
roll-up style as this technique becomes the focus viewers' 
gazes too much [17]. Captioning standards and styles depend 
on the region in which the task is performed. For example, 
unlike Spain, in the United States, the roll-up style of cap-
tioning is usually used.

The automatic captioning system is responsible for 
generating the text, structuring the captions and sending 
these captions to be played in live broadcast programming. 
Before sending a caption block, the system performs some 
checks on the timing and content of the captions to ensure 
correct reading by viewers. Some configurable parameters 
for this task are the following:

•	 Number of lines per caption block (default 2);
•	 Maximum number of characters per line;
•	 Maximum number of characters in the caption block;
•	 Real reading duration of the caption considering the 

maximum speed set (maximum speed of 3 wps);
•	 Minimum and maximum duration of captions on a 

screen (setting lower and upper limits in case a very 
low or high reading duration occurs when calculating 
the real reading duration considering the set captioning 
speed);

•	 Maximum time that the system can wait to fill a caption 
line before it is sent, etc.

In addition, the system considers some rules that allow 
better reading of the captions. Some of these rules are 
described below:

•	 Articles must always be on the same line as the next word 
that accompanies it;

•	 A line break will be generated when some punctuation 
marks are present, such as a period (.);

Fig. 1   General scheme of the 
caption generator system
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•	 A line break will be generated when a change in speaker 
is detected, among other rules.

In addition, two word lists are implemented in the system 
so that fewer errors occur when generating captions (improv-
ing the accuracy). These lists are editable so that frequently 
used words and phrases can be added, deleted or edited. 
The first is a list of own words that includes information on 
how each of the words of interest is pronounced and is used 
by the system to better recognize the words that have been 
previously indicated in the list. The second list of words is 
only used for substitution. This list is used in cases where the 
recognizer makes a mistake when detecting proper names of 
places, people, political parties, etc. It is also used to change 
the way in which a phrase or word is presented. For example, 
the recognizer can detect "Felipe sexto"; and using this list, 
the system can generate the text with a change of format, 
showing "Felipe VI". All this is done to have a semiauto-
matic equivalence of the edits made almost always manually 
when captions are generated by respeaking.

Figure  2 shows a summary of the verification pro-
cess from the moment a caption block is sent until the 
next block is sent. The consideration of the rules is not 

explicitly indicated in the diagram shown, but they are 
considered at all times throughout the process of structur-
ing the caption block.

The reading duration is calculated considering the num-
ber of characters of the caption block previously sent and 
the predefined captioning speed; however, this reading 
duration has two limits: a lower limit and an upper limit. 
The lower limit exists so that the captions do not disappear 
quickly from the screen, and the upper limit exists so that 
captions do not remain too long on the screen, delaying 
the rest of the captions. These limits are considered with 
the purpose of presenting harmony and synchrony between 
what the speaker says and the captions. However, if the 
recognizer presents partial results, evaluations are made 
in order to ensure that the captions present a legible struc-
ture. For example, if the last thing that has reached the 
recognizer is a number, we wait additional time to ensure 
that the complete number is recognized. In addition, the 
number of lines that have accumulated in the recognizer 
and their content are considered, allowing us to wait an 
additional time if the captions are considered to have very 
little content. All this is summarized in Fig. 2.

Fig. 2   Caption block verifications prior to submission
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3 � Methods

A total of four live news programs were analyzed; the cap-
tions generated by means of two ASR methods, a method 
that uses respeaking audio as input and a method that uses 
only the original audio as input (without human inter-
vention), were compared. To conduct this study, Canal 
Extremadura provided us with its captions in STL files 
generated by respeaking (method used thus far by this TV 
station to generate closed captions for its live program-
ming). In addition, the TV station provided the original 
audio so that our system could generate automatic cap-
tions using this audio. The captions obtained by both 
methods were compared in terms of accuracy, speed and 
latency since these are the three factors commonly used 
to measure the quality of captions. In the evaluation and 
comparison of the quality of subtitles, we do not consider 
the semantics of the subtitled content, so for the purposes 
of this study, the reading of subtitles is not related to the 
understanding of the content. In the same way, words are 
taken as a value gathered by the physiology of the human 
eye, and not by a human reading and understanding.

In the present study, the captioning accuracy was meas-
ured using the WER. To calculate the WER, this model 
considers the erroneous substitutions of one word for 
another, the number of words that are pronounced in the 
audio and omitted in the captioning, and the number of 
word insertions in the captioning (not said in the audio) 
with respect to the total number of words actually pro-
nounced in the audio. This metric was chosen because the 
present analysis was based on a quantitative comparison 
of the results obtained by both captioning methods when 
transcribing the captions as accurately as possible in rela-
tion to the audio.

The speed at which the captions appear, and their 
latency were also analyzed. This was performed through 
a temporal analysis of the generated captions. This is able 
to consider aspects slightly more focused on the viewer, 
such as the speed at which a text can be correctly read and 
the synchronization between text and voice (considering 
the captioning speed and latency limits described in pre-
vious works and in national and international broadcast-
ing standards). To conduct these comparisons, three files 
were used (per program): a first file called the reference 
text, which contains the captions manually corrected by 
the authors of this study so that they correspond to the 
literal content transmitted in the different programs ana-
lyzed; a second file containing the captions generated with 
the respeaking method (the system used by the television 
station that broadcast the programs to be evaluated); and 
a third file containing the captions generated by the sys-
tem developed by us. The second and third files are called 

hypothesized texts and are compared with the reference 
text to analyze the differences between them. In this task, 
we analyze the number of missing words, the number of 
wrong words, the latency of the captioning and the speed 
of the captions.

4 � Results

In office meeting environments, errors made by humans 
when transcribing audio are estimated to be approxi-
mately 5% in terms of the WER while the WER for ASR 
in the cloud is approximately 20%. Considering the trend 
of improving ASR accuracy, some authors indicate that this 
accuracy limit should be set at a better level, proposing 15% 
for the WER in the cloud [23]. For the purposes of this infor-
mation, the following ranges are considered for this study:

Excellent accuracy: WER ≤ 5%
Good accuracy: 5% < WER ≤ 15%
Acceptable accuracy: 15% < WER ≤ 20%
Poor accuracy: WER > 20%

4.1 � Precision

Considering the limits described above, the accuracy of the 
captioning generated without human intervention obtained 
good or excellent accuracy in terms of the WER (6.13%, 
7.29%, 7.26% and 3.76%, respectively, for each of the pro-
grams) while the captions generated by the method currently 
used by this Spanish TV station obtained poor accuracy 
(32.24%, 41.79%, 44.14% and 40.06%, respectively). Fig-
ure 3 shows the WER in each of the live transmissions for 
both captioning methods used. In addition, the WER limits 
are highlighted with dark lines to facilitate the reading of 
the diagram.

In the analysis performed for these 4 news programs, 
66.5% of the errors included in the captioning generated 
without human intervention were due to word substitution 
(the system recognizes a word incorrectly), 20.18% were 
insertion errors of words that were not pronounced and 
13.3% were missing content errors (words that were pro-
nounced and not recognized). Among the words that were 
omitted and inserted erroneously, most were connectors. 
Furthermore, the words that were replaced by erroneous 
words usually corresponded to names of cities, people, and 
political parties, among others. These types of substitution 
errors are solved by training the system and improving the 
quality of the generated captioning over time.

Regarding the captioning generated by the respeaking 
method, 94.14% of the errors made were due to lack of 
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content (programming with missing captions), 4.77% were 
word substitution errors and 1.09% were word insertion 
errors. In other words, approximately 9 out of 10 errors 
found involved the omission of a word or phrase. In some 
cases, complete sentences were omitted, which can cause 
a viewer to miss important information in a conversation 
or news item. An example of this can be seen in Fig. 4, 
where a section of newscast 2 is detailed. The substitution 
errors are marked in red, and where the same content of 
this section begins and ends in the three files generated is 
marked in orange.

This figure shows that in the captioning generated by 
the respeaking method, a considerable amount of content 
has been lost. This occurs several times throughout the 
programming. Therefore, deaf viewers could lose relevant 
information to understand the programming, or those deaf 
viewers who are able to read lips could feel confused as 
the captions do not match what the speaker is discussing.

It was to be expected that our system would present 
a better WER than the respeaking system, as respeakers 
sometimes paraphrase what they hear, or omit small parts 
to represent the content in a simpler way and catch up with 
the speaker. However, in news programs, because of the 
speed of speech of the speakers and of some interviewees, 
many times the content omissions they make are large so 
as not to affect the latency of the captions too much. In this 
study it was observed that the respeaking method used by 
the television station presented a big omission of continu-
ous content, being this omission of content the solution to 
improve the large latency that was present, without even 
being able to paraphrase the content. In future it would be 
interesting to extend this study using a method to evaluate 
the precision of the subtitles considering the semantics of 
the content.

4.2 � Latency

The latency obtained in the captioning generated with our 
system is approximately 4 s (for the four newscasts ana-
lyzed). However, the captions generated by respeaking 
presented an average latency between 6.9 and 12.2 s. Fig-
ure 5 shows the behavior of the latency in the 4 captioning 
programs using both methods. By analyzing the respoken 
captions, we observed that one of the reasons why content 
reductions were made in the captioning (impairing accuracy) 
was due to the constant increase in latency throughout the 
programming; however, this is not a good practice if it is not 
done carefully since much content is lost in the program-
ming, preventing deaf viewers from having access to all the 
information transmitted.

Figure 5 shows that the median latencies of the captions 
generated by our system are 4.4, 4.2, 4.75 and 4.5 s for each 
program, respectively. The minimum is between 1.9 and 2 s; 
the maximum is between 6.8 and 7.7 s; the standard devia-
tions are 0.24, 1.01, 1.02 and 0.8, respectively. However, the 
captions generated by respeaking had a median per program 
of 13.3, 6.95, 12.1 and 11.9 s, respectively. The minimums 
are between 1.2 and 2.4; the maximums are between 13.8 
and 26.7 s; and the standard deviations per program are 5.5, 
3.05, 4.94 and 5.67 s, respectively.

Considering the Spanish UNE standards, the latency of 
captions in live broadcasted programs should not exceed 
8 s while the best practices indicated by UK Ofcom estab-
lish that the latency should be a maximum of 3 s. There-
fore, we can indicate that our system complies with the 
Spanish subtitling regulations, even though it does not 
reach the requirements of the UK regulations. However, 
as far as we know, the latter is very difficult to achieve in 

Fig. 3   WER in each of the 
transmissions for both methods 
used
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live programs without scripts, and the studios that have 
obtained latencies similar to or lower than those obtained 
by our system are systems that include scripts of the pro-
gramming or part of the programming. Furthermore, cap-
tioning by respeaking only obtained results acceptable by 
Spanish standards in one of the programs, with a median 
of 6.95 s (newscast 2), while in the rest it presented higher 
latencies, preventing the correct understanding of the 
transmissions.

4.3 � Captioning speed

Regarding the captioning speed, the system generated 
captions with a mean speed of 15.9 cps (approximately 
190 wpm); medians per program of 16.44, 16.76, 17.5 
and 16.93 cps, respectively; and standard deviations of 
6.08, 6.09, 5.93, and 5.82 cps, respectively. The mini-
mum captioning speeds were between 0.5 and 1 cps, and 
the maximum speeds were between 28.76 and 34.72 cps 
(Fig. 6). The average speed of the captions is higher than 

Fig. 4   Part of the generated files (exact transcription, captioning generated without human intervention and captions generated by respeaking)
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the maximum captioning speed recommended for the cap-
tioning of television programs (15 cps or 180 wpm).

However, the captions generated by the respeaking pre-
sented an average captioning speed of 11.55 cps (approxi-
mately 133 wpm); medians per program of 12.31, 13.71, 
12.03 and 12.28 cps, respectively; and standard deviations 
of 4.86, 5.39, 4.25 and 3.5 cps, respectively. In addition, 
the captions registered significant minimums between 
1.33 and 4.15 and maximums between 15.28 and 23 cps. 
At this captioning speed, viewers will be able to read the 
captions correctly without any problem. Figure 6 shows 
the speeds obtained for the captions generated by both 
methods studied.

The results obtained were to be expected due to the accu-
racy and latency achieved by the system since the speech 
rate in news programs is high (an average of 2.57 words per 
second, which is equivalent to 154 wpm), and some pro-
grams even exceed average speeds of 3 words per second 
(180 wpm) [24]. Furthermore, the pop-on captioning style 
prevents us from displaying the text at the same time as the 
audio is recognized, making it necessary to accumulate a 
number of characters and/or wait for a specific time before 
sending the next caption block.

However, news programs, compared to entertainment 
programs (movies or series), do not require the same bal-
ance in eye focus between captions and video to understand 

Fig. 5   Latency in the captions of the transmissions for both methods used. The boxes represent inner quartiles, the thick black lines represent 
medians, the colored dots represent outliers and the thick colored lines represent maximum and/or minimum points

Fig. 6   Speeds of the captions of the transmissions for both methods used. The boxes represent inner quartiles, the thick black lines represent 
medians, the colored dots represent outliers and the thick colored lines represent maximum and/or minimum points
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the information transmitted; therefore, it is possible that 
the viewer focuses longer on the captions to correctly read 
them without losing the content of the information trans-
mitted. A previous study indicated that lower speed is not 
necessarily synonymous with good quality captions, even 
though the participants of the study preferred to watch a 
movie (programming that demands more attention to the 
video compared to news) at a high speed (20 cps, equivalent 
to 240 wpm), provided that good synchronization between 
captions and audio (latency) was maintained. They also indi-
cated that the reduction in text content caused frustration 
(this is true for people who can compare what the speaker 
says with the caption text) [25].

Due to the results obtained in this study, we aim to start a 
process of updating the system in order to reduce the maxi-
mum speed points that have been registered in some parts of 
the programming. This will have to be studied in detail since 
in the case of modifying the system, these updates will have 
to be implemented without harming the other quality param-
eters of the captions (accuracy and latency) on a large scale. 
It will occur in this way, considering that all parameters are 
of great importance for the programming content to be cor-
rectly perceived by the viewer. Accuracy and latency cannot 
be disregarded in order to obtain a better captioning speed.

5 � Conclusions

To the best of our knowledge, this is the first study that 
focuses on the development and analysis of a complete 
automatic captioning system without human intervention. 
A comparison is made of the quality of the captions obtained 
with our system to that of the system currently used by a 
Spanish television station. Generally, without consider-
ing the semantics of the content, better quality results are 
obtained with our proposed system. The system developed 
presented better quality results with respect to two of the 
three parameters evaluated (accuracy and latency). However, 
the respeaking system obtained better quality results from 
the perspective of captioning speed.

The respeaking method used by the television station pre-
sented a WER greater than 20% in all programming. Con-
sidering the scale used for the evaluation, this would imply 
poor accuracy, which is prejudicial for deaf people, since 
the information is not transmitted completely, and it could 
even be frustrating for those who are able to read the speak-
ers' lips and realize that the captions do not match what the 
speakers are discussing. However, the captions generated by 
the proposed system presented promising results regarding 
accuracy (3 out of 4 schedules obtained 5% < WER < 10%, 
and the last schedule obtained a WER < 5%). It was expected 
that the system would have a higher accuracy, since the 
evaluation with WER does not consider the semantics of 

the content, however, the captioning system with respeak-
ing not only omitted redundant content or due to paraphras-
ing (replacing content and maintaining the semantics of the 
sentence), often content was omitted only to solve latency 
problems, as indicated above, with the respeaking system 
94.14% of the errors committed were due to lack of content.

The latency of the captions generated is also very promis-
ing, and previous studies have achieved similar results only 
when using hybrid captioning methods (using scripts and 
ASR). In addition, our system complies with Spanish regula-
tions on the quality of captions in television programming. 
Currently, the system does not comply with the UK regula-
tions; however, there is currently no unscripted captioning 
system that achieves the latencies desired by these regu-
lations since doing so would greatly impair the other two 
quality parameters. However, the captioning generated by 
respeaking presented a latency higher than 8 s in three of 
the four captioned programs (maximum latency indicated 
by the Spanish captioning standards).

Regarding the captioning speed, the speed obtained by 
our system is slightly higher than the maximum speed indi-
cated by the regulations for captioning television programs. 
However, at this speed, it is still possible to read the content, 
allowing accessibility to the information transmitted in the 
newscast. This also considers the NewFor protocol used for 
sending captions to the TV station, which limits the num-
ber of characters per line; and the pop-on style for sending 
captions, which forces us to wait to fill a block before send-
ing the captions. Slowing down the speed and impairing 
the accuracy and/or latency of captions are not options to 
consider as these two factors are usually the most important 
for viewers (as long as the speed allows the captions to be 
read). Although the captions generated by respeaking have 
an average captioning speed below the maximum indicated 
by the captioning regulations, allowing a proper reading of 
the captions, these captions are inadequate since the content 
displayed and the latency of the captions make it very dif-
ficult to understand the programming.

This study constitutes a first step towards the further 
development of fully automatic subtitling systems with-
out human interaction. The results obtained are promising, 
considering the regulations for the transmission of subtitles 
on television. With this paper we seek to encourage other 
researchers and ourselves to continue with the study of dif-
ferent methods to generate and correct subtitles without 
human interaction.

6 � Limitations and future work

A limitation of our system, which may not be present in a 
captioning system in another country, is the style in which 
the captions must be delivered to the Spanish TV station. 
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The pop-on style, unlike the roll-up style (used in the 
United States and recommended for live transmissions), 
prevents us from sending captions constantly, which cre-
ates delays (increasing latency) and forces us to keep the 
captions on screen for less time (increasing the captioning 
speed); however, the results obtained for automatic sub-
titling without scripts or human intervention are the best 
recorded thus far. Furthermore, we document the quality 
results of the captions generated by our system by includ-
ing an additional script synchronization module. These 
results will be published in a future manuscript.

For future work, we propose enriching the study by also 
performing subjective analysis of the accuracy of the cap-
tions considering metrics such as the NER, since, in this 
way, not only the subtitled word would be considered, but 
also the semantics of the sentence.

As mentioned in the results on captioning speed, we aim 
to continue testing system updates in order to lower the 
maximum speed points recorded in these tests (allowing 
the captions to be visible for a longer time on the screen). 
The reduction of this speed will be studied considering 
the results obtained in this study in order to obtain better 
captioning speeds without greatly affecting the other two 
quality parameters (accuracy and latency).

For future work, we propose including a field test to 
determine the preferences of deaf or hard-of-hearing viewers 
when they want to access the information transmitted in the 
newscasts of their territorial, national, or international area.
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