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Abstract
In recent years, the use of video call or video conference tools has not stopped increasing, and especially due to the COVID-
19 pandemic, the use of video calls increased in the educational and work spheres, but also in the family sphere, due to the 
risks of contagion in face-to-face meetings. Throughout the world, many older people are affected by hearing loss. Auditory 
functional diversity can make it difficult to enjoy video calls. Using automatic captions might help these people, but not all 
video calling tools offer this functionality, and some offer it in some languages. We developed an automatic conversation 
captioning tool using Automatic Speech Recognition and Speech to Text, using the free software tool Coqui STT. This 
automatic captioning tool is independent of the video call platform used and allows older adults or anyone with auditory 
functional diversity to enjoy video calls in a simple way. A transparent user interface was designed for our tool that overlays 
the video call window, and the tool allows us to easily change the text size, color, and background settings. It is also important 
to remember that many older people have visual functional diversity, so they could have problems reading the texts, thus it 
is important that each person can adapt the text to their needs. An analysis has been carried out that includes older people to 
analyze the benefits of the interface, as well as some configuration preferences, and a proposal to improve the way the text 
is displayed on the screen. Spanish and English were tested during the investigation, but the tool allows us to easily install 
dozens of new languages based on models trained for Coqui STT.

Keywords Automatic captions · Automatic subtitles · Speech to text · Videocalls · Older persons · Auditory functional 
diversity

1 Introduction

The use of videoconferencing systems or video calls is 
becoming more widespread and its use continues to grow 
[1], and it is estimated that it will continue to do so in the 
coming years [2]. Especially in these times marked by the 
COVID19 pandemic, the use of some information and com-
munication technologies, such as videoconferences or video 
calls [3], has become an essential tool in the day-to-day life 

of many people throughout the world [4]. These tools are 
used in the workplace, education [5], leisure, etc. Due to the 
pandemic, many people use these video call tools for their 
interpersonal relationships between family and friends, and 
thus avoid face-to-face relationships that can spread infec-
tions among them [6, 7].

If we focus on the group of older people, many of whom 
are prone to loneliness [8], these types of tools are currently 
doing a very important job. When older people interact with 
videoconference platforms, there are several challenges they 
may face. These challenges can be grouped into the follow-
ing categories: technical difficulties, visual and auditory 
impairments, cognitive challenges, lack of familiarity with 
the platform, and physical limitations. Older people may 
have difficulty using the technology needed to set up and 
join video conferences. They may also encounter technical 
problems with their devices or internet connection, making 
it challenging to participate. Visual and auditory impair-
ments can make it hard for older people to see or hear what 
is happening on the video conference, even with assistive 
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technologies. This can lead to difficulty following the con-
versation and remembering names and topics. Cognitive 
challenges can also arise, such as difficulty multitasking or 
following the conversation. Additionally, lack of familiarity 
with the platform may make it hard to navigate, leading to 
confusion or frustration. Physical limitations can impact the 
ability of older people to use a computer or mobile device, 
making it hard to participate in the conference. For example, 
mobility issues or arthritis may make it difficult to use con-
trols or type on a keyboard. In this work, we have taken into 
account that for people over 60 years of age [9, 10], there is 
a high number of people with auditory functional diversity 
[11], which means that they cannot enjoy all the advantages 
offered by video conferencing or video call systems. Obvi-
ously, this handicap also applies to any person with auditory 
functional diversity, regardless of their age.

From birth, a person continuously suffers deterioration of 
their hearing capacity, so older people with different levels 
of auditory functional diversity represent a very significant 
number of people in this age range. It is estimated that at 
least a third of people over 70 and half of those over 80 need 
to use a hearing aid to hear correctly [11].

On the one hand, video call systems offer advantages to 
older people, though on the other hand, there is a large num-
ber of older people who cannot use video calls correctly 
due to auditory functional diversity. At this point, a feasible 
solution to solve this problem may be the use of automatic 
subtitles.

Auditory functional diversity affects the quality of the 
perception of the multimedia content even if subtitles are 
used, and in some cases, the information of the multime-
dia content is not fully assimilated. The quality of percep-
tion includes the assimilation of the information present in 
the multimedia content, that is, both the visual part and the 
sound part. In addition, this quality of perception includes 
the level of enjoyment when interacting with that multime-
dia content [10]. One point in favor of the use of automatic 
subtitles in video calls could be that people are consum-
ing more and more subtitled audiovisual content. Subtitled 
audiovisual content is consumed in many cases without the 
person having auditory functional diversity. Familiarity with 
subtitles makes people better able to keep up with the sub-
titles [12].

Currently we find that there are some video call tools that 
allow to activate subtitles, but not all of them have the pos-
sibility of activating automatic subtitles [5], such as Google 
Meet [13] or Zoom [14]. In some tools these live subtitles 
must be added manually, so in the case of the analysis we 
discard the tools with manual subtitling. We will only focus 
for now at the video call tools that offer the possibility of 
activating automatic subtitles using ‘automatic speech rec-
ognition’ techniques. Through automatic voice recognition, 
we convert speech into text and it is the system itself that 

automatically generates subtitles from the conversations dur-
ing the video call.

When analyzing Google Meet and Zoom, we find some 
problems, on the one hand we have privacy problems, and 
on the other hand the subtitles offered by some of these 
tools do not meet the accessibility requirements for the older 
adults. Both platforms have several accessibility problems 
that can make it difficult for individuals with disabilities to 
participate fully in video conferences. They have inconsist-
ent keyboard navigation, as some parts of their interfaces 
cannot be accessed with a keyboard, making it difficult for 
people with motor impairments to use the platform. Also, 
they have limited closed captioning support, although they 
offer automatic captioning, but it is not always accurate, and 
there is no way to request live captioning or provide your 
captions. Moreover, they have limited support for screen 
readers, some parts of the interface are not fully compatible 
with screen readers, making it difficult for users with visual 
impairments to navigate the platform.

It is important to have software adapted to the basic 
accessibility needs that the different people who use it may 
have, and in this case, in particular the older adults. As it is 
software that offers subtitling, restrictions related to different 
types of functional diversities must be taken into account, 
such as visual, reduced mobility or cognitive, apart from 
hearing [15].

In this way, it is necessary, for example, that from the 
perspective of the visual part, the size of the elements that 
appear on the screen, and their colors and contrasts, be taken 
into account. For blind people we would have problems 
with this type of software. From the perspective of reduced 
mobility, we must take into account that, for example, it is 
necessary to avoid the need to press more than one key or 
button simultaneously, it is also necessary to avoid the need 
to carry out actions in a specific period of time. Cognitive 
functional diversities can affect thought, memory, language, 
learning, perception, etc., but what is necessary is that the 
interface be as simple as possible, and that, for example, 
simply when opening the program this already works cor-
rectly, without the need for complex steps [15].

At this point we plan to develop an automatic captioning 
tool that is independent of the video call platform used and 
that also respects user privacy and is accessible to anyone, 
including older adults.

We also question if with a small modification when dis-
playing the texts on the screen word by word, users could 
perceive the transcription as smoother and faster, than if we 
show the complete text fragment when transcribing it. It is 
important to clarify that we do not propose rolling subtitles, 
which move around the screen. In this case the words appear 
one by one, but in a non-mobile position.

For all these reasons, we developed an automatic subti-
tling tool using Coqui STT as a Speech to Text system, to 
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generate automatic subtitles. In order to be able to evaluate 
the second question raised, the tool will be tested using two 
different models when displaying the text on the screen, in 
Model 1 the proposed “improvement” is used, where the text 
is displayed word by word, and in Model 2, the text is dis-
played directly at the time we have its transcription without 
post-processing, that is, the processed audio fragment will 
be shown fully transcribed. It is important to note that in 
Model 2, the size of the transcribed text will depend on the 
silences found during the conversation. These silences are 
what allow cuts to be made in the recording, to later be pro-
cessed in the background while the conversation continues.

Section 2, presents some video call tools that allow auto-
matic or manual subtitles, as well as some drawbacks related 
to them, and we focus on finding a free software-based video 
call tool, which we can use for our tests. In Sect. 3, we pre-
sent our proposal for an automatic subtitling tool independ-
ent of the video call platform, analyzing its interface, the 
way the audio will be processed, the user’s perception, the 
limitations of the prototype and the supported languages. 
Section 4 presents the validation of the proposals, while 
Sect. 5 the discussion. Finally, the conclusions are provided 
in Sect. 6.

2  Background

2.1  Related works

We have conducted a systematic review about the related 
works of this research to find other previous design propos-
als in the literature. A set of inclusion and exclusion criteria 
were defined in order to find the related works. To be pre-
cise, six inclusion criteria (IC) and the corresponding five 
exclusion criteria (EC) were described:

• IC1: the work deals with video conference tools AND 
automatic caption AND

• IC2: the work addresses issues related to accessibility 
AND

• IC3: the work is written in Spanish or English AND
• IC4: the work has been published in the last 5 years AND
• IC4: the work is published in journals, books or peer-

reviewed conferences AND
• IC5: the work is available in open access or through the 

databases of the university AND

Concerning the exclusion criteria:

• EC1: the work does not deals with video conference tools 
OR automatic caption OR

• EC2: the work does not addresses issues related to acces-
sibility OR

• EC3: the work is not written in Spanish or English OR
• EC4: the work is not published in journals, books or peer-

reviewed conferences OR
• EC5: the work is not available in open access or through 

the databases of the university.

First and foremost, the database chosen according to the 
following requirements is Web of Science (WoS) due to it 
being a highlighted database in the field of research. The 
research terms were linked by boolean AND/OR opera-
tors, creating a search string used in the chosen databases. 
The base query employed was the following: ((TS = (vide-
oconference)) OR TS = ("video conference systems") AND 
TS = (accessibility)).

A PRISMA flow has been used in order to explain the 
procedure followed in the data process. But first, we must 
point out that the data extraction process is an iterative and 
incremental technique that has been divided into multiple 
stages depending on the activity performed. In step one, the 
results obtained in the search string process were recorded 
and stored in a Google Sheet spreadsheet pointing out the 
title, author(s), abstract, keywords, publication year/date, 
source name, type of publication, academic database where 
it appears and DOI/URL of each paper. Step two consisted in 
reading each paper's abstract in order to accept or reject the 
work from the study. Now, candidates papers for full reading 
were downloaded and stored in a Google Drive folder. Once 
read, they were analyzed following the inclusion and exclu-
sion criteria established. After carrying out this procedure, 
the results were displayed in a PRISMA flow (Fig. 1).

After applying the search strings, 2624 papers were col-
lected from WoS. Once the inclusion and exclusion criteria 
were applied, 2616 papers were left. At the end, 8 research 
papers were selected to be analyzed.

Table 1 illustrates the relationship among the reviewed 
works in terms of their accessibility requirements, audio 
caption features, and the key elements identified in the 
papers that are relevant to our proposal.

2.2  Video calling tools

Tools such as Google Meet or Zoom currently have auto-
matic captioning options, but at the time of the research 
tests, Zoom did not yet have this option available [24], in 
addition to the fact that this option is not currently compat-
ible with all versions. Automatic subtitling in Zoom is only 
available in English, with the possibility of manual subtitling 
[14].

By default, Google Meet and Zoom do not have auto-
matic subtitles activated, but from settings one can activate 
automatic subtitles and in the case of Google Meet, it is 
possible to select the subtitle language among the available 
languages. The available languages in Google Meet are 
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English, Spanish (Mexico and Spain), French, German and 
Portuguese (Brazil) [13], though it is important to keep in 
mind that the availability of languages varies according to 
the region of the world from which it is accessed, since if it 
is accessed from Asia Pacific or European regions, you have 
access to those five languages (including the two variants 
of Spanish), but if you access from North America or Latin 
America, you only have access to English, German, Portu-
guese (Brazil), Spanish (Mexico). It is important to note that 
if the conversation is recorded, the subtitles are not recorded.

In the case of Google Meet, the settings only allow to ena-
ble or disable the subtitles, but they do not allow to change 
the properties of the text that will be displayed on the screen 
in the form of subtitles, such as the size or color of the text.

Many older people are also prone to visual impairment 
[25]. Because of this, many older people have difficulty 
or are unable to read subtitles correctly if a font that is 
too small to display the text on the screen is used. That is 
why it is necessary to take into account these accessibility 
needs, and for example allow changing the font size. The 
fact that we cannot modify the font size in Google Meet 

poses a problem for us from the point of view of acces-
sibility for the older adults.

We consider that it is important to bear in mind that 
with the use of proprietary tools such as Google Meet, 
or others such as Zoom, we come across some problems 
derived from the use of proprietary software. Some of 
these problems are related to the privacy of the people who 
use that type of software. Many people worry about the 
loss of their privacy when using this type of tools, since 
with automatic captioning systems derived from automatic 
speech recognition, all the conversations of the partici-
pants are analyzed and transcribed by for-profit companies. 
All these conversations will be analyzed, without the user 
being able to know what will be the use that will be given 
to the information generated during the conversations. 
Also, with the privacy policies of most of these non-free 
tools, the videos can be used for face detection [26].

Among many other reasons, the right to privacy is one 
of the main reasons why many people decide to use free 
software tools instead of proprietary software tools [27].

Fig. 1  PRISMA flow of the 
SLR
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We have carried out a search for automatic subtitling tools 
that we can find useful, that allow automatic subtitling and 
that offer an interface that can be overlaid on the video call 
screen. The Ava tool [28] is the most similar system to the 
one proposed in this work. However after analyzing the tool, 
we have had to discard it because it does not seem appropri-
ate for use by older people due to the difficulty of configu-
ration and the lack of customization that would allow it to 
be adapted to the needs of each person. In addition, from 
the point of view of privacy it is less secure as it processes 
all conversations in the cloud and not locally. With Ava it 
is necessary to first register in order to use the app. There 
is a desktop application, but it is necessary to authenticate 
via the web to generate a token, which will then have to 
be pasted into the application and thus authenticated. The 
desktop version offers the possibility to display the text in 
a semi-transparent window on the video call screen, but it 
does not offer the possibility to adapt the characteristics of 
the text to the needs of the person. In the web version we 
can change the size of the text, but we could not enjoy the 
text overlay in the semi-transparent window. Ava offers the 
possibility of identifying the different people participating 
in the conversation, but for this, each of the participating 
people must authenticate and use Ava on their computer. Ava 
is designed for people with functional hearing diversity, but 
not for the older adults.

Currently we can find a wide variety of free software tools 
that allow to make video calls or video conferences, either 
configuring our own server or using a service offered by 
third parties. In this field, two of the main free software 
tools for video calls are Jitsi [29] and BigBlueButton [30], 
although with somewhat different main objectives between 
both applications, as we will see later.

We find developments in the testing phase to implement 
automatic subtitles using Speech to Text for these tools [31, 
32], but it is not included by default in the officially dis-
tributed versions of these video call programs, so it is not 
available for use by any non-developer user.

Currently there are different free software tools for 
Speech to Text, which facilitate the work in terms of creat-
ing automatic subtitles for these platforms or free software 
tools for video calls. Among the free software tools avail-
able, we highlight Coqui STT [33], recently forked from 
Mozilla DeepSpeech [34, 35], by former developers who 
worked on this Mozilla project.

2.3  Free video calling tools

In this section we briefly review the free software tools for 
video calls Jitsi Meet and BigBlueButton, as they are two of 
the most used in this field [36].

Jitsi is a free software project licensed under the Apache 
2.0 License, made up of a set of subprojects, also free [37]. 

Like many free software tools of this type, we can use Jitsi 
by installing it on our own server [38], but we can also make 
use of the Jitsi Meet service that the developers of the pro-
ject offer for free at https:// meet. jit. si.

Jitsi is designed with video calls or video conferencing 
in mind, so it has a fairly simple interface, which may be 
adequate for our use case [39]. In addition, we can partici-
pate directly in a video call by accessing a URL from a web 
browser, without the need to install any client on our com-
puter or mobile device, although if we want, we also have a 
desktop application for a computer and a mobile application.

BigBlueButton [40] is a free software video conferencing 
tool, licensed under the GNU Lesser General Public License 
3.0. An important difference between Jitsi and BigBlueBut-
ton is that BigBlueButton, in addition to being a videocon-
ferencing system, is designed to be used as an online learn-
ing system [41]. Due to this, BibBlueButton includes some 
basic functions focused on this objective, such as digital 
whiteboards or the fact that it is possible to integrate it with 
the main Learning Management Systems (LMS) such as 
Moodle [42].

As in the case of Jitsi, we can install BigBlueButton [38] 
on our servers, personal computers or use the demo available 
on the project’s servers completely free of charge.

For our research we finally need to choose one of the two 
tools to be able to carry out the test sessions with the volun-
teers. Let us remember that our application is independent 
of the video call platform used, so we are really interested 
in using a video call tool that is easy to use, so that the dif-
ficulty of using that video call tool does not influence the 
results that we can obtain on the complexity of using our 
automatic captioning tool.

Although both projects are free software, both allow us 
to make video calls, and our automatic captioning tool is 
independent of the video call platform, we chose to use Jitsi 
Meet for the sessions with the volunteers. By choosing Jistsi 
as our video call tool, we try to prevent the use of a more 
complex video call tool or one with additional features from 
interfering with the results of the automatic captioning tool 
that we have developed and are testing. For this investiga-
tion and to simplify, we are not considering the possibility 
of installing our own server with the video call tool, but we 
will use the free service in the cloud.

3  Proposal

One option would have been to propose the development 
of plugins or add-ons for each of the free video call tools, 
and in that case, although much of the code of our add-ons 
could be reused for one video call or another, we would 
be forced to maintain these add-ons continuously updated 

https://meet.jit.si
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based on the updates that could be made in each of the 
video call tools.

The basic idea of our proposal is to create a tool that 
allows to have automatic subtitles when we make a video 
call, regardless of the video call software that we use for 
it, and allow our tool to be superimposed on the video call 
window. In addition, this automatic subtitling tool must 
meet some basic accessibility requirements, bearing in 
mind that the motivation for carrying out this project is 
that older people can enjoy video calls. For this reason it 
is important to bear in mind that many elderly people have 
hearing problems, but also vision problems, so it is neces-
sary to allow options that adapt the text to personal needs. 
Another consideration to take into account is that the inter-
face used must be simple so that it can be used by people 
without much computer knowledge, as is the case with most 
older people.

To carry out the work sessions with the volunteers and 
check if the proposal is adequate, a fully functional pro-
totype was made, whose graphic interface is developed in 
pyQt5 [43] and the automatic translation is carried out using 
Coqui STT [33].

3.1  The interface

The graphical interface was designed with the idea of being 
as non-invasive as possible, that is, the interface should not 
bother the user during a video call. Basically, the interface 
consists of a transparent and “always visible” window super-
imposed on the other windows, but which in turn allows us 
to make the necessary adjustments in a simple way.

When we position the mouse cursor over the transpar-
ent window area, a settings button appears. If we click on 
the settings button, other buttons are displayed that allow 
us to modify the essential settings for a tool of this type. 
Through these buttons we can easily and intuitively adjust 
the options related to the text that is shown in the subtitles, 
such as the font size, the font color, the background color 
of the text.

Despite being a transparent window without a status or 
title bar, we have the possibility of moving it from position 
simply by clicking and moving the mouse without releasing 
it. We also have the options to maximize and restore the area 
of the transparent window.

If we have more than one language model installed for our 
tool, we can easily change it from the menu itself, simply by 
clicking on the language options and a list of available lan-
guages is displayed. By default, the tool does not incorporate 
any pre-installed language model, and for this reason, when 
we run the tool without available languages, it shows an 
advanced options window from where we can download the 
language we want before starting. In the advanced options 
screen, which is accessible by means of a button, we can 

manage the different languages in our tool, being able to 
install or uninstall the different language models with just 
one click. In addition, on this screen we can see information 
about the different languages installed and available, as well 
as access help.

Another important adjustment option offered by the 
tool is the possibility of changing the source from which 
the audio is captured, that is, we can switch between the 
system sound or the microphone sound. By default, the 
option to capture the system sound is activated, that is, 
the sound that is played and heard through the speakers or 
headphones, because in the case of a video call, this is the 
main option. We also have the option, with a simple click, 
to change the capture source to the microphone, so that 
we can use this tool with other features, such as during a 
presentation where what the speaker speaks is automati-
cally subtitled. Also, it is important to keep in mind that by 
using the system sound as the audio source that we want to 
process, it means that we will be able to subtitle any audio 
source that we play on our computer, such as podcasts, 
videos, etc.

To make subtitles easier to read on screen, the automatic 
subtitles tool sets a maximum of 70 characters per line, as 
this value is considered in some research to be the recom-
mended maximum [44, 45]. This maximum value of char-
acters per line only applies when the user uses a small font 
size, because the text cannot exceed the size of the window. 
Because of this, when the font size is increased, the text 
overflows onto another line and the number of characters per 
line is less. The user can easily change the size of the font 
and the window, which allows the user to adapt the displayed 
text to the needs or tastes of it. To increase the font size the 
user only needs to use a slider.

In the Google Meet tool, live captions are added in a 
dark frame outside the video call area. With the use of this 
technique, the perception of all audiovisual information is 
damaged, since it is necessary to look away from the image 
to read the subtitles [46]. In general, often, in video player 
programs or online services such as YouTube, the subti-
tles are displayed on top of the video. With the transparent 
interface that we propose in our software, we do not have 
to worry about the problems related to using text inside or 
outside the image. With this tool we can move the window 
to the place we want on the screen, and thus the user decides 
which is the way that best suits their tastes and needs when 
reading the subtitles.

In Figs. 2 and 3, we see some screenshots where we can 
appreciate the simple interface of the tool. Figure 4 shows 
screenshots of how to manage installed languages or add 
new ones.
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Fig. 2  Screenshots using Jitsi Meet and the automatic captioning tool. a When the cursor is not over the window. b When the cursor is over the 
window. c Settings options after clicking the settings button

Fig. 3  Text configuration 
options. a Modification of font 
size. b Modification of the color 
of the text and the background 
color of the text
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3.2  Processing the audio

For the proper functioning of our tool, it is necessary to 
process the audio that we capture, either from the system 
or from the microphone. Bearing in mind that we need the 
subtitling to appear on the screen as the conversation takes 
place, and with as little delay as possible, we need to estab-
lish some way of being able to process the audio in frag-
ments, and automatically.

The procedure to be able to process the audio is based 
on the fact that we will fragment the input audio based on 
cutting the audio with respect to the silences that are pro-
duced. It is important at this point to work in two separate 
threads: in the first thread we are making the audio cuts 
based on the silences, and in the second thread we will 
be processing each audio fragment through the automatic 
speech recognition provided by Coqui STT. It is necessary 
for these two processes to work in parallel and continu-
ously, on the one hand to avoid unnecessary delays and 
on the other hand to avoid losses due to audio that was not 
processed.

At this point, we come across an important detail when 
analyzing a conversation in real time: it is necessary to prop-
erly adjust the parameters related to silence, that is, how 
much silence implies a cut in the audio. This is important, 
on the one hand so that the audio fragments that are ana-
lyzed are not too small, which could divide words or make 
it difficult for the STT system to understand them, and on 
the other hand, so that the audio fragments are not are too 
large. The latter, causes a large gap between the moment in 
which the conversation takes place and the moment in which 
said conversation appears in the subtitles, since it must be 
taken into account that no matter how fast the STT process 
could be, if one has to wait a long time to start processing 
a conversation, this will be perceived by the user as a bad 
automatic captioning system in real time.

In the case of CoquiSTT, we have to consider that the 
level of precision or error when transcribing a conversation 
will depend on the model used for it. In CoquiSTT we can 
use a multitude of pre-trained models [47] and each of them 
will have a different rate of successes and errors. Some pos-
sible measurements to take into account are the WER (Word 
Error Rate) and the CER (Character Error Rate) [48]. In the 
case of the model used in English, we have a WER of 4.5% 
and a CER of 1.6%. In the case of the model used in Span-
ish, we have a WER of 16.5% and a CER of 7.6% [49, 50].

The cutting of the audio fragments is done based on the 
detection of silences. This is a simple way to detect the sepa-
ration between words, in a linear process, without the need 
to continuously reprocess the data.

If a fixed processing time were set, in all probability at 
some point we would cut words, thus causing an errone-
ous transcription. This could probably be improved in post-
processing, but we are interested in a fast translation and 
that it does not have to be corrected later, even after being 
displayed on the screen. These subsequent corrections are 
made by some automatic captioning systems, such as the one 
available in Google Meet [13].

In our case, when using silence-based cuts, it is necessary 
to establish what would be considered a silence, that is, how 
many milliseconds there must be without capturing voice 
so that the system interprets it as silence and makes a cut in 
the audio. If the silence time is too small, it may happen that 
the system detects silence within the same word, and if the 
silence time is too long, the audio fragments to be processed 
will also be very large, which would require process a large 
amount of dialogue at once, thus causing the transcription to 
take too long, and may even reach the point where it is not 
cut off until the speech is completely finished.

We carry out some tests to establish an adequate silence 
value, starting from some studies that establish this thresh-
old between 200 and 1000 ms, and that in some cases it is 

Fig. 4  Simple interface to install or uninstall languages. a Selected English language. b Downloading and installing the Portuguese language
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established directly at 300 ms [51, 52] or 400 ms [53]. In 
our case, after performing the tests with intervals between 
100 and 1000 ms, we found that the number of erroneous 
words from 300 ms onwards was very low and practically 
equivalent to the WER and CER parameters of the sys-
tem, but instead, for values lower than 300 ms these values 
increased. The value of silence could have been extended to 
more than 300 ms to ensure greater precision in all cases, 
but this would cause a greater delay in the transcription, and 
the intention is to make it as live as possible.

3.3  User perception

As a general rule, the time it takes to process an audio frag-
ment with Coqui STT is less than the time that audio frag-
ment takes. This makes it easier for us to use Coqui STT 
for live audio transcription without too much lag, that is, 
without too much time passing between speaking, the audio 
being processed and the text being displayed on the screen. 
Obviously, the silence parameters established in the previous 
point would have an influence here so that this delay does 
not increase unnecessarily.

While the audio snippet analysis is fast, the user’s per-
ception of the transcription speed might not be as good, if 
the audio snippets being analyzed are too large. That the 
analyzed fragments are too large could happen because the 
user speaks very quickly and without pauses, or because 
we have not properly adjusted the parameters related to the 
silence time necessary to make the cuts in the audio. If the 
silence parameters are poorly adjusted, we could also have 
very small fragments, which could become difficult to under-
stand and transcribe. In our case, using a time of 300 ms, 
we consider that we obtained very good results from both 
perspectives, that is, with an acceptable response time, but 
without perceptibly affecting the quality of the transcription.

At this point, it is also proposed that the perception of the 
transcription of the subtitles improves if a small modifica-
tion is applied in the way the transcribed text is presented 
on the screen.

By default, if we carry out the subtitling process as we 
have seen so far, we would have to cut a fragment, then 
that fragment is processed by Coqui STT and finally the 
transcribed text is displayed in the subtitles. The proposed 
modification is that, once an audio fragment has been ana-
lyzed and the text corresponding to the transcription has 
been generated, instead of writing that string of text directly 
on the screen in its entirety, that text will be divided word by 
word, so that that these words will be written on the screen 
one by one and adding a small pause between each one, for 
example 0.1 s.

It is estimated that the standard reading speed of sub-
titles is about 120 words per minute, which would be 

equivalent to 0.5 s per word [54], if we simplify, because 
obviously not all words are of the same size. The reading 
speed of a person with reading habits can be around 300 
words per minute, that is, the person will take about 0.2 s 
per word. It is considered difficult to exceed 600 words per 
minute or 0.1 s per word, if you want to understand what 
you read [55]. Based on this data, the value of 0.1 s was 
chosen, which means that the words are displayed on the 
screen close to the reading speed, but without unnecessary 
waiting.

The main idea behind this small modification when dis-
playing the text on the screen is that in this way the user’s 
perception is that the transcription is being more fluid 
than if the text is displayed completely at once. However, 
the reality is that it is really being subtitled more slowly, 
because more time passes between when a word is pro-
nounced and when it is written in the subtitles. Obviously, 
to avoid unnecessary waiting, the first word of a string is 
not delayed.

The true fluency effect occurs because while one ana-
lyzed audio fragment is printed word by word on the screen, 
the next audio fragment is analyzed in parallel, to gener-
ate a new transcribed text. By displaying the transcribed 
texts on the screen, the time that elapses without writing 
on the screen between one text of one processed audio 
fragment and the next is considerably reduced. Therefore, 
we can say that in this way, the subtitles produce an effect 
of greater fluidity in the perception of the text transcribed 
on the screen. In addition, based on the data shown above 
regarding the reading speed, it is considered that with this 
improvement it may be easier to read the subtitles. This 
improvement is due to the fact that the words appear at a 
rate close to the common reading rate, although somewhat 
faster to avoid unnecessary waiting for the user to read the 
subtitles.

3.4  A limitation of the prototype

When using a subtitle generator that is independent of the 
video call or video conference platform, such as the one 
presented in this article, we must take into account a clear 
inconvenience with respect to platforms that directly incor-
porate subtitling, or if it is done through a plugin or comple-
ment. The drawback is that we cannot access information 
that the video call tool could easily provide us. For example, 
we could access the identification of the different people par-
ticipating in the video call. By not being able to differentiate 
between the different people participating in the conversa-
tion, the transcript of the conversation can be more difficult 
to understand for a person with total deafness, in the event 
that more than two people participate in the video call.
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In this prototype, only the perception of automatically 
generated subtitles in conversations between two people is 
analyzed. In addition, only the other person’s conversation is 
being transcribed, from the point of view of the person run-
ning the automatic translator. This makes it easier to under-
stand the subtitles, in addition to the fact that it seems illogi-
cal to double our own conversation in a video call, although 
in this case it would be easier for us to differentiate between 
the voice that enters through the user’s microphone and the 
voice of the other user reproduced by the system.

We focus only on the transcription of the conversation 
between two people, because the tool is designed to be as 
easy as possible to use during a video call. It is intended that 
the user is not required to register on any online platform 
together with the rest of the participants for the system to 
identify them, as is the case with Ava [28]. Remember that 
it is a subtitling tool independent of the video call tool that 
works offline and does not send data to the cloud to be pro-
cessed, in this way we protect the user’s privacy.

To enhance this automatic subtitling tool and make it suit-
able for video conferences involving more than two people, 
we can explore various tools that enable the detection of 
different individuals or voices. Some examples of free tools 
that would allow us to work to add this functionality could 
be Resemblyzer [56] or pyAudioAnalysis [57].

3.5  Supported languages

Another very important issue to take into account is the 
ability of our automatic subtitling tool to support different 
languages. In our case, for a language to work correctly in 
the Automatic Speech Recognition and Speech to Text pro-
cess, we will use models trained to recognize speech in each 
language.

In a previous section, we could see that, for example, the 
Google Meet video call service works in up to five different 
languages, depending on the geographical region where we 
are. In our case, by using Coqui STT, and this being a fork of 
Mozilla DeepSpeech, we can use any language that is trained 
and available for any of these systems.

Coqui STT, like Mozilla DeepSpeech, makes use of 
Mozilla’s Common Voice corpus [48], which is constantly 
growing thanks to the contributions of the great community 
behind it, more than 200,000 voices in version 8.0 of Com-
mon Voice corpus. At the time of writing, 93 languages are 
published, that is, they are fully localized and have enough 
compiled phrases [58]. In addition, in the process of crea-
tion, with different levels of progress, we find another 68 
languages. Apart from Common Voice, it is common to also 
use content available in LibriVox [59, 60] to train the mod-
els, among other data sources.

If we so desire, we have the possibility to train models 
for our Speech to Text system, using each of the languages 

available in the Mozilla Common Voice project as a base, 
as long as that language has enough voice contributions. 
But, if we want, we can also make use of the already trained 
systems, which are available for download and use directly 
by our system based on Coqui STT. On the Coqui project 
website, we have a list with 85 pre-trained models from 51 
different languages [47], that we can download and use in 
our automatic subtitling tool project, since they are licensed 
under free licenses. These models available in 51 different 
languages, include the 5 offered by Google Meet.

It is important to keep in mind that the quality of the 
dialogue transcription will depend on the model used for 
it. As we saw earlier, in the case of the model used for 
English we have a WER of 4.5% and a CER of 1.6% [49]. 
In the case of the model used for Spanish, we have a WER 
of 16.5% and a CER of 7.6% [50].

In our automatic subtitling software, it is very easy to 
add a new language, and we have several options for it. 
The easiest and most recommended way is by accessing 
the advanced settings of the application, where we will 
be shown a window with several tabs, where in the first 
we will see the installed languages, and in the second tab 
we will see all the languages available for download and 
installation automatically, and which are currently the dif-
ferent languages shown on the Coqui project page that we 
saw in the previous paragraph. In our case, in order not to 
add repeated languages, we have only added one model per 
language, although on the Coqui project website for some 
languages we can find more than one pre-trained model, 
we have chosen the model that we consider best in each 
case. If we want to add a new language that is not available 
in the list of languages available for download, we can also 
install it easily: we only have to create a directory with the 
language code inside the “langs” directory and place there 
the files of the pre-trained model. For example, to add a 
Spanish language model, we create a directory called “es” 
inside the “langs” directory, with the content of the mod-
ule downloaded or trained by us. This content will have 
a “.tflite” file with the model, and probably also another 
“.scorer”, which are the files that the STT system will use 
to transcribe the speech.

When we add a new language, it automatically detects 
it, and from the configuration options that we see in Fig. 5, 
we can easily change it. The figure shows “EN”, because in 
that case we were using a model for the English language.

4  Validation

4.1  Participants

During the validation process, we had to deal with the 
restrictions that existed at that time in the Canary Islands 
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Fig. 5  Installed language selector

[61] due to the COVID-19 pandemic, so we were forced 
to reduce the verification tests that were carried out, espe-
cially with the tests carried out with the older adults.

The users participating in the study were chosen so 
that there was relative parity in terms of gender, and that 
there were people over 60 years of age as volunteers, even 
though the population sample was intergenerational.

The research and the participation of the volunteers 
were carried out in compliance with the Declaration of 
Helsinki, with informed consent at all times and with the 
utmost respect for the participants. In addition to this, tak-
ing into account the special circumstances derived from 
the pandemic, the experiments were carried out with the 
maximum guarantees to avoid contagion [6], using masks, 
hydroalcoholic gel and maintaining the greatest possible 
safety distances.

The validation process was carried out in two stages. 
In the first validation stage, eleven face-to-face sessions 
were held, taking into account the established restrictions 
and the appropriate sanitary measures. In these eleven ses-
sions, the operation of our automatic subtitling tool was 
tested and the perception of the volunteers regarding the 
two proposed models was also measured.

Let us remember that the differences between the two 
proposed models consist basically in the fact that in the 
first model, the text resulting from the transcription of the 
conversation is post-processed and divided into words, so 
that it is then displayed on the screen word for word, with 
a pause between 0.1 s words. In the second model, the 
transcribed text is displayed on the screen without the need 
for post-processing to divide by words, so that the text is 
displayed as soon as it is available.

The automatic captioning tool was tested by eleven vol-
unteers of different ages and genders. Of the participants, 
three users were over 60 years of age and two were over 

70. Of these three people, two have very basic computer 
skills, and the third has almost no knowledge of the use of 
new technologies.

Due to the lack of computer knowledge on the part 
of the older adults volunteers who participated in the 
research, it was decided to carry out the tests in person, 
so that we can correctly evaluate the use of the automatic 
subtitling tool, and that the results were not affected by 
other problems derived from little or no computer knowl-
edge. These problems derived from third parties could 
have been especially complex if we had decided to carry 
out the entire process remotely. In relation to all this, it is 
important to point out that many older people have few 
computer skills [62]. That is why the interface of our tool 
is as simple and intuitive as possible, but to evaluate it 
correctly we cannot do it adequately in a way that we do 
not control.

The group of people participating in the research speak 
Spanish as their mother tongue. Of all the participants, 
only two (under 60 years old) said they had a lot of previ-
ous experience in the use of subtitles, the rest of the par-
ticipants said that their experience with subtitles is very 
punctual. For example, when a scene from a movie is sub-
titled on television, interviews on the news, among other 
resources. Three participants, the three users over 60 years 
of age, consider that they have Mild hearing loss or Mod-
erate hearing loss [63]. All of them have visual problems.

The design of the experiment consisted of setting up 
two computers in two different rooms, where the user had 
to have a video call with one of the researchers using Jitsi 
Meet and our automatic captioning tool. The computers 
had the Xubuntu GNU/Linux operating system installed, 
and the Mozilla Firefox web browser, where the video call 
link was accessed.

The test lasted approximately 30 min in total, and the 
two models presented were tested, so that simple conver-
sations were held between the user and the researcher. 
The same researcher participated in all sessions to ensure 
greater homogeneity between all sessions. During the work 
sessions, Model 1 was used for about 10 min, then Model 
2 for another 10 min. After these tests, users were again 
allowed to evaluate Model 1 and Model 2, so that they 
could evaluate better what was their perception regarding 
each model.

Each work session was carried out independently on 
different days to prevent fatigue from affecting the users 
or the researcher.

After making modifications to the initial prototype, 
based on the results obtained in the first phase, a second 
work session was held again with the volunteers. On this 
occasion, 9 of the 11 people who participated in the first 
evaluation were present in this new test, including the 3 
people over 60 years of age. The session was carried out in 
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the same way as on the first occasion, but only using tran-
scription Model 1, but with the two variants of the inter-
face, on the one hand the interface of the first prototype, 
and on the other hand, the new interface of the second pro-
totype with the accessibility improvements implemented.

In the case of the second test, the methodology used is 
similar to the one used during the first experiment previ-
ously exposed.

4.2  Methods and instruments

The entire evaluation process in this first phase went 
smoothly. Then, once the tests were finished, each of the 
volunteers was given the corresponding evaluation question-
naire. To evaluate the usability of the automatic subtitling 
tool, the System Usability Scale (SUS) [64] was used, with 
a Likert-type scale (1–5) [65]. In this part we evaluate the 
tool in a generic way, without questioning the perception of 
fluidity and speed of one model or another.

The items used in the System Usability Scale (SUS) were 
the following:

• I think I would use this app;
• I find this application unnecessarily complex;
• I think the application was easy to use;
• I think you would need help from a person with technical 

knowledge to use this app;
• The functions of this application are well integrated;
• I think the application is very inconsistent;
• I imagine most people would learn to use this application 

very quickly;
• I found the app very difficult to use;
• I feel confident using this app;
• I needed to learn many things before being able to use 

this application.

In addition to the ten items of the System Usability Scale 
(SUS), the volunteers participating in the research answered 
two statements related to the two proposed transcription 
models. Were intended to be able to identify the percep-
tion of these people about the use of Model 1 and Model 2, 
which we defined earlier. In these two items, as well as in 
the previous ones, the Likert scale (1–5) was used. The two 
statements were the following:

• The first mode of the application runs smoother than the 
second mode;

• The first mode of the application transcribes faster than 
the second.

We chose these two statements about the perception of 
greater fluidity or speed of one model compared to the other, 
because in this case what interests us is precisely knowing 

the user’s perception. Although we know that the new pro-
posed model is actually clearly slower by introducing arti-
ficial pauses.

The parameters used in the Likert scale in the question-
naires were the following:

• Strongly disagree;
• Disagree;
• Neutral;
• Agree;
• Strongly agree.

However, before being able to evaluate the answers 
obtained, it is necessary that we first normalize the data 
using the following rule [64]:

• Odd numbers are subtracted by 1;
• The result of the even answers is subtracted from 5;
• Add all responses once converted according to the steps 

above. The result of the sum is multiplied by 2.5.

In order to correctly evaluate the results obtained through 
the System Usability Scale (SUS), we must take into account 
the data shown in Table 2 [64], since when using this system, 
it is considered that a result with a value of 60 is approxi-
mately equivalent to a 50% valuation, and that in the event 
that we obtain a result greater than 80.3, that valuation is 
greater than 90% [66].

With the two extra questions, we have decided to evalu-
ate the user’s perception regarding the differences between 
Model 1 and Model 2. We had proposed that by adding 
the modification of Model 1 with respect to Model 2, an 
improvement is added when it comes to display the tran-
scribed text on the screen, although we are really adding 
some delay when displaying the text on the screen, because 
we are dividing the text into words and adding a pause of 
0.1 between each word.

Currently, for the development of a second prototype, 
we have already made some improvements related to the 
accessibility of subtitles, especially focused on the WCAG 
recommendations for captions [67], and especially for cap-
tions in real time [68]. In this sense, according to these 
specifications, two basic design recommendations should 

Table 2  Interpreting SUS score

SUS Score Grade Adjective Rating

 > 80.3 A Excellent
68−80.3 B Good
68 C Okay
51−68 D Poor
 < 51 F Awful
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be fulfilled: the first one establishes that it is necessary 
to ensure that there is sufficient color contrast between 
the text of the subtitles and the background, and the sec-
ond recommendation establishes that the Subtitles can be 
resized without loss of readability. In our first prototype 
we already had the option to change the color and size 
of the letters, but to make sure that we faithfully adhere 
to these recommendations, we added the option for the 
background color of the text, which until now was always 
transparent. Because the background of the video call may 
change, a transparent text background may make it difficult 
to read subtitles clearly at certain times.

In the subtitle configuration options the user can choose 
between a yellow, black or white text color, and regard-
ing the background color of the text, the user can choose 
between yellow, black, white or transparent colors. These 
three colors are the ones that are normally used in subtitles.

Also, some modifications were made to the settings icons, 
using a dark palette with white icons, which generates a bet-
ter contrast with the background of the screen.

Another of the points on which we had to work according 
to the data obtained in the questionnaires, was to facilitate 
the use and configuration. This was observed at the time of 
having to install new languages, since in the first prototype 
we did not have a language manager, and the way to install 
new languages was by adding the pre-trained model files to 
the corresponding directory within the “langs” directory. 
Although this was a simple task, for people with little com-
puter skills, it was a complicated task. For all these reasons, 
a language manager was developed that allows us to install 
or uninstall any of the 51 languages available for Coqui STT 
with a simple click.

In the end, all the volunteers who participated in the sec-
ond work session, using the new prototype, were given a 

questionnaire with the following questions, with the same 
Likert Scale used throughout the investigation:

• Do you consider that it improves the ease of use of the 
new prototype compared to the previous one?

• Do you consider that the new icons and the dark interface 
improve the accessibility of the prototype?

• Do you think that the subtitles are better readable in the 
new prototype than in the previous one by being able to 
add a background to the text?

• In general, do you consider that the new prototype is bet-
ter than the previous one?

4.3  Observation

To evaluate the tool, video calls were made between the 
volunteers who were part of the study and one of the 
researchers. All the tests carried out were through video 
calls between two people. The video calls were made mainly 
using the Spanish language, although in one of the cases, 
in the middle of the conversation they switched to the Eng-
lish language, continuing the video call with the automatic 
subtitling in English instead of in Spanish. Because in our 
tool it is easy to change from one language to another, and 
because the model is available in English, it was very easy 
for the user to change the language from Spanish to English 
and continue the conversation naturally in another language.

4.4  Results

In Fig. 6 we can see the results obtained with respect to the 
questions of the System Usability Scale (SUS), the responses 
of each person to each of the 10 SUS questions are shown. 
In Fig. 7 we can see the means and medians of the responses 
for each of the SUS questions.

Fig. 6  System usability scale 
results: results by question and 
user
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In Table 3 we can see the data obtained after processing 
the System Usability Scale (SUS) questionnaires. After cal-
culating the scores obtained, we have the following values, 
which we can see in Table 4.

Next, in Tables 5 and 6, we can see the responses of peo-
ple over 60 years of age to the System Usability Scale (SUS), 
as well as those normalized results and their interpretation.

After processing the questionnaires, in the answers 
related to the differences in perception between the two 
models, we have that the results obtained for these ques-
tions can be seen normalized in Table 7 in general, and for 
people over 60 years in Table 8. Similarly, in Figs. 8 and 9, 
we can see these results represented for these two questions.

The answers to the questionnaires, in relation to the 
accessibility improvements and ease of use proposed in the 
new prototype, can be seen in Table 9.

We also see in Fig. 10 the score obtained for each of the 
questions, while in Fig. 11 we can see the results of calculat-
ing the mean and median of the results obtained.

Fig. 7  System usability scale 
results: mean and median by 
question

Table 3  SUS responses Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

User1 5 2 5 2 5 1 5 1 4 2
User2 5 1 5 2 5 1 5 1 5 1
User3 5 1 5 1 5 1 5 1 5 1
User4 5 4 4 3 4 1 4 1 5 3
User5 5 1 5 1 5 1 5 1 5 1
User6 5 1 5 1 5 1 5 1 5 1
User7 5 1 5 1 5 1 5 1 5 1
User8 5 1 5 1 5 1 5 1 5 1
User9 5 2 5 2 4 3 4 2 4 1
User10 5 1 5 1 5 1 5 1 5 1
User11 5 1 5 2 5 1 5 1 4 1

Table 4  SUS results Normal-
ized 
results

User 1 90
User 2 97.5
User 3 100
User 4 75
User 5 100
User 6 100
User 7 100
User 8 100
User 9 80
User 10 100
User 11 95
Mean 94.32
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5  Discussion

As we can see, the general results obtained from the first 
phase of our study after normalizing and evaluating the SUS 
results, are 94.32 (Table 4), which is much higher than 80.3 
because the assessment is much higher than 90%. Based 
on these data, we can consider that very good results were 
obtained, although it will be necessary to evaluate the weak 
points of the tool from this point of view.

After analyzing the results obtained in the questionnaires 
related to the two transcription models, we find that, in all 
cases, Model 1 behaves more fluently than Model 2. We 
obtained “totally agree” in all responses. In the case of the 
question of whether Model 1 is faster at transcribing the 
conversation than Model 2, the answers obtained were not 
unanimous. The results obtained reflect a rating of 93.33, so 
this rating is also very high.

In general, in relation to the new prototype, very good 
results were obtained for all the answers, especially to the 
question about whether, do you consider that the subtitles 
are better read in the new prototype than in the previous 
one, since it is possible to add a background to the text?, 
where all the people valued the maximum score for this 
answer, obtaining a 100% assessment. If we review each of 
the other questions, we see that we have also obtained very 
good results and with a score above 90% in all cases. In par-
ticular, we obtained a score of 93.33% for questions 2 and 4, 
where we asked, respectively, if you consider that the new 
icons and the dark interface improve the accessibility of the 
prototype? And if, in general, do you consider that the new 
prototype is better than the previous one? To the question 
about whether, do you consider that the ease of use of the 
new prototype improves compared to the previous one?, a 
rating of 91.11% was obtained.

In Fig. 12 we can observe some of the modifications made 
as a result of the evaluations made in the first and second 
phases of the investigation. It is important to keep in mind 
that all the other screenshots seen in the other figures belong 
to the new prototype with the accessibility modifications 
made.

If we disaggregate the data analyzed above into two 
groups, depending on whether the volunteers are over or 
under 60 years of age, and we analyze the results obtained 
from people over 60 years of age, the result obtained is better 
than in the general case. In the case of people over 60 years 
of age, the result of calculating the responses to the Sys-
tem Usability Scale (SUS) is 95.83. Regarding the ques-
tions about the two models, Model 1 is perceived as more 
fluid than Model 2 with a score of 100, and this score is 
92.73 with respect to speed. As we can see, the evaluations 
regarding fluency and speed are also higher in the case of 
people over 60 years of age than in the general case. When 
analyzing the data related to the interface and simplicity 
improvements proposed in the new prototype, we find that in 

Table 5  SUS 
responses > 60 years old

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

User1 5 2 5 2 5 1 5 1 4 2
User2 5 1 5 2 5 1 5 1 5 1
User3 5 1 5 1 5 1 5 1 5 1

Table 6  SUS results > 60 years 
old

Normal-
ized 
results

User 1 90
User 2 97.5
User 3 100
Mean 95.83

Table 7  Two models—responses

Q1 Q2 Q1 normalized Q2 normalized

User1 5 5 100 100
User2 5 4 100 75
User3 5 5 100 100
User4 4 4 75 75
User5 5 5 100 100
User6 5 5 100 100
User7 5 5 100 100
User8 5 5 100 100
User9 2 3 25 50
User10 5 5 100 100
User11 5 5 100 100
Mean 86.36 90.91

Table 8  Two models—responses > 60 years old

Q1 Q2 Q1 normalized Q2 normalized

User1 5 5 100 100
User2 5 4 100 75
User3 5 5 100 100
Mean 100 91.67
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the case of people over 60 years of age, we have unanimity 
of criteria with a positive assessment of 100%.

In our research, we have disaggregated people who are 
over 60 years of age, in order to analyze the data separately. 

We have specifically chosen the age of 60 years, because 
that is when the World Health Organization begins to speak 
of aging [69, 70].

When disaggregating the data collected by gender and 
analyzing it, we find some small differences between the 
perceptions of women and men regarding the automatic sub-
titling tool. In the analysis of the data from the System Usa-
bility Scale (SUS) questionnaire, we find that women value 
the tool more positively than men. The mean for women in 
this case is 97.50, and in the case of men we have that the 
mean of the assessment is 90.50, as we can see in Table 10. 
Similarly, as we see in Table 11, women perceive that Model 
1 works more smoothly and quickly than men. In the case 
of the questionnaire related to the improvements of the new 
prototype, no significant differences were found based on the 
gender of the people participating in the research.

Fig. 8  Results of the questions 
about the two models: results by 
question and user

Fig. 9  Results of the questions 
about the two models: mean and 
median by question

Table 9  New prototype results Q1 Q2 Q3 Q4

User1 5 5 5 5
User2 4 5 5 4
User3 5 4 5 4
User4 5 5 5 5
User5 5 5 5 5
User6 3 4 5 4
User7 5 5 5 5
User8 5 5 5 5
User9 4 4 5 5
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Based on our findings from the Systematic Literature 
Review (Sect. 2.1), it has become evident that a significant 
drawback of leading video calling tools lies in their inad-
equate support for subtitles and automatic conversation tran-
scription [18]. Furthermore, it is important to acknowledge 
that when subtitles are altered or modified on the screen as 
a result of adjusting translated text, it introduces a higher 
cognitive load, ultimately impeding the comprehension of 
subtitles [21]. Another aspect to consider when designing 
a tool like the one proposed, which will be used during a 
video call, is the need for a user interface that is free from 
distractions and with sufficiently large and simple buttons 
[22]. This last point is important in attempting to mitigate, 
as much as possible, the loss of nonverbal or gestural lan-
guage, as well as the need to maintain eye contact with the 
other person while speaking. Therefore, the arrangement 
of subtitles within the video call area is crucial, especially 

when considering a tool that will be used by individuals with 
hearing impairments [16, 19].

Based on these previous findings, the main design deci-
sions for the proposed automatic subtitling tool are justified, 
such as offering a simple, transparent interface without dis-
tractions, and with large and simple buttons, which over-
lays the video calling tool. This allows the person to place 
the subtitles over the other person in the conversation, thus 
attempting to mitigate the loss of nonverbal language and 
maintaining visual contact as much as possible. Similarly, it 
is justified that once the subtitles are displayed on the screen, 
they should not be corrected, if we want to facilitate the use 
of these types of tools for elderly individuals.

Fig. 10  Results of the questions 
about the two prototypes: results 
by question and user

Fig. 11  Results of the questions 
about the two prototypes: mean 
and median by question
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6  Conclusions

Literature review highlights a significant drawback in lead-
ing video calling tools, namely their insufficient support 
for subtitles and automatic conversation transcription. This 
limitation negatively impacts effective communication, and 
when subtitles are modified on the screen due to translated 
text adjustments, it introduces a higher cognitive load and 
hampers subtitle comprehension. To address these chal-
lenges, we designed and developed an automatic subtitling 
tool that prioritizes key design decisions based on previous 
studies, offering a distraction-free user interface with large, 
simple buttons that overlay the video calling tool. Therefore, 
we solely focus on transcribing conversations between two 
people. Our system does not require the user to register on 
any online platform along with other participants for iden-
tification purposes. Additionally, our subtitling tool is inde-
pendent of the video call tool and functions offline, ensuring 

Fig. 12  Comparison between both prototypes. a, b New prototype. c, d Old prototype

Table 10  SUS results by gender

Women Normalized results

User 1 90
User 3 100
User 5 100
User 7 100
User 8 100
User 11 95
Mean 97.50

Men Normalized results

User 2 97.5
User 4 75
User 6 100
User 9 80
User 10 100
Mean 90.50
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that user data is not sent to the cloud for processing, thereby 
safeguarding privacy. After analyzing the data obtained in 
the different questionnaires, we can conclude that this tool 
and its interface are adequately adapted to the needs of the 
older people.

The results obtained can be divided into three blocks: in 
the first block we would have the answers to the System Usa-
bility Scale (SUS), in the second block, the questions related 
to the comparison between the two models with or without 
the improvement when showing the transcriptions, and in 
the third block we would have the comparison between the 
initial interface prototype and the new modified prototype 
based on the previous results obtained.

At the time of starting our research, we were in one of 
the moments with the greatest restrictions derived from the 
COVID-19 pandemic, so it was very difficult to carry out 
the evaluation only with older people and comply with cur-
rent regulations. Due to these restrictions, at that time it 
was decided to opt for a group of volunteers of different age 
ranges, and thus be able to evaluate the automatic subtitling 
tool.

After analyzing the System Usability Scale (SUS), the 
score obtained in general was 94.32, which is a very high 
value and implies a very high approval by the people evalu-
ated. Regarding the questions asked about the two proposed 
transcription models, we see that we obtained a score of 
around 90% both for the question about fluency and for the 
question about perceived speed, with these values being 
89.09 and 92.73 respectively.

With these results in hand, we were able to conclude that 
Model 1 is better suited to the user’s needs than Model 2, 
and therefore, the user perceives that Model 1 transcribes 
the text on the screen more fluidly and in addition to faster 
than Model 2. Therefore, we can also conclude that it com-
pensates for the small modification made in Model 1 with 
respect to Model 2, in which the transcribed text is shown 
word by word, although in reality the text is being tran-
scribing more slowly by artificially adding a pause of 0.1 s 
between each of the transcribed words.

The modifications made to the new prototype based on 
the results obtained in the previous phases of the investiga-
tion, allowed us to modify the user interface. Looking at 
the results obtained in the questionnaires in this part, we 
can also conclude that these modifications considerably 
improved the accessibility of the tool, in addition to allow-
ing us to improve its ease of use.

In the final questionnaires comparing the two prototypes, 
we observed that in all questions we exceeded 90% approval, 
and especially in the case of improving accessibility by 
facilitating the reading of subtitles, where we obtained an 
affirmative assessment of 100%, leaving no doubt that this 
improvement of the tool is favorable.

In summary, the main contributions and conclusions 
of this work are as follows: (a) the development of a tool 
designed to provide an effortless experience for users dur-
ing video calls, with a focus on transcribing conversations 
between two people; (b) this tool is user-friendly, independ-
ent of the video call tool, and functions offline, ensuring 
that user data is not sent to the cloud for processing, thereby 
safeguarding privacy; (c) the evaluation of the tool using the 
System Usability Scale (SUS) showed a very high approval 
rating (94.32), indicating that the tool is well adapted to 
the needs of older people; (d) the research compared two 
proposed transcription models, with Model 1 being better 
suited to the user's needs than Model 2, and showed that the 
modifications made to the new prototype based on the results 
obtained in the previous phases of the investigation allowed 
for improved accessibility and ease of use; (e) the research 
suggests that the tool can be of great help for people with 
hearing and/or visual problems when making video calls and 
can help eliminate existing technological barriers.

Finally, the tool can also be of great help when using 
any type of software or web service that produces an audio 
output in the form of a voice. We believe that it is important 
to continue researching and improving tools of this type to 
increase accessibility for all people, and to help eliminate 
existing technological barriers.

We believe that our work contributes to improving the 
user experience for older individuals and those with hearing 
impairments in the use of video calling tools. Furthermore, 
in the field of automatic captioning for video calls, there is 
a recognized need for more research from the perspective of 
user experience and user interface [20].
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