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Abstract
Business process modeling is a crucial aspect of domains such as Business Process Management and Software Engineering.
The availability of various BPM languages in the market makes it challenging for process modelers to select the best-
fit BPM language for a specific process modeling task. A decision model is necessary to systematically capture and make
scattered knowledge on BPM languages available for reuse by process modelers and academics. This paper presents a decision
model for the BPM language selection problem in research projects. The model contains mappings of 72 BPM features to
23 BPM languages. We validated and refined the decision model through 10 expert interviews with domain experts from
various organizations. We evaluated the efficiency, validity, and generality of the decision model by conducting four case
studies of academic research projects with their original researchers. The results confirmed that the decision model supports
process modelers in the selection process by providing more insights into the decision process. Based on the empirical
evidence from the case studies and domain expert feedback, we conclude that having the knowledge readily available in
the decision model supports academics in making more informed decisions that align with their preferences and prioritized
requirements. Furthermore, the captured knowledge provides a comprehensive overview of BPM languages, features, and
quality characteristics that other researchers can employ to tackle future research challenges. Our observations indicate that
BPMN is a commonly used modeling language for process modeling. Therefore, it is more sensible for academics to explain
why they did not select BPMN than to discuss why they chose it for their research project(s).

Keywords Business process modeling language selection · Decision model · Multi-criteria decision-making · Decision
support system · Case study research

1 Introduction

Business process modeling (BPM) is an essential aspect of
business process management [1], organizational design[2],
and the development of information systems [3]. It is a
prerequisite for leveraging the benefits of business process
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improvement efforts [4, 5]. Explicit representations of busi-
ness processes serve as a starting point for the design of
an IT solution in the information system (IS) engineering
community [6], as a means to improve organizational per-
formance through business process re-engineering (BPR)
[7], or to support their documentation in business process
management initiatives[8, 9]. Business process modeling is
not limited to specific domains but is widely used across
many enterprises [10]. Surveys conducted by BPTrends in
2011 [11] and 2020 [12] indicate that business process man-
agement and modeling are used in various domains, such as
manufacturing, healthcare, financial services, and education,
among others. The widespread adoption of business process
modeling across various approaches has underscored the sig-
nificance of this technique [13].

Business process models, also known as process models,
are an abstract representation of a process [14, 15]. These
models systematically describe (some part of) a business pro-
cess, typically in the form of a series of activities [16]. The
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practice of business process modeling aims to highlight the
structure of a business process and describe process charac-
teristics, resources used, the sequence of activities, and their
relationships [17]. In otherwords, business processmodeling
is defined as a means of representing the business activ-
ities, the information flow and decision logic in business
processes [18] with the intention of producing a cohesive
model of the required behavior[19]. Business process mod-
eling offersmany benefits, such as facilitating understanding,
simplifying complexity, clear communication to multiple
stakeholders, performance improvements, and reuse for other
business processes [20].

Business process modeling is a popular practice, leading
to a surge in the number of methods and tools available to
support it [21]. Among thesemethods areBPMN [22], UML-
AD [23], Petri Net [24], EPC [25], and YAWL [26]. This
proliferation of BPM languages poses a significant challenge
in the business process modeling domain, as it is difficult
to choose the most suitable language for a given modeling
task [18, 21, 27–34]. For instance, a Google Scholar search
using the “business process modeling” query yields over 2.5
million results.

Each BPM language has its specifications and charac-
teristics [18, 31]. These languages come from different
traditions [14], focus on different aspects of business pro-
cess modeling [19], and are appropriate for various domains
and purposes [29]. Compatibility requirements [35], serial-
ization format [36], modeling perspectives covered [37], and
the degree of formality [38] are some of the characteristics
to be considered when selecting a BPM language. However,
no single “best” BPM language is suitable for all scenarios.

This situation creates difficulties for academics [17], model-
ers [39], and decision makers [40] in selecting an appropriate
BPM language for their modeling problem(s). It is particu-
larly relevant to provide adequate guidance [41] as process
documentation projects rely heavily on novice and expert
modelers [42]. Selecting an unsuitable BPM language may
lead to obstacles, such as a decrease in understandability, an
increase in complexity, the inability to describe processes
realistically [29], and increased time consumption [21].

One of the primary challenges in BPM is selecting the
most suitable language from a vast array of alternatives,
each with numerous features, based on a set of requirements.
This selection problem can be framed as a multi-criteria
decision-making (MCDM) problem, which involves eval-
uating a significant number of decision alternatives based
on multiple criteria that may conflict with one another [43].
While numerousBPMlanguages haveunique characteristics,
strengths, and weaknesses, knowledge about these lan-
guages is scattered across various sources, such as literature,
documentation, websites, and domain expert experience.
Currently, there is no comprehensive and accessible deci-
sion model published in the literature for selecting the most
suitable BPM language for research projects. Therefore, this
study aims to develop a decision model that systematically
captures knowledge about BPM languages and concepts in a
reusable and extendable format. To achieve this objective,
a theoretical framework [44] is employed, and a six-step
decision-making process proposed by Majumder [43] is fol-
lowed to develop the decision model (See Fig. 1 and read
more in Sect. 3).

Fig. 1 Illustration of the framework’s main building blocks, adapted from [44, 45]. On the left are the sources of knowledge; in the middle, the
proposed decision model for BPM language selection; and on the right, the DSS. Please also note the research questions marked in blue
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The rest of the study is structured as follows: Sect. 2 for-
mulates the BPM language selection problem as an MCDM
problem and describes the research method based on the
design science, expert interviews, snowballing literature
review, document analysis, and exploratory theory-testing
case studies. This study has the following contributions:
Contribution 1 Sect. 3 explains the integration of the cap-
tured tacit knowledge of domain experts through interviews
and the explicit knowledge scattered among a wide range
of literature, websites, documentation, and reports. The
acquired knowledge is presented in the form of reusable
knowledge that can support decisionmakers in understanding
which BPM languages are currently available, their charac-
teristics, what attributes can be used to evaluate their quality,
and which features are fulfilled by which BPM languages.
Contribution 2 Sect. 4 describes four case studies per-
formed in Germany and Australia to evaluate the effective-
ness and usefulness of the decision model.
Contribution 3 Sect. 5 analyzes and compares the DSS
results with the case study participants’ shortlists of ranked
feasible BPM languages. The degree to which the goal
dimension of the artifact is met is determined based on the
efficacy, validity, and generality metrics. The results show
that the DSS recommends solutions the case study partici-
pants suggested for their modeling challenges. It is useful
for evaluating and validating the BPM language selection
decision.

Section 6 highlights the lessons learned, limitations, and
threats to validity. Additionally, we argue how we have min-
imized the threats to the validity of the results. Section7
positions the proposed approach in this study among other
BPM language selection techniques in the literature. Finally,
Sect. 8 summarizes the proposed approach, defends its nov-
elty, and offers directions for future studies.

2 Research approach

This section presents the problem definition, indicates the
study objective, and formulates the research questions. Fur-
thermore, it elaborates on the mixed research method used in
this study, based on design science. Multiple research meth-
ods can be combined to understand the studied phenomenon
better, connecting complementary findings from the vari-
ous qualitative and quantitative traditions [46]. The process
of capturing, structuring, and organizing knowledge from
multiple sources is known as knowledge acquisition [47],
done through systematic literature review, expert interviews,
document analysis, and case study research. This section
elaborates on these knowledge acquisition techniques to
answer the research questions and build a decision model for
the BPM language selection problem in research projects.

2.1 Problem definition

Decision-making is defined as a process or a set of ordered
activities concerning stages of problem identification, data
collection alternatives definition, and selecting a shortlist of
alternatives as feasible solutions based on the ranked prefer-
ences [48, 49]. In the modeling domain, selecting a suitable
BPM language is not an uncommon problem (e.g., in [34,
50–52]). As aforementioned, every BPM language has its
specificities or characteristics: compatibility requirements,
serialization format, perspectives covered, the degree of for-
mality, etc. Besides, a decision problem in the modeling
domain is not addressed in the same way by all stakehold-
ers. Information being part of the particularmodeling context
impacts the design and execution of a business process [53],
as well as the motivation for selecting or excluding a certain
BPM language [54]. The plethora of BPM languages avail-
able makes it difficult for scholars in the BPM area to select
one of them [17], while it is often processed modelers with
an academic background entrusted with the task of modeling
business processes [55]. Furthermore, each BPM language
comes from a different tradition [14] and is suitable for dif-
ferent business domains and purposes [29]. Additionally, no
unique BPM language is the best option for all scenarios.
Consequently, the preferences and judgments of one deci-
sion maker are expected to differ. Addressing such issues in
building decision models forms the focal point of interest in
multiple-criteria decision-making [45].

Multiple-criteria decision-making encompasses an app
roach and set of techniques used to rank and evaluate alter-
native solutions based on a decision maker’s perspective,
as referenced by [56, 57]. The solutions may differ in how
they achieve various objectives, and often no alternative is
superior in all criteria, as stated by [58]. Multiple-criteria
evaluation problems consist of a finite set of decision alter-
natives that are explicitly known, according to [43]. The
problems of multiple objective mathematical programming,
which often involve an infinite or large number of alter-
natives, are a subclass of MCDM problems, as noted by
[59]. Multi-criteria decision-making methods are mathemat-
ical models that evaluate alternative solutions over multiple,
often conflicting [60] criteria. Suchmathematicalmodels can
be addressed by building decision models, which show fea-
sible solutions based on the decision makers’ preferences,
providing a convenient and faster way for the user to make
a decision [61]. In this study, we have defined the BPM
language selection in research projects problem as a multi-
criteria decision-making problem.

Let Languages be a set of BPM languages, repre-
sented as l1, l2, ..., l|Languages| and Features be a set of
BPM features, represented as f1, f2, ..., f|Features|. Each
language l ∈ Languages supports a subset of the fea-
tures in Features. The objective is to find a set of suit-
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able BPM languages, referred to as Solutions, that fulfill
a set of BPM feature requirements called Requirements,
where Requirements ⊆ Features. So, Requirements =
{ f1, f2, ..., fn} ⊆ Features and the goal is to find
Solutions = l ∈ Languages : Requirements ⊆ Features.

To address the selection problem, an MCDM approach
takes Languages and their corresponding Features as input,
applies a weighting method to prioritize the Features based
on decision makers’ preferences to define the Requirements,
and finally employs an aggregation method to rank the Lan-
guages and recommend Solutions. Therefore, the MCDM
approach can be formulated as follows:

MCDM: Languages×Features×Requirements → Solu-
tions

MCDM is a well-established approach for handling com-
plex decision-making problems. However, a unique optimal
solution for an MCDM problem, such as selecting BPM lan-
guages in research projects, often does not exist [62, 63]. In
such cases, decision makers must employ their preferences
to differentiate between the available solutions. However,
this selection process can never be completely objective,
as the human decision makers ultimately have to make the
decisions [64]. It is, therefore, essential to acknowledge the
subjectivity involved in the decision-making process and
ensure that the chosen solution aligns with the project’s over-
all goals. To address this challenge, MCDMmethods can be
used to identify themost preferred solution based on the deci-
sion makers’ preferences and the criteria used to evaluate the
available alternatives [63].

2.2 Research questions

This study’s main research question (MRQ) has been defined
asMRQ: How can knowledge regarding BPM languages be
captured and organized systematically to support the aca-
demic decision maker with the BPM language selection
process in research projects?

We decomposed the main research question into six addi-
tional research questions, each one to capture the knowledge
required for the creation of a decision model for BPM lan-
guage selection:

RQ1 Which BPM languages should be considered in the
decision model?

RQ2 Which BPM concepts should be considered BPM fea-
tures in the decision model?

RQ3 Which quality attributes can be used to evaluate the
BPM languages?

RQ4 What are the impacts of theBPMfeatures on the quality
attributes of these BPM languages?

RQ5 Which BPM languages support which BPM features?

RQ6 Does the decisionmodel effective and efficient to apply
in real-world research projects?

2.3 Researchmethods

Recently, a framework and a decision support system (DSS)
were designed and implemented for software engineers and
other decision makers facing MCDM problems in software
production [44, 65]. The framework is based on knowledge
engineering theories. It provides guidance for building deci-
sion models for MCDM problems in software production
using a six-step decision-making process: (1) identifying
objectives, (2) selecting criteria, (3) selecting alternatives,
(4) selecting a weighingmethod, (5) applying an aggregation
method, and (6) making a decision based on the aggregated
results, as proposed by Majumder [43].

We employed the framework to build multiple decision
models [45, 64–68] to assist software engineers with a set
of MCDM problems in software production. The framework
provides guidelines to systematically capture and organize
knowledge from different sources to build decision models
for MCDM problems in software production [45]. Further-
more, we introduced a DSS [44] as a platform for building
MCDM decision models based on the framework. Then,
the decision models can be uploaded to the DSS’s knowl-
edge base to facilitate the decision-making process according
to the requirements and preferences of the decision maker.
Moreover, the DSS can be used over the entire lifecycle and
coevolve its advice based on evolving requirements.

In this study, the framework modeled in Fig. 1 was used to
build a decision model for the problem of selecting a BPM
language for research projects. Initially, 23 BPM languages
and 72 BPM features were identified through a literature
review and ten semi-structured domain expert interviews.
Based on an analysis of BPM language literature, documents,
and the experts’ tacit knowledge, the mapping between BPM
languages and BPM features was identified. Additionally, a
systematic literature review mapped BPM features to qual-
ity attributes extracted from scientific articles. The impacts
of BPM languages on these quality attributes were calcu-
lated based on input from three domain experts. Following
the guidelines of the framework [44] and the knowledge
acquired, a decision model was built for the BPM language
selection problem. Finally, the decision model was evalu-
ated through four real-world case studies, and the mapping
between research methods and research questions is shown
in Table 1.

2.3.1 Design science

Design science is a problem-solving process that has been
widely studied [69]. It is an iterative approach [70] that aims
to generate generalizable knowledge about design processes
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Table 1 Shows which research
methods have been selected and
employed to address the
research questions

RQs Research methods

Design science Literature study Expert interview Document analysis Case study

RQ1 � � � �
RQ2 � � � �
RQ3 � � � �
RQ4 � � � �
RQ5 � � � �
RQ6 � �

and decisions [66] by creating and evaluating artifacts that
satisfy identified business needs [71, 72]. Similar to a sci-
entific theory, the design process is a set of hypotheses that
can be tested by constructing the artifact it describes [62].
However, a scientific theory can only support the feasibil-
ity of a design to the extent that the design aligns with
the theory’s principles. In our work, we utilized domain
expert knowledge, the MoSCoW prioritization technique to
assess criteria weights and reduce uncertainty, and a six-step
decision-making process to apply this framework. Specifi-
cally, we addressed the research by constructing a decision
model for the BPM language selection problem.

2.3.2 Expert interview

Domain expertise is a fundamental source of knowledge for
developing a decision model based on a framework [44]. In
qualitative research, expert interviews are a critical knowl-
edge acquisition technique [73]. We conducted a series of
semi-structured interviews following Meyers’ and News-
man’s guidelines [74] to explore domain experts’ knowledge
regarding the BPM language selection problem. To assist in
addressing the research questions, we engaged ten academic
domain experts from different organizations with extensive
experience in the business process modeling domain. It is
important to note that these interviews and participants were
separate from those involved in the case study research.

To ensure we targeted the appropriate experts, we devel-
oped a role description and contacted potential experts
via email, including information about the research topic.
Expertswere selected based on their experience and expertise
as reported on their Google Scholar and LinkedIn profiles,
using a set of evaluation criteria that included expertise, insti-
tution, education, publications, citations, H-index, and years
of experience.

Each interview followed a semi-structured protocol that
lasted between 60 and 90min. We asked a combination of
open- and closed-ended questions to elicit as much infor-
mation as possible from the experts while minimizing prior
bias [75]. The interviews were conducted in person or via
a video communication platform such as Google Meet or

Zoom, recorded with the interviewees’ permission, and tran-
scribed for further analysis. Knowledge acquired during each
interviewwas typically propagated to the following interview
to validate captured knowledge incrementally. Additionally,
knowledge acquired from the literature review described in
Sect. 2.3.3 was propagated to the interviews for validation.
For the validity of the results, none of the interviewees or
researchers were involved in the case studies. Moreover, the
case study participants did not consider domain experts, so
we did not interview them to collect data based on their feed-
back. Accordingly, case study participants did not influence
the data collection phases of this study. The interview proto-
col and full data set are available on Mendeley Data [76].

2.3.3 Literature study

Semi-Systematic Literature Review satisfies several of the
criteria of a systematic literature review (SLR) [77], but
not all. Specifically, the SLR criteria we have adhered to
include the design and documentation of search strings, the
use of dedicated databases, the analysis of the number of
hits, documenting the included papers for each search string,
and the use of explicit inclusion/exclusion criteria. However,
we were unable to meet some of the other criteria, such as
having multiple authors to evaluate the papers, performing a
more rigorous quality assessment of the studies, and conduct-
ing data extraction and synthesis. Additionally, we included
papers not found via our search strings, which is not typically
part of the SLR process. Therefore, we refer to our literature
review as a semi-systematic literature review [78] because it
accurately reflects the nature of our review.

In contrast to predefined database search strings, we used
the snowballing literature review method, as suggested by
Wohlin [79], to extract knowledge related to business process
modeling and BPM language characteristics, features, and
quality attributes. This was because of several reasons: (1)
selecting the appropriate databases and constructing effective
search strings can be challenging due to the interdisciplinary
nature of the studied area [77]; (2) Snowballing has been
shown to be comparable to multiple database searches [80];
and (3) Snowballing is a promising approach for identifying
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relevant work, as new studies almost always cite at least one
paper from previous but relevant studies [79].

2.3.4 Document analysis

Document analysis is a knowledge acquisition technique
commonly used in qualitative research to investigate and
interpret data to derive empirical knowledge [81]. In this
study, we used this technique to develop a decision model
for the BPM language selection problem and elicit BPM fea-
tures and quality attributes. We comprehensively reviewed
various sources such as web pages, fact sheets, documen-
tation, forums, videos, and product wiki, totaling over 331
unique resources, including grey literature and scientific arti-
cles.

The extracted knowledge was then classified into five cat-
egories: BPM languages, BPM features, quality attributes,
impacts of BPM features on quality attributes, and support-
ability of BPM features by BPM languages. This knowledge
was employed to build a decision model for the BPM lan-
guage selection problem in research projects. Finally, the
decision model was incorporated into the knowledge base of
the DSS.

2.3.5 Case study

Case study research, often referred to as a case study, is
an empirical research methodology that investigates a phe-
nomenon within a particular context in the domain of interest
[82]. A case study can be employed to test a theory [83],
to produce background material for a discussion about a
concrete problem in situations where it is hard to find a
precise solution [84], to collect data regarding a particular
phenomenon, or to apply a tool to evaluate its efficiency
and effectiveness [64]. We employed a holistic multiple-case
design and followed the guidelines by Yin [82] and Runeson
and Holst [85] to conduct and plan the case studies.
Objective This study aims to build a valid decision model for
the BPM language selection problem in research projects.
The cases The units of analysis were four BPM language
selection problems in research projects that have been pub-
lished in a journal or conference.
Methods We conducted multiple expert interviews with the
case study participants to collect data and identify their
preferences and requirements regarding the BPM language
selection problem.
Selection strategyWeselected themultiple holistic case study
method [82] to analyze the data within and across multiple
situations.
Theory The proposed decision model is a reference model
to support academics with the business process modeling
language selection problem in research projects.

Protocol We followed the following protocol to conduct the
case studies and evaluate the decision model:
Step 1. Requirements elicitation The case study participants
defined their BPM feature requirements and prioritized them
according to theMoSCoWprioritization technique [86]. Fur-
thermore, they identified potential solutions and motivated
the decision to select a particular BPM language in their
research context.
Step 2. Results and recommendations Based on the case
studies’ requirements and priorities, we defined four sep-
arate cases in the knowledge base of the DSS. Then, the
DSS recommended a set of ranked feasible BPM languages
as alternative solutions for each case individually. Next, we
reported the outcomes to the case study participants.
Step 3. Analysis We compared the feasible solutions sug-
gested by the DSS with the BPM language that the case
study participants selected for their case. Furthermore, we
analyzed the outcomes and observations and reported them
to the case study participants. The analysis of the DSS results
showed which feature requirements could lead to infeasible
solutions (i.e., those not supported by the BPM languages)
and which alternative solutions might be used to model the
case study projects (see Sect. 5).

3 Decisionmodel

In this study, we utilize an MCDM framework previously
introduced and evaluated by our team [87] to build a decision
model for BPM language selection. The MCDM framework
provides a structured approach to decision-making, which
can aid researchers in selecting the most appropriate alter-
native solution based on their specific project requirements.
Including quality attributes andmappings enhances decision-
making by allowing for a more comprehensive evaluation of
each alternative. The model’s components are illustrated in
Fig. 1, which also presents the primary building blocks of the
DSS.

3.1 BPM languages (RQ1)

In order to identify a set of BPM languages, we began with
a hypothesis and compiled a list of 93 potential BPM lan-
guages based on relevant community websites and forums.
We then conducted a systematic literature study by review-
ing 45 published research articles from well-known sources
such as IEEE, Google Scholar, and SpringerLink. In addi-
tion, we interviewed ten domain experts to gain more insight
into popular and applicable BPM languages. Interestingly,
most experts we interviewed were only familiar with a lim-
ited number of the BPM languages, as shown in the Domain
Alternatives dataset on Mendeley Data [76].
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Table 2 Displays a subset of the Boolean features (FeatureB ), the
BPM languages (Languages), and the BFL mapping, where BFL:
FeatureB × Languages→ {0, 1}. The complete list of all features and
mappings is accessible onMendeley Data [76]. It should be emphasized

that identifying these features and their respectivemapping to BPM lan-
guages was conductedmeticulously, reviewing over 168 unique sources
of knowledge, such as webpages, manuals, scientific articles, and expert
consultations

To prevent potential biases, we only included BPM lan-
guages mentioned in at least four sources of knowledge,
including published research articles and expert interviews.
After analyzing the collected data, we identified 23 BPM
languages mentioned in at least four resources. Due to
time and resource constraints, this study focused only on
imperative BPM languages and excluded languages such
as DECLARE [88] and the Case Model Management and
Notation (CMMN) [89]. A subset of the BPM languages

considered in the decision model is presented in the first row
of Table 2. The complete set of languages can be found on
Mendeley Data [76].

3.2 BPM features (RQ2)

Identifying appropriate BPM features primarily relied on
domain experts’ feedback and an extensive literature review
through a snowballing process. An initial hypothesis regard-
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Table 3 Displays the mapping among non-Boolean BPM fea-
tures (FeaturesN ) and BPM languages (Languages), so that NFL:
FeaturesN × Languages → H, M, L, N. The mapping is based on

a 4-point Likert scale (High,Medium, Low,None). Note that this table
is primarily the result of expert interviews and a review of the sources
of knowledge identified in the source of knowledge column

ing the BPM feature set was developed using sources such
as documentation analysis, web pages, manuals, and forums.
Each BPM feature possesses a data type, which can be classi-
fied as either Boolean or non-Boolean. For instance, features
like “graphical” and “formality” are categorized as Boolean
and non-Boolean data types.

During the research phase, ten domain experts partici-
pated in the evaluation of the initial set of BPM features.
A potential list of BPM features was developed by identify-
ing new concepts discovered during interviews. To minimize
potential biases, we only included BPM features mentioned
in at least four sources of knowledge, including published
research articles and domain expert interviews. As a result,
72 BPM features were identified, including 64 Boolean fea-
tures (Table 2) and eight non-Boolean features (Table 3),
which were extracted from the outcomes of the literature
review and expert interviews.1

3.3 Quality attributes (RQ3)

Quality attributes are inherent non-functional characteris-
tics [45]. The quality of a BPM language, a primary concern
for academics when selecting one, is determined by the
degree to which it meets the decision maker’s require-
ments, such as expressiveness, understandability, and ease of

1 The entire list of BPM features and their mappings against BPM
languages can be found on the BPM language Selection website
(https://dss-mcdm.com).

use. Identifying quality attributes is recommended by other
researchers tomeasure the characteristics of BPM languages.

The results of our literature study, available on Mende-
ley Data [76], confirm that researchers do not agree on
standard criteria or quality attributes for evaluating BPM
languages. Furthermore, some suggested quality charac-
teristics were mainly applied to address specific research
questions, and different appellations referred to the same
concepts and vice versa. Therefore, there is a need for
generic, domain-independent, and well-defined criteria to
assess BPM languages.

Similar decision models for other MCDM problems in
the software engineering domain (e.g., [45, 64, 66]) use
the ISO/IEC 25010 [90] and extended ISO/IEC 9126 [91]
standards as the foundation of the quality evaluation model.
These standards provide consistent terminology for specify-
ing, measuring, and evaluating systems and software [92].
However, most quality criteria defined in these ISO stan-
dards do not apply to BPM languages. Therefore, we
conducted a concise literature review to gather knowledge
about frequently used quality attributes for assessing BPM
languages. We merged characteristics with overlapping or
largely overlapping definitions and only considered quality
characteristics mentioned in at least two sources of knowl-
edge to prevent potential biases. These quality attributes
provide a standardized way of measuring a BPM language
and form the foundation of the quality evaluation model that
determines which quality characteristics should be consid-
ered when assessing the properties of a BPM language.
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3.4 Mapping: features and qualities (RQ4)

The mapping between the sets of BPM language qual-
ity attributes and BPM features has been established with
the help of domain experts’ knowledge. In this phase of
the research, three domain experts participated in map-
ping the BPM features (Features) to the BPM languages’
quality attributes (Qualities) based on a Boolean adjacency
matrix. The final Boolean adjacency matrix can be accessed
on Mendeley Data [76] and is publicly available for other
researchers to use. The framework allows for a feature to be
present in multiple quality attributes. For example, the qual-
ity attributes portability and replaceability are influenced by
the standardized file format BPM feature.
Granularity refers to the level of detail that a BPM language
supports for describing business processes [35]. The domain
experts noted that the BPM language positively impacts the
granularity of BPM features graphical economy and decom-
position.
Enactabilitymeasures the degree to which a BPM language
supports automated enaction [27] and dynamic simulation
of business processes [19]. It includes the BPM features true
concurrency, simulation support, and formality, among oth-
ers.
Completeness refers to the degree to which all the neces-
sary concepts of the application domain are represented in
modeling [21]. In other words, a BPM language is consid-
ered complete when it can cover all the relevant modeling
perspectives required by decision makers [54] and has the
appropriate modeling concepts to express processes. This
characteristic includes features such as functional, behav-
ioral, informational, and organizational modeling language
constructs.
Stability refers to how stable and well-accepted a BPM lan-
guage is in the BPM language community [35]. Factors such
as tool availability, conformity to standards, active commu-
nity, and popularity can impact the perceived stability of a
BPM language.
Learnability is the ease with which a BPM language can
be learned [28, 52]. A BPM language is considered learn-
able when modelers and actors require little effort to master
the notation [52]. This characteristic can be supported by
BPM features such as graphical notation, perceptual dis-
criminability, and semantic transparency.
Flexibility or Modularity refers to the ability of a BPM
language to design models that can be easily adapted in
response to business process changes [50]. This character-
istic includes BPM features such as graphical economy and
general-purpose modeling language.
Innovation Inducer describes the ability of a BPM language
to inspire modelers to discover new solutions and modeling
practices [31]. The quality attribute is positively influenced

by an active community and the availability of documenta-
tion.
Tool Support or Software Support refers to the degree of the
presence of software that supports a particular process mod-
eling language [35, 50]. This characteristic includes features
such as a formal specification for converting process models
to an executable BPM language (mappability), standardized
file format, execution engine availability, and the availability
of free and open-source tools.

The knowledge acquired on the mapping between BPM
features and quality attributes was utilized to determine the
impact factors incorporated in theDSS score calculation [44,
45].

3.5 Mapping: features and languages (RQ5)

A BPM language can have Boolean (FeatureB) or non-
Boolean (FeatureN ) features. Boolean features support
functional modeling perspectives, while non-Boolean fea-
tures assign non-Boolean values to BPM languages. For
example, the popularity of a BPM language in themarket and
academic domain can be low, medium, or high. Therefore,
this study considers both Boolean and non-Boolean features,
such that Features = FeatureB ∪ FeatureN .

The mapping BFL: FeatureB × Languages → 0,1
defines the supportability of Boolean BPM features by BPM
languages. BFL(f,l) = 0 indicates that the BPM language
does not support the feature or there is no evidence or proof
of the feature’s supportability. BFL(f,l) = 1 means that the
BPM language l supports the BPM feature f. The BPM
featuremapping is based on scientific publications, grey liter-
ature, documentation of BPM languages, and domain expert
interviews. Table 2 shows a subset of the Boolean features
considered in the decision model.

Based on the knowledge acquired from the systematic
literature review and domain expert interviews, we have
defined eight non-Boolean BPM features, such as formality,
graphical economy, maturity, and popularity in the mar-
ket. Non-Boolean BPM features have been assigned values
based on a 4-point Likert scale (None,Low,Medium,High),
where NFL: FeatureN × Languages → N, L, M, H,
based on predefined parameters. For instance, the popular-
ity of a BPM language was defined based on domain expert
opinion, LinkedIn (Jobs, Global), the number of SLR occur-
rences, Google search hits, and Google Scholar hits. Table 3
presents a subset of the non-Boolean BPM languages and
their assigned values in the decision model.

3.6 Feature requirements

The DSS receives BPM feature requirements based on the
MoSCoW prioritization technique, which is a prioritization
method used by decision makers to weight their feature
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requirements. The weights for the MoSCoW prioritization
technique are defined as WMoSCoW = ωMust, ωShould, ωCould,
ωWill not, according to the definition byClegg et al. [93]. BPM
feature requirements with Must-Have or Won’t-Have priori-
ties act as hard constraints, while BPM feature requirements
with Should-Have and Could-Have priorities act as soft con-
straints. In other words, the DSS excludes all infeasible BPM
languages that do not support features with Must-Have pri-
orities and support features with Won’t-Have priorities. The
system then assigns nonnegative scores to the feasible BPM
languages based on the number of BPM features withCould-
and Should-Have priorities.

For non-Boolean BPM features, decision makers specify
their desirable values from their perspective. For instance, a
decision maker may be interested in prioritizing BPM lan-
guages with a popularity level above the average and a high
level of formality. As such, the levels of popularity and for-
mality are considered Should-Have andMust-Have features,
respectively.

4 Empirical evidence

Four academic case studies in the academic domain have
been conducted to answer the last research question (RQ6)
and evaluate and signify the decision model’s usefulness
and effectiveness in addressing the BPM language selection
problem in research projects. To increase diversity in our
evaluation, we have selected the research articles that acted
as the case study subjects from four different conferences,
including the International Conference on Wirtschaftsin-
formatik (WI), the International Conference on Software
Architecture (ICSA), the International Conference in Busi-
ness Process Management, and International Conference on
Advanced InformationSystemsEngineering (CAiSE),with a
CORERank2 of at least A*,A,B, or C.Moreover, the authors
of the selected case studies were located in three different
countries, Australia, Germany, and Spain (See Table 5).

Before participating in this research, the case study par-
ticipants identified and selected a BPM language for the
modeling problem in their respective contexts. The selected
BPM languagewas their shortlist of ranked feasible solutions
(Table 5). Furthermore, the case study participants explained
their BPM language selection decisions. Then, the case study
participants specified their BPM feature requirements based
on the MoSCoW prioritization technique (Table 4), defined
and stored as four academic cases in the knowledge base of
the DSS. Finally, the inference engine of the DSS-generated
feasible solutions for each case is observed. The remainder
of this section describes the ranked shortlists and prioritized
feature requirements and analyses the DSS outcomes.

2 https://www.core.edu.au/.

4.1 Case study 1: a decisionmodel for choosing
patterns in blockchain-based applications

Based on use case characteristics and implicit pattern trade-
offs, Xu et al. [94] proposed multiple decision models to
assist architects and developers in selecting a suitable (com-
bination of) pattern(s) for blockchain-based applications.
The selection has been based on characteristics of the use
cases and trade-offs implicit in the pattern. The decision
models were then evaluated for correctness and usefulness
using six domain expert interviews. The results show that
the proposed design model brings structure and rationale to
the decision process. The decision models proposed in the
study have been modeled using a notation that borrows its
elements from the Business Process Model and Notation.
Note that the authors introduced various other elements to
allow for representing high-level design goals (grey box),
complements-relationships (double-headed arrow), and pat-
tern constraints (octagon).According to the case study partic-
ipant, the principal reason for selecting BPMN, as opposed
to, for example, UML-AD, was its high expressiveness—
having more graphical constructs and more straightforward
ways to model various gateways.

4.1.1 Requirements

The case study participant defined the following subset of
requirements for modeling the decision models for pattern
selection of blockchain-based applications (for more detail,
see Table 4):

– The BPM language must cover the functional and behav-
ioral perspectives to support views of what, when, and
how activities are performed (R05 and R06).

– The case study participant indicated that the BPM lan-
guage had to facilitate understanding, communicating,
and describing a process graphically (R01, R10, and
R11).

– A high expressiveness adds significant value to the
BPM language (R53). The language should have explicit
gateways for inclusive choice, the only choice, and paral-
lelism (R19, R20, and R21). Furthermore, the case study
participants looked for languages depicting events, trig-
gers, input, and output (R32, R22, and R23).

– The maturity of the BPM language was a quality con-
cern of the expert, so active community, evolutionary,
organizational body, anddocumentation availabilitywere
prioritized as Should-Have (R58, R62, R60, and R64).

– Potentially suitable BPM languages must have high tool
availability (R70).Moreover, the availability of free tools
would add significant value (R71).

– According to the case study participant, the language
should be easy to understand. The BPM language’s per-
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Table 4 Shows the feature requirements of the case study participants
based on theMoSCoWprioritization technique, whereMust-Have (M),
Should-Have (S), Could-Have (C), and Won’t-Have (W) represent dif-
ferent priority levels. The percentage of BPM languages that support

each feature is denoted by the value next to the feature (Cov.). It should
be noted that the full list of feature requirements is also available on
Mendeley Data [76]

ceptual discriminability (R56) and semantic transparency
(R57) had to be above average.

– The BPM language must have a high level of popularity
and be covered in the academic domain to have a theo-
retical foundation (R69 and R63).

– As the models had to be understandable by humans,
enactability was of lesser importance to the case study
participant (R41, R42, and R43), although the BPM
language should allow for true concurrency (R44). Addi-
tionally, a standardized file format (R34) and a formal
specification of mappability to a business process execu-
tion language (R33) would be nice to have.

4.1.2 Results

The case study participant mentioned BPMN and UML-AD
as potentially feasible solutions, ultimately selecting BPMN
due to its high expressiveness. The expert defined 36 BPM
feature requirements and assigned Must-Have priorities to
over half of them (53%). Furthermore, 3% of the features
have aWon’t-Have priority assigned to them. The remaining
percentage of feature requirements were prioritized as soft
constraints (Should-Have and Could-Have).

The DSS results were similar to the case study partici-
pants, suggesting BPMN as the “best-fit” feasible solution.
Additionally, albeit with lower scores, the DSS suggests
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Table 5 Presents the context of the case study research papers (Con-
text), the feature requirements (Requirements), and the outcomes of the
DSS for the case studies based on the requirements and priorities (DSS
Solutions). The table also includes the number of feature requirements
(#Feature Req.), coverage (Coverage), and the percentages of the Must

have, Should have, Could have, and Won’t-Have (MoSCoW) priori-
ties. The percentage next to the solutions signifies the scores calculated
by the DSS. Please note that the DSS results have been revised two
times (Rev. 1 and Rev. 2) accordingly to the revision of priorities of
requirements

UML-AD (69%) and EPC (35%) as feasible solutions. A sig-
nificantly lower score for the Event-driven Process Chains is
expected, as the features impacting the language’s maturity
and universality quality attributes have lower supportabil-
ity than BPMN 2.0 and UML-AD. For example, EPC is
not (actively) maintained by an organizational body (R60),
whereas BPMN and UML are.

4.2 Case study 2: blockchain-based
cross-organizational execution framework for
dynamic integration of process collaborations

Klinger and Bodendorf [95] proposed an Ethereum-based
framework for executing cross-organizational process col-
laborations, solving integration and trust problems frequently
occurring with many participants collaborating on a com-
monly defined workflow. The framework is exemplified and
evaluated using a use case from a large German indus-
trial manufacturing company. The results indicate that the
framework provides process transparency to all process par-
ticipants, having the potential to reduce costly lay times
and quality improvements of strictly enforced workflows.
Contrary to former blockchain-based execution frameworks,
which focus on orchestration diagrams as the basis for execu-
tion, Klinger and Bodendorf use a transpiler to automatically
generate Smart Contracts, resembling the process flow based
on BPMN collaboration diagrams. As a result, additional
transformation steps between collaboration and single pool
(process orchestration) models become obsolete.

4.2.1 Requirements

The case study participant defined the following subset of
requirements, reasoning their decision to use BPMN collab-

oration diagrams to represent the process models (for more
detail, see Table 4):

– The BPM language must support the functional, behav-
ioral, and organizational perspectives (R05, R06, and
R08).

– As the primary objective of the proposed framework
is cross-organizational blockchain-based process execu-
tion, and the BPM languagemust facilitate the execution,
managing, and monitoring of a business process and its
models (R03 and R04).

– The case study participant highlighted that the BPM lan-
guage’s serialization format must be graphical (R11).
Textual and tabular (R10 and R12) notations must be
excluded as feasible solutions.

– As aforementioned, the enactability of the process mod-
els was a decisive factor for the BPM language selection
process of the case study participant. System interpre-
tation and execution engine availability received Must-
Have priorities (R41 and R45).

– The expert indicated that the BPM language must have a
standardized file format (R34).

– The maturity of the BPM language was not relevant to
the case study participant as long as an extensive and
well-documented manual was available (R64).

– The case study participants preferred to employ a BPM
language with an above-average tool availability (R70).
Moreover, free and open-source tool availability are con-
sidered hard constraints (R71 and R72).

– The BPM languagemust allow for modeling control flow
and informational flow between internal and external
agents (R16, R17, R24, and R25).

– According to the case study participant, the Ethereum
SmartContracts havebeenmisusedasa“StateMachine”,
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prompting the experts to have the activity-based BPMN
adopted to “states”. Correspondingly, theBPM language
must be activity-based (R50) and include a mechanism
to express states in the sense of transaction boundaries
(R49).

4.2.2 Results

Before participating in this research, the case study par-
ticipant selected BPMN as the feasible solution. Next, he
identified 54 feature requirements based on the MoSCoW
prioritization technique. Due to the complex requirements,
more than half of the features prioritized hard constraints
with Must-Have and Won’t-Have values. The remaining set
of feature requirements received Should-Have and Could-
Have priorities.

Accordingly, the DSS excluded practically all BPM lan-
guages as feasible solutions in the decision model, slightly
relaxing the constraints opened up BPMN as a feasible solu-
tion. More specifically, we convert the Must-Have require-
ment state-based (R49) from a hard constraint to a soft
constraint (Should-Have), as the specification of mecha-
nisms to access states is outside of the scope of the BPMN
standard [96] according to our mappings. Instead, we con-
sidered this an implementation detail for process engines,
such as Camunda, in which BPMN-Transaction Boundaries
can prescribe states. Subsequently, the decision model con-
siders BPMN to be an activity-based BPM language [97–99]
rather than a state-based language. To prevent the DSS from
excluding BPMN as a feasible solution, we have prioritized
state-based as a Should-Have feature requirement in the case
definition of the DSS.

Similar to the considerations of the case study participant,
the DSS suggests BPMN as the best-fit decision alternative.
Combining two or more process modeling languages could
also help achieve the combined goal of communicating and
enacting a single processmodel. However, using two ormore
BPMlanguages andprocessmodels (re)introduces the redun-
dant transformation step the framework tries to avoid. As
such, we did not further relax the requirements.

4.3 Case study 3: external datamonitoring using
oracles in blockchain-based process execution

The conceptual limitations of Blockchain restrict the real-
time integration of external data, which could lead to runtime
behavior that is non-compliant due to missing data updates
or incorrectly evaluated conditional constraints. As such,
Ladleif, Weber, and Weske [100] contribute a first assess-
ment of the nature of these issues and develop compliant
transaction-driven semantics facilitating common business
process patterns within smart contracts. Finally, they extend
and propose various Oracle-based implementation strategies

on a conceptual, technology-independent level. The work
contributes toward holistic support for business processes on
Blockchain.

As a running example throughout the work, a ticketing
system of a railway company has been modeled using the
Business ProcessModel and Notation. According to the case
study participant, the predominant motivation for selecting
BPMN collaboration diagrams was his popularity and famil-
iarity with the notation. Moreover, the expert highlighted
that BPMN choreography diagrams were excluded from the
ranked shortlist of feasible solutions as these diagrams lack
objects for modeling data stores and data flows.

4.3.1 Requirements

The case study participant defined the following subset of
requirements for modeling the ticketing system of a railway
company as the running example in their study (for more
detail, see Table 4):

– The BPM language must cover the functional and behav-
ioral perspectives (R05 and R06). Additionally, the
ability to depict where and by whom activities are per-
formedwould add remarkable value to theBPM language
(R08).

– Due to the nature of the work revolving around process
execution, the BPM language must support the goal of
enaction (R03). If the BPM language were to facilitate
control, that would also add significant value (R04).

– As the authors intended to implement a subset of the
semantics of the notation to fit the research questions,
the availability of an execution engine was not relevant to
the decision-making process (R41). For the same reasons,
it was not relevant whether the BPM language allowed
for the simulation and verification of the process models
(R42 and R43).

– The case study participant indicated that the article was
written specifically for domain experts. The easy under-
standability of the BPM language played a trivial role in
the decision-making process (R51 and R52).

– According to the case study participant, the availability
of free and open-source tools was mandatory to select a
suitable BPM language (R71 and R72). Furthermore, an
above-average tool available for free and paid solutions
was also desirable (R70).

– The market’s popularity was the expert’s main quality
concern. They want to select potential BPM languages
with an active community and high popularity (R58 and
R69).

– The case study participant required the BPM language to
have a high degree of formality with well-defined seman-
tics (R55).

123



150 S. Farshidi et al.

– Due to the nature of blockchain-based process exe-
cution, where in the simplest form, every activity or
element would be one blockchain transaction serialized
and executed one after the other, truly concurrent BPM
languages had to be excluded (R44).Moreover, the expert
preferred imperativeBPMlanguages due to thefinite pos-
sible process variations (R14 and R15).

– Finally, the case study participant stated that the BPM
languagemust have a standardized file format (R34). The
high degree of tool support for the extensiblemarkup lan-
guage (XML), e.g., in Camunda [Men14], the file format
had to be of this type (R40) specifically.

4.3.2 Results

Before participating in this study, the case study participant
selected BPMN as the best-fit feasible solution for the mod-
eling task. The expert defined 40 BPM feature requirements
and assigned Must-Have priorities to 17. Another 13 have
been prioritized as Should-Have, eight as Could-Have, and
two as Won’t-Have.

Based on the requirements defined by the case study par-
ticipant, theDSS ranksBPMNas the best-fit feasible solution
with 90%. We slightly relaxed the file-format priorities for
XSD and XMI from Must-Have to Should-Have, opening
up UML-AD as a potentially feasible solution with a score
of 63%. The significantly lower score for UML-AD makes
sense since the notation supports fewer features related to the
experts’ goal of process execution, such as system interpre-
tation and a graphical construct for representing the flow of
data (R03, R45, and R18). Hence, the results of the DSS are
similar to the ranked shortlist of feasible solutions of the case
study participant, asserting that BPMN is the best-fit feasi-
ble solution for modeling the ticketing system of a railway
company as the running example in the study.

4.4 Case study 4: capability-driven development of
an SOA platform: a case study

Capability-driven development (CDD) presents a paradigm
for organizational modeling and information technology
developmentwithin enterprises. Espana et al. [101] identified
several critical pillars underlying this approach, including
capability modeling that encompasses goals, context, and
processes, pattern-based design, and a heightened awareness
of runtime context, which enables service delivery adjust-
ment. Nevertheless, the authors have observed a dearth of
empirical studies on the practical application of CDD in
industry. To address this gap, Espana et al. [101] conducted
a research study and reported their findings in their paper,
which focused on capability modeling in a service-oriented
architecture (SOA) development project.

The case studyparticipant (thefirst author of thepaper [101])
explained that they selected BPMN as their modeling lan-
guage to represent the process model, process variants, and
capability delivery patterns of the SOA platform. To model
aspects of the capability solution that traditional business pro-
cess modeling notations did not cover, the authors extended
the BPMN notation slightly. Although BPMN met their
needs, they acknowledged that identifying the most suitable
notation for each model view remains an open research chal-
lenge. The author also emphasized the need for specialized
guidelines or extensions for different notations and situa-
tional guidelines to adapt to project contingencies. In CDD,
identifying and modeling variability is crucial to automat-
ing service delivery without manually customizing software
code. While BPMN was a suitable modeling language for
their study, the authors recognized its limitations.

4.4.1 Requirements

The case study participant defined the following subset
of requirements for selecting a modeling language for the
capability delivery patterns of the SOA platform (more infor-
mation can be found in Table 4):

– The language for modeling business processes should
clearly and concisely represent the process that all stake-
holders can easily understand (R01).

– The language needs to facilitate the analysis and improve-
ment of a process. This means that it should enable the
identification of inefficiencies and bottlenecks in the pro-
cess and provide a means of optimizing it (R02).

– The language should enable the translation of the process
into an executable form, allowing for automated execu-
tion (R03).

– The language should enable tracking of the process as it
progresses, allowing for real-time monitoring and man-
agement (R04).

– The language selected should provide the ability to
define process elements and their functional dependen-
cies, including activities, subprocesses, andother relevant
components. This will enable a comprehensive under-
standing of the process and its constituent parts (R05).

– The language should specify when and how activities are
performed within the process. This will enable a clear
and concise representation of the sequence of activities
that comprise the process (R06).

– The language should enable modeling data entities pro-
duced or manipulated by the process and their relation-
ships. This will provide insight into the structure of
informational entities within the approach (R07).

– The language should also enable the identification of
where and by whom activities are performed, both func-
tionally and physically. This will provide insight into the
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role of individuals and teams in the process and the phys-
ical location of activities (R08).

– The language should be designed to model the widest
variety of application domains, so it should be flexible
and adaptable enough to accommodate a broad range of
business processes (R09).

– The language notation should be graphical. This will
enable a visual representation of the process, making it
easier to understand and communicate (R11).

– The language should allow for modeling an order in
which tasks are to be executed, including a concept of
time. This will enable a clear and concise representation
of the sequence of activities within the process (R16).

– The language should enable the modeling of messages
and their flow. This will provide insight into the flow of
communication within the process (R17).

– The language should allow for modeling activity/task-
based models. This will represent the process in terms of
discrete activities and tasks (R31).

– The language should allow for decomposition and pro-
cess nesting. This will enable a hierarchical representa-
tion of the process, providing insight into the relationship
between activities and subprocesses (R46).

– A comprehensive and well-documented manual or lan-
guage specification should be available for the selected
language. This will guide the use of the language and
ensure consistency and accuracy in its application (R64).

4.4.2 Results

The experts involved in the case study opted for BPMNas the
most suitable and practical means of modeling language for
depicting the process model, process variations, and capa-
bility delivery patterns of the SOA platform. The experts
in question delineated 31 essential BPM features and des-
ignated 9 of these as Must-Haves. Additionally, 12 features
were accorded Should-Have priority, whereas 10 were clas-
sified as Could-Haves.

Based on the requirements specified by the case study
participants, the DSS initially failed to produce any viable
results. Consequently, we informed the case study partici-
pant of this outcome and adjusted two features of the DSS,
namely Business goals and decomposition (R29 and R46).
After these adjustments, the DSS recommended BPMN as
the most appropriate and feasible solution with a ranking of
79%, followed by UML-AD as a secondary alternative solu-
tion with a ranking of 53%. The lower score for UML-AD
can be attributed to the notation supporting fewer features
pertinent to the experts’ objective of process execution, such
as Business Rules, Enaction, and Decomposition (R03, R28,
R46). Thus, the DSS-generated outcomes aligned with the
shortlist of feasible solutions ranked by the case study par-
ticipants, affirming that BPMN is the best-fitting feasible

solution for capability modeling in the SOA development
project.

5 Analysis of the results

The degree to which the goal dimension of the artifact is
met is determined based on four evaluation metrics: (1) effi-
cacy, which refers to the extent to which the artifact achieves
its intended effect [102], (2) validity, which is the degree to
which the artifact operates correctly [103], and (3) general-
ity, which is the broader goal addressed by the artifact [104].
In addition, we incorporated the opinions of domain experts
and compared the results of the DSS to the BPM language
selection decision of case study participants (ranked short-
list). Since, to the best of our knowledge, there are no other
accessible decision support systems in the business process
modeling domain that allow for case definition, the evalua-
tion is considered to be absolute.

Regarding efficacy, the decision model aims to assist
academics with their business process modeling language
selection problems in research projects. The domain experts
and case study participants stated that the comprehensive
overview of BPM languages and features could be useful
for exploring implicit feature requirements and discovering
alternative solutions for modeling problems in the academic
domain. Furthermore, they indicated that decision makers
often choose a BPM language based on familiarity rather
than the characteristics and quality attributes relevant to the
modeling problem. Hence, several domain experts expressed
that modelers and scholars with limited knowledge of BPM
languages could find the decisionmodel useful for evaluating
and justifying their selectiondecisions. Finally, the case study
participants appreciated the validation of the BPM language
selection decision provided by the artifact. In conclusion, the
decisionmodel appears to perform satisfactorily based on the
efficacy metric and could be a valuable tool for academics.

The decision support system recommends BPMN 2.0 as
a feasible solution for all four case studies (see Table 5
for details), indicating that the Business Process Model and
Notation 2.0 supports all of the case study participants’ fea-
tures with a Must-Have priority. These results align with
previous research showing BPMN 2.0 to be among the most
popular processmodeling solutions on themarket [105, 106],
and the de-facto standard for process modeling [107, 108].
Furthermore,BPMN’smaturity, universality, expressiveness,
and popularity are relatively high, as it supports 82% of the
BPM features considered in the decision model (for more
detail, see [76]). Similar findings have been reported by
Silva [109], and Entringer et al. [17], where BPMN is the
only BPM language that meets all evaluative criteria.

Regarding the participant feature requirements, Table 4
shows that the functional perspective, behavioral perspec-
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tive,Exclusive choice (XOR), and Task/Activity features were
identified as “Must-Have” features by all participants. The
selection of these features indicates that participants prior-
itize the BPM language’s ability to express the functional
and behavioral aspects of the business process and spec-
ify exclusive choices and activities/tasks that form part of
the process. Organizations can utilize this information to
evaluate BPM languages and select one that best suits their
needs for expressing their business processes’ functional and
behavioral aspects.

Thegeneral-purpose feature, thegraphical/diagrammatical
representation, the control flow/sequence,Parallelism (AND),
and Event/Trigger were identified as essential features by at
least three of the four case study participants. These fea-
tures are crucial for the design and execution of complex
business processes. The general-purpose feature enables
the BPM language to be used in various contexts, mak-
ing it a versatile tool for modeling business processes. The
graphical/diagrammatical representation facilitates the visu-
alization and understanding of the business process, which is
essential for communication and collaboration among stake-
holders. The control flow/sequence and Parallelism (AND)
features are necessary for the proper execution of business
processes, ensuring that activities are performed in the cor-
rect order and that parallel activities are executed correctly.
Finally, the Event/Trigger feature allows for the specifica-
tion of events that initiate activities in the business process,
enabling organizations to automate processes triggered by
specific events.

All case study participants identified tool availability,
Documentation availability, Formality, Experts, Activity-
based, Input (source), andCommunication as feature require-
ments. These features are critical for the successful adoption
and use of BPM languages. Tool availability refers to the
availability of software tools that support the BPM language,
which is important for developing, testing, and executing
business processes. Documentation availability is crucial
for facilitating stakeholders’ understanding and use of the
BPM language. The Formality of the BPM language syntax
and semantics is important for ensuring that the language is
unambiguous and consistent.

Including the Experts feature requirement in the selec-
tion process emphasizes the importance of the modeling
language’s ability to support advanced modeling elements.
This requirement is critical as it enables users with a high
level of expertise in the field to model complex applications
or domains that require more advanced constructs. In other
words, users with a deeper understanding of the modeling
language and its advanced features should be able to lever-
age their expertise to create models that accurately represent
the intricacies of the system being modeled.

The Activity-based feature is essential for specifying the
activities that constitute the business process, which is impor-

tant for process automation and optimization. The Input
(source) feature pertains to the ability to specify the sources
of input to the business process, which is important for
ensuring that the process is executed correctly. Finally, the
Communication feature is essential for the specification of
communication channels between activities in the business
process, which is important for collaboration and coordina-
tion among stakeholders.

The decision makers have different perspectives on their
feature requirements, primarily influenced by the purpose,
or goal, for which business process models are to be used.
Table 4 shows that the case study participants who indicated
the feature requirements more confidently in adherence to
their currently selected solution were advised of a more lim-
ited set of potentially feasible alternative solutions. In other
words, many hard constraints (Must-Have and Won’t-Have)
on unique BPM features lead to the DSS suggesting fewer
alternative solutions.

For instance, finding a BPM language that supports fea-
tures for depicting and implementing process visualizations
using a single diagram (such as in case study two) led to
30 BPM features being defined as hard constraints. Flexibil-
ity on the feature requirements leads to a higher number of
ranked feasible solutions, illustrated in Table 5 under Rev. 2.
For example, the relaxation of some of the BPM feature con-
straints in the second revision led to theEvent-driven Process
Chain (EPC) (35%) andUnifiedModeling Language Activity
Diagrams (UML-AD) (69%, 63%, 53%) being opened up as
potentially feasible solutions for case studies one and four,
respectively.

Regarding the validitymetric, the results of theDSSmatch
with the case study participants ranked shortlist of potentially
feasible BPM languages. As such, the decision-model scores
are sufficient concerning the validity of the results based on
the four case studies.

Generality is an often mentioned criterion for evaluating
design theory [110], which refers to the broadness of the
goal addressed by the artifact, where the broader the goal,
the more general the artifact [104]. As aforementioned, the
goal addressed by the decision model is to assist academics
in selecting a suitable BPM language for their modeling
problems in research projects. The decision model includes
the most prominent BPM languages, positively impacting
the generality metric. However, the decision model omits
declarative BPM languages, depriving the model of its pur-
pose when such a language is required—negatively affecting
the generality of the artifact. Despite that, we have included
declarative as a feature so that the decision model can be
easily expanded by adding declarative BPM languages in the
future. Furthermore, the decisionmodel is suitable for select-
ingBPM languages in the academic domain. Fortunately, this
work is part of a larger research project in which additional
decision models are created for other multi-criteria decision-
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making problems in the software domain (such as [45, 62,
64–66]).

6 Discussion

This section highlights the viewpoints of the domain experts
and case study participants on the decision model. Moreover,
it explains the lessons learned and our observations while
researching, building, and evaluating the decision model.
Finally, this study discusses threats to validity, mitigation
tactics, and limitations.

6.1 Case studies

We conducted case studies with four domain experts to
identify their feature requirements using the MoSCoW pri-
oritization technique. Table 4 shows that the case study
participants who defined a higher number of hard constraint
features were advised a more limited set of alternative solu-
tions. For example, the second case study participant defined
30 hard constraint features, which limited the number of
potentially suitable solutions. In contrast, case study partic-
ipants one and three defined relatively more soft-constraint
features, leading to a broader list of potentially suitable solu-
tions.

The infeasible solutions arose because some participants
indicated their requirements as hard constraints without
knowing that their desired solutions (that they used in their
study before participating in this research) might not sup-
port those requirements. The limited set of BPM languages
that support the hard constraint features might not have been
known to the participants, leading to conflicts between the
selected features and available solutions.

To address this issue, we relaxed the constraints by con-
verting a set of hard constraints (Must-Have andWon’t-Have)
to soft constraints (Should-Have, Could-Have, or None). We
iteratively performed this process until at least one feasible
solution was found (see Table 5, Rev. 2). By doing so, we
were able to provide the participants with alternative solu-
tions that better alignedwith their preferences and prioritized
requirements.

It is important to note that identifying and prioritizing fea-
tures for a BPM solution can be a complex task, and process
modelers may not always be aware of the limitations of their
desired solutions. Therefore, the decision model we propose
in this paper can help process modelers make more informed
decisions by providing a comprehensive overview of BPM
languages, features, and quality characteristics.

6.2 Expert interviews

We formally coded the analysis of the interviews and liter-
ature study (the full data set is available on Mendeley Data
[76]) and leveraged incremental concept development [66]
to identify relevant concepts from the literature study and
domain expert interviews. Next, candidate qualities and fea-
tures were defined and fine-tuned during the interviews and
confirmed through the literature study results.

Multiple domain experts asserted thatmodelers and schol-
ars with little experience with and knowledge of BPM
languages could find the decision model useful for explor-
ing potentially suitable solutions, determining explicit and
implicit feature requirements, and justifying their language
selection decision(s).

According to the domain experts, experienced business
process modelers usually select a BPM language based on
their familiarity with it—rather than comparing a set of
languages based on their characteristics. The case study par-
ticipants shared this view. Nevertheless, the domain experts
highlighted that the decision model proves particularly use-
ful for evaluating and validating if the “right” BPM language
has been selected. Additionally, the case study participants
highlighted the appreciation of the validation of their case.

6.3 Lessons learned

BPM languages that are actively maintained by an organiza-
tional body or consortium, such as the Object Management
Group (OMG) [111], are typically supported by an active
community, which ensures the availability of tools and train-
ing materials. Additionally, these BPM languages tend to
have a high level of maturity, providing support for BPM
features such as documentation availability, evolutionary, and
theoretical foundation.

BPMN stands out as a highly comprehensive language
that supports most BPM features considered in the decision
model (81.94%). These results are consistent with biblio-
metric analysis by Silva [109], which identifies BPMN as
the only BPM language meeting all evaluative criteria. Sim-
ilarly, Recker et al. [112] observe that BPMN (v1.0) is the
only language capable of covering all aspects of business pro-
cess modeling. Several other studies also describe BPMN as
the de-facto standard for business process modeling today,
including Entringer et al. [17], Kocbek et al. [113], and Khu-
dori et al. [108].

The remaining graphical BPM languages, such as EPC,
UML-AD, and YAWL, are all nearly equal in their level
of expressiveness, supporting basic process modeling con-

123



154 S. Farshidi et al.

structs such as control-flow, agents, and OR, XOR, and AND
gateways. These BPM languages differ in the perspectives
they cover and the goals they support. For example, YAWL
is often used for defining workflows, while UML-AD speci-
fies processes in a way that facilitates software development.
In contrast, EPC is a high-level description of business oper-
ations [114].

Selecting a suitable BPM language for a large project
with complex requirements is a crucial task that largely
depends on the level of expressiveness of the languages. In
this regard, BPMN stands out as the clear winner. There-
fore, it may be more meaningful for academics to explain
why they did not select BPMN rather than justifying their
decision to use it for their modeling task. Nevertheless,
the proposed decision model offers a novel approach that
enables researchers to comprehensively identify implicit fea-
ture requirements, explore potential alternatives, and evaluate
and validate their BPM language selection decision. The
decisionmodel synthesizes knowledge from various sources,
presenting a reusable and comprehensive overview of BPM
languages and their features, which researchers can leverage
for future challenges.

Experience in using BPM languages provides valuable
insights when selecting suitable BPM languages. However,
modelers tend to favor the BPM languages they have used
and are familiar with. Adapting to a new BPM language is
often time-consuming and costly for decisionmakers. There-
fore, the “best” BPM language for academics is usually
the one they have used before. However, relying solely on
familiarity poses risks, such as discovering that the selected
language does not meet all desired criteria later in the model-
ing process. To avoid workarounds and language extensions,
academics should use the proposed decision model to eval-
uate and validate their BPM language selection decision for
their research projects.

During the development of the decision model in this
study, modeling languages such as the Communicative Event
Diagram (CED) [115], a component of the broader require-
ments engineering method named Communication Analysis,
were not considered. This decision was based on the fact that
modelers do not typically use CED as the primary language
for process modeling. Instead, it is commonly employed
to capture requirements related to communication between
stakeholders, such as identifying the actors involved, mes-
sages exchanged, and communication channels used.

While such languages can complement process modeling,
they lack the essential features required for process model-
ings, such as task/activity modeling, control flow/sequence,
and event/trigger modeling. These features are critical for
effectively capturing the process flow and logic of the mod-
eled system. Therefore, using a language lacking these
essential features can hinder the accuracy and reliability of
the resulting model. In addition to these factors, the decision

not to include CED in the decision model was also influ-
enced by its limited use within the modeling community.
Using a language that is not widely adopted by modelers
may lead to challenges in communication and collaboration
among stakeholders, ultimately impacting the success of the
modeling effort.

6.4 Threats to validity

Assessing the validity is essential to any empirical study [45]
and case study research [116]. The trustworthiness of the
results, bias by the researcher(s), and the extent to which the
results are true are all denoted by the validity of a study [85].
Typically, validity discussions involve construct validity,
internal validity, external validity, and conclusion valid-
ity [62]. Furthermore, We adopt the classification scheme
by Yin [82] to distinguish between four aspects of validity,
being: (1) construct validity, (2) internal validity, (3) external
validity, and (4) reliability. Below we highlight these aspects
and the tactics used to mitigate the threats to the validity of
this study.

Construct validity refers to the extent to which the test
meets its goals [85] andwhether an accurate operationalmea-
sure has been used for the concepts being studied [117].
To mitigate the threats to the construct validity, we fol-
lowed Majumders’ six-step decision-making process [43]
and the multi-criteria decision-making theory to build the
decision model for the BPM language selection problem.
Besides, multiple knowledge acquisition techniques have
been employed to capture knowledge regarding the BPM
languages: document analysis, snowballing literature review,
and multiple domain expert interviews. Moreover, the effec-
tiveness and usefulness of the proposed decision model and
DSS have been evaluated using four real-world case stud-
ies related to four different articles published in conferences
with a CORE rank of at least A*, A, B, or C.

Internal validity demonstrates and proves the assumed
causal relationships between observations [82]. In other
words, “it determines whether the study is sound or not” [45].
We used the following methods to mitigate the threats to the
internal validity: first, we defineDSS success when it, in part,
alignswith the case studyparticipants’ shortlist of ranked fea-
sible solutions. However, using the case study participant’s
opinion as a measurement instrument is risky, as they may
have subjective opinions and lack the knowledge required
to make a well-grounded judgment. We counter these risks
by conducting multiple case studies and using interview pro-
tocols, assuming the case study participants handle them in
their best interest.

External validity is concerned with the generalizabil-
ity of the results analytically and reliably [82], referring
to how the operations of a study can be repeated with the
same results [117]. The decision model’s usefulness has
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been evaluated in the academic domain, capturing knowledge
from different knowledge sources without regional limita-
tions to define the constructs and build the decision model.
We hypothesize that the decision model can be generalized
to other BPM language selection problems in the academic
domain.

A challenge for the decision model is that the identified
BPM features vary greatly depending on the perception of
the expert. For example, some experts indicated that stan-
dardized file format and mappability are features of BPM
languages. In contrast, other domain experts argued that they
should not be considered features of BPM languages. Hence,
it could be argued that a (much) larger number of experts is
needed to reach a consensus about the features. We have sur-
veyed over 50 scientific publications to concord and derive
additional features and definitions frommitigating this threat.
Moreover, we have only included features in the decision
model, which occurred in at least four sources of knowledge.
Finally, we plan to mitigate the feature consensus problem
by adapting the knowledge base in the future based on feed-
back from decision makers using the DSS. Accordingly,
knowledgeable academics can successfully apply the deci-
sion model to evaluate their decisions. Less knowledgeable
academics can use the DSS to discover feature requirements
and potentially feasible solutions for the modeling task.

Conclusion validity verifies whether the methods of a
study, such as the data collection method, can be reproduced
with similar results. Following the multi-criteria decision-
making framework andMajumders’ six-stepdecision-making
process, we captured and organized the knowledge from the
various sources of knowledge. The accuracy of the extracted
knowledge was guaranteed by developing various interview
protocols for the domain expert interviews and case studies
and defining the knowledge extraction strategy and format.
Following the framework and interview protocols allows us
to keep the knowledge extraction process consistent and val-
idate if the acquired knowledge has addressed the research
questions.

Reliability refers to the extent towhich the data and analy-
sis depend on the specific researcher [82]. Typically, research
is considered reliable when someone can examine the work
and come to a similar conclusion [118]. Common threats
to the reliability of a study would be the lack of a com-
prehensive research plan [119] and not having systematic
interview questions. Consequently, these threats have been
mitigated by following the MCDM theory, Majumders’ six-
step decision-making process, and the interview protocols,
which have been made available on Mendeley Data [76].

6.5 Limitations

We find it relevant to highlight a few practical and theoretical
limitations that may influence the outcomes and conclusions

of our research. Due to the initial study being a Bache-
lor’s thesis, the available time and resources were limited.
In contrast, the literature review, document analysis, expert
selection, expert interviews, case study selection, case def-
inition, and evaluation of the decision model have proven
to be time-consuming and exhaustive. As a result, one of the
limitations of the work is that the non-Boolean feature expert
availability is based on a single metric. In contrast, using a
weighted average based onmultiplemetrics would have been
beneficial.

Furthermore, finding academic experts that were benevo-
lent toward participating in the study (both for the interviews
and the case studies) has proven to be a challenging task
due to their: (1) not responding, (2) not having a schedule
that allows for such initiatives due to increasing workloads,
or (3) having other priorities. As a result, the decision model
has been evaluated employing four case studies, meaning the
results are not directly generalizable. As per the recommen-
dation of Eisenhardt [120], preferably, at least one more case
study was conducted to develop the theory and evaluate the
decision model.

Last but not least, the DSS has another problem inherent
to its very nature: decision models can quickly get outdated
without proper updates to them. For example, new BPM
languages and extensions can arise. Moreover, evolution-
ary techniques could introduce new features or adapt the
language to cover a more significant part of the features cur-
rently included in the decision model. However, the nature
of the decision model is such that it allows for easy addition,
removal, or adjustment of the BPM languages and features.
Hence, the decision model is both maintainable and evolv-
able.

7 Related work

This section provides a comprehensive overview of evaluat-
ing BPM languages, contextualizing the proposed decision
model within the existing literature. Each subsection briefly
describes the work, highlighting its unique contributions
and relevance to the current study. Snowballing was the
primary method in this study to investigate the existing lit-
erature regarding business process modeling and strategies
that address the BPM language selection problem. Table 6
summarizes a subset of selected studies that address the BPM
language selection problem.

7.1 Evaluating BPM languages

The field of business processmodeling haswitnessed a grow-
ing interest in recent years, leading to the development of
various techniques and notations for representing business
processes. Numerous comparative analyses have been con-

123



156 S. Farshidi et al.

Table 6 Compares selected studies on BPM language selection. The
first two columns show the study and publication year. The third column
shows the decision-making approach (DMA) used. The fourth column
indicates whether the approach is MCDM. The fifth column shows if
pairwise comparison (PC)was used. The sixth and seventh columns dis-

play the number of criteria and alternatives considered. The next three
columns show the common quality attributes, features, and alternatives
with the first row (this study). The last column shows the percentage of
coverage of the considered alternatives, features, and quality attributes

Study Year DMA MCDM PC #C #A #CQ #CF #CA Cov. (%)

This study DSS Yes No 97 23 25 72 23 100

[18] 2021 AHP Yes Yes 7 5 7 0 5 100

[27] 1999 Benchmarking No N/A 10 2 4 6 2 100

[32] 2016 ELECTRE Tri-B Yes No 43 3 7 18 3 61

[127] 2006 Benchmarking No N/A 8 7 0 8 6 93

[128] 2004 Benchmarking No N/A 6 12 0 6 8 78

[17] 2021 Benchmarking No N/A 9 4 6 3 4 100

[129] 2006 Benchmarking No N/A 43 3 7 18 3 61

[130] 2002 Benchmarking No N/A 9 3 0 9 2 92

[35] 2007 AHP Yes Yes 22 7 8 10 5 79

[28] 2019 MAP No N/A 30 28 16 5 15 62

[19] 2009 Benchmarking No N/A 5 7 3 2 7 100

[30] 2016 Benchmarking No N/A 10 6 5 2 6 81

[131] 2004 Benchmarking No N/A 37 5 6 21 5 76

[50] 2015 Benchmarking No N/A 13 3 10 2 3 94

ducted to aid scholars in selecting the most suitable BPM
language for their research projects.

For instance, Rad et al. [121] proposed an evaluation
framework for service-based process modeling languages in
the healthcare sector. Lu and Sadiq [122] presented a criti-
cal and comprehensive analysis of two prominent modeling
approaches for business processes, focusing on control-flow
capabilities.

Several studies have evaluated the available BPM lan-
guages over the past few decades. Tangkawarow and Wawo
runtu [51] presented a comparative analysis of four BPM
techniques, explaining their definition, structure, advan-
tages, and disadvantages. Niziol et al. [123] compared and
characterized various aspects of three selected modeling
notations: UML, BPMN, and EPC, using the 4+1 architec-
tural view model [124]. Abdel-Fattah et al. [29] developed
an evaluation framework for the business process modeling
techniques based on specific business process needs, empha-
sizing BPMN, UML-AD, PN, IDEF3, and RAD.

Bork et al. [125] proposed an empirical evaluation tech-
nique for evaluating the intuitiveness of domain-specific
modeling languages, while Mili et al. [33] presented an
overview of seventeen BPM languages and categorized the
various languages from different scientific traditions. The
field has also seen a growing interest in recent years, leading
to the development of various techniques and notations for
representing business processes.

Entringer et al. [17] conducted a bibliometric analysis
to identify the most commonly portrayed BPM languages

in the literature. They found that BPMN, UML, EPC, and
IDEF were the most represented in the works surveyed.
Aldin and de Cesare [19] conducted a comparative analy-
sis of seven BPM techniques based on five criteria. Awadid
et al. [28] proposed a context-aware roadmap with associ-
ated methodological guidelines for selecting an appropriate
BPM formalism. Hommes and van Reijswoud [21] devel-
oped the Q-ME framework to assess the quality of BPM
techniques, while Johansson et al. [126] analyzed four pri-
mary process-oriented modeling techniques using Moody’s
quality criterion for what makes a good model.

While these works have significantly contributed to the
field, they do not provide a readily usable and accessible DSS
for academics to select a potentially feasible BPM language
for their modeling problems. Benchmarking and statisti-
cal analysis, typically time-consuming, requires a thorough
knowledge of BPM languages and concepts. Additionally,
decision-making based on such analysis can be complex as
decision makers cannot simultaneously assess all their pref-
erences and requirements, particularly when the number of
alternatives and requirements is high.

7.2 MCDM approaches

Selecting the most suitable BPM language requires assess-
ing multiple alternatives and criteria. Including information
within a specific modeling context impacts the development
and implementation of a business process [53], as well as on
the decision to select or reject a BPM language [54]. Thus,
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the decision-making problem is approached differently by
different stakeholders. The chosen BPM language(s) should
address the preferences, concerns, and priorities of decision
makers. In contrast to benchmarking and statistical analysis-
based approaches, these approaches offer primarily generic
results and comparisons, overlooking the requirements and
preferences of individual decision makers.

MCDM tools and techniques are mathematical decision
models that aggregate criteria, viewpoints, or features [132].
Support, a fundamental concept in MCDM, indicates that
decisionmodels are developed with active participation from
the decision maker [133]. Alternatively, an iterative pro-
cess is utilized to analyze decision makers’ priorities and
accurately describe them in a suitable decision model. This
iterative and interactivemodeling procedure is the underlying
principle of MCDM’s decision support approach, distin-
guishing it from statistical and optimization decision-making
approaches [134].

A variety of MCDM approaches have been recently intro-
duced by different researchers [66], of which a subset is
presented below. The analytical hierarchy process (AHP)
is a well-known structured method based on mathematics
and psychology for organizing and analyzing MCDM prob-
lems. For instance, Guizani and Ghannouchi [18] proposed
an approach that transforms the BPM language selection
problem into anMCDMproblem, which is then solved using
the AHP multi-criteria analysis method. This framework is
based on seven criteria for selecting aBPM language that best
satisfies a modeler’s requirements. This MCDM approach
decomposes complex problems into a hierarchical system,
where binary combinations are established at each level of
the hierarchy [135].

Scanavachi Moreira Campos and de Almeida [32] present
a rigorous and systematic framework for selecting a mod-
eling language based on the semiotic quality framework
(SEQUAL) [136] and the Elimination and Choice Trans-
lating Reality (ELECTRE) Tri-B method. ELECTRE Tri-B
is an outranking method [137] that addresses sorting prob-
lems by synthesizing criteria in a unique function, thereby
enabling the offset of a disadvantage of one criterion by an
advantage it has over another.

Krogstie and Arnesen [138] introduce a generic quality
framework that assesses decision makers’ requirements and
compares their supportability against a set of BPM language
characteristics to identify the most suitable solution for the
modeling task.Other typicalMCDMapproaches includeThe
Technique for Order Preference by Similarity to Ideal Solu-
tion (TOPSIS) [139] and Boolean Decision Trees, such as
Criteria Hierarchy Trees, which allow decision makers to
model complex decision problems involving multiple objec-
tives [140].

Despite their practical use, most of these frameworks
use pairwise comparisons to assess the quality of BPM

languages. However, this approach becomes prohibitively
time-consuming for problemswith a large number of criteria.
For instance, a problem with n criteria requires n(n−1)

2 pair-
wise comparisons [135]. As the number of criteria increases,
the complexity of pairwise comparison grows exponentially,
making it increasingly challenging to conduct. Furthermore,
some of these methods, such as AHP, are not scalable, as
modifying the sets of alternatives and criteria requires the
evaluation process to be redone completely. These methods
are typically only suitable for several decision criteria and
alternatives.

In our study, we considered 93 alternatives, 52 quality
attributes, and 117 BPM features and identified 23 alterna-
tives, 25 quality attributes, and 72 features for building the
decision model. Finally, the results of MCDM approaches
are valid for a specified period and get outdated as technol-
ogy advances and new BPM languages and extensions are
introduced. This challenge is also present in our study, and
we propose our plans for keeping the knowledge base up to
date in Sect. 8.

In contrast to the named approaches, the cost of creating,
evaluating, and applying the proposed decision model in this
study is not penalized exponentially by the number of deci-
sion criteria and alternatives. The decision-making process
is split into four maintainable phases, making it an evolvable
and expandable approach [87]. Additionally, we introduce
several parameters tomeasure and estimate the values of non-
Boolean criteria, such as the popularity and tool availability
of the BPM languages. Furthermore, we employed a liter-
ature review to establish a standard set of quality attributes
as a reference point for determining the quality of the BPM
languages. In brief, the proposed decision model addresses
the essential aspects of knowledge management, such as
knowledge capturing, sharing, and maintenance, to support
academics with the MCDM problem of selecting a suitable
BPM language for their research project(s).

8 Conclusion and future work

In this study,wemodeled selecting a business processmodel-
ing language in research projects as a multi-criteria decision-
making problem, which evaluates alternatives based on a
set of decision criteria [43, 63]. To support academic deci-
sion makers, we presented a decision model based on the
technology selection framework [44] and deeply embedded
requirements engineering concepts such as the MoSCoW
prioritization technique. This technique allows for the prior-
itization of requirements based on their relative importance
to the success of a project, ensuring that the most critical
requirements are given the highest priority, ultimately lead-
ing to the selection of themost suitable BPM language for the
project. Additionally, by incorporating established require-
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ments engineering concepts like MoSCoW, we increase the
reliability and credibility of our approach, making it easier
for other researchers to replicate ourwork in similar contexts.

To develop the decisionmodel, we conducted a systematic
literature review to determine uniformBPM language quality
attributes. The current version of the decision model consists
of 72 generic BPM features, 23 BPM languages that (partly)
support these features, and 25 quality attributes that evalu-
ate the quality of the BPM languages. We gathered feedback
from ten domain experts to evaluate the decisionmodel’s effi-
cacy, validity, and generality and conducted four academic
case studies.

The results indicate that the decision model can suffi-
ciently assist academics during the BPM language selection
process in research projects and is particularly beneficial
for evaluating and validating the decision maker’s decision,
exploring potentially feasible alternative solutions, and ana-
lyzing an extensive list of features. Our findings also align
with those of other researchers, indicating that BPMN2.0 is a
highly expressive and flexible language, covering the largest
number of BPM features considered in this study (82%) and
considered to be “the de-facto standard for representing pro-
cesses occurring in virtually every kind of organization one
can think of” [107]. Therefore, it makes more sense for aca-
demics to argue why they did not select BPMN rather than
discussing why they did choose BPMN for the modeling
problem(s) in their research project(s).

Finally, the BPM languages and features collected from
domain expert interviews, systemic literature review, and
document analysis provide a comprehensive overview of
the BPM languages and characteristics other researchers
and academics can employ for future challenges. We have
made these data available as separate datasets on Mendeley
Data [76].

Our future work aims to improve the decision model by
adapting the knowledge base based on feedback from deci-
sion makers using the decision support system. Additionally,
we aim to introduce additional metrics for determining the
values assigned to the non-Boolean BPM features. Further-
more, future studies could explore the multitude of BPM
language extensions available, such as the 52 BPMN exten-
sions uncovered in a literature survey by Zarour et al. [141].
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