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Abstract
CaseManagement has been evolving to support knowledge-intensive business processmanagement, resulting in differentmod-
eling languages, e.g., Declare, Dynamic Condition Response (DCR), and Case Management Model and Notation (CMMN).
A language will die if users do not accept and use it in practice—similar to extinct human languages. Thus, evaluating how
users perceive languages is important to improve them. Although some studies have investigated how the process designers
perceived Declare and DCR, there is a lack of research on how they perceive CMMN—especially in comparison with other
languages. Therefore, this paper investigates and compares how process designers perceive these languages based on the
Technology Acceptance Model. The paper includes two studies conducted in 2020 and 2022, both performed by educating
participants through a course, with feedback on their assignments, to reduce biases. The perceptions are collected through
questionnaires before and after feedback on the final practice. Results show that the perceptions change is insignificant after
feedback due to the participants being well-trained. The reliability of responses was tested using Cronbach’s alpha. The results
of the first study show that both DCR and CMMNwere perceived as having acceptable usefulness and ease of use, but CMMN
was perceived as significantly better than DCR in terms of ease of use. The results of the second study show that only DCR
was perceived significantly better than Declare in terms of usefulness. The participants’ feedback shows potential areas for
improvement in languages and tool support to enhance perceived usefulness and ease of use.

Keywords Business process modeling · Knowledge-intensive · Case management · CMMN · DCR · Declare

1 Introduction

Case Management is a research paradigm that supports
the management of knowledge-intensive processes (KiP)
[16]. The process is defined around the case concept, such
as a patient in healthcare or a customer in the insurance
domain. Knowledge workers, rather than pre-defined rigid
rules, decide how a case should proceed in these processes.
As a result, the support for KiPs differs from workflow-
based processes. This difference can also be observed in the
management lifecycle, known as the collaborative knowl-
edge work lifecycle [16], which deviates from the typical
workflow-based management lifecycle.
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The collaborative nature of work in KiPs requires more
freedom for knowledge workers to decide how a case shall
proceed. Therefore, traditional workflow-based models are
not suitable for case management because: (i) the support
shall be limited to specific variants which might be counter-
productive for other variants [9], or (ii) the process model
becomes too complex by capturing all variants required
by different cases, a.k.a. spaghetti models. To address this,
several case management modeling languages have been
defined, e.g., Declare [40, 42], Dynamic Condition Response
(DCR) [23], and Case Management Model and Notation
(CMMN) [38], which is based on Guard-Stage-Milestone
(GSM) [24]. However, as these languages are new, it is uncer-
tain whether users will accept them, leaving room for further
investigation.

The user acceptance of process modeling languages, like
other information systems, can be evaluated based on two
variables: perceived usefulness (PU) and perceived ease of
use (PEU) [14]. Evaluating these variables is very impor-
tant as they enable us to predict the usability of modeling
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languages and compare them to each other. There are few
studies on how users perceive Declare and DCR, e.g. [20,
44, 54], yet there is a gap in research in comparing different
notations in terms of understandability [49].

Therefore, this paper aims to evaluate the user acceptance
of CMMN, DCR, and Declare languages and compare them.
The user acceptance is evaluated by applying the Technology
Acceptance Model [14]. As these languages are new, find-
ing users who already know them is not applicable. Thus,
the users shall be trained, and the acceptance shall be mea-
sured based on their perception (self-assessment). As the
self-assessment is a subjective score, it may differ during the
learning process due to biased factors such as over- or under-
confidence [17]. These biased factors can be minimized by
repeated experiences and feedback [17]. Thus, it is important
to check whether user perceptions are stable and whether the
biased factors are minimized.

The overall users’ perceptions before and after receiving
the feedback for DCR and CMMN, as two industrial-based
languages, were measured through a study in 2020 and pre-
sented in [28]. This paper extends the result by analyzing
data and comparing how these two languages are perceived
in comparison with each other, answering these questions:

R.Q.1. How do trained process designers perceive the use-
fulness and ease of use of CMMN and DCR com-
pared to each other as industrial-based languages?

R.Q.2. Has the feedback significantly changed how trained
process designers perceived the usefulness and ease
of use of each language?

In addition, this paper extends the previous work by repeat-
ing the study in 2022, including the Declare language, and
involving only participants with industrial working experi-
ence, answering this question:

R.Q.3. How do trained process designers with industrial
working experience perceive the usefulness and ease
of use of CMMN, DCR, and Declare compared to
each other?

The previous paper did not investigate: (i) how participants
perceived each language separately, (ii) if there were any
significant differences between how participants perceived
usefulness and ease of use of CMMN compared with DCR,
and (iii) if the feedback significantly changed how partici-
pants perceived each language. This paper addresses these
gaps by extending the previous publication and presents a
more in-depth literature review of papers that performed user
evaluation for CMMNorDCR. In addition, it performs a new
comparison between CMMN, DCR, and Declare by repeat-
ing the study in 2022 as mentioned earlier.

Participants were trained in the business process and case
management course at Stockholm University. This course is
part of a distance program taken by students from different
countries, and it is common for students to work in the indus-
try in parallel. The students practiced these languages and
received feedback on their assignments in order to minimize
the biases of overconfidence and underconfidence. Then, we
collected perceptions before and after the feedback on their
performance on the examination. Participation in this study
was optional.

The significant differences are tested through nonpara-
metric statistical significance tests, and the reliability of
responses is tested using Cronbach’s alpha. The results of
the first study show that both DCR and CMMN were per-
ceived as having acceptable usefulness and ease of use, but
CMMN was perceived as significantly better than DCR in
terms of ease of use. The results of the second study show that
DCRwas perceived significantly better thanDeclare in terms
of usefulness. The comparison of results on users’ percep-
tions indicates potential reasons for differences, including the
importance of supporting interactive simulation by the tool
when learning a language. The tool’s simulation enabled par-
ticipants in the second study to point out an issue they found
hindering the usability.

The remainder of this paper is structured as follows: Sec-
tion2 gives a brief background on related work. Section3
describes the method that is used in this study. Section4
reports the result and discussion, and Sect. 5 concludes the
paper.

2 Background

This section briefly summarizes related work that performed
user evaluation for KiPs. It also gives an overview of related
work that performed user evaluation for CMMN and DCR
through a limited scoping literature review. In addition, it
gives excerpts of DCR, CMMN, and Declare notations.
Please note that we do not aim to give the full syntax of
these languages, which can be found in related literature.

2.1 Users perceptions in business process
management

A language will eventually die if people do not accept and
use it in practice, which is also true for business processmod-
eling languages. Thus, it is important to evaluate how users
perceive languages to determine whether there is a need for
improvement. The evaluation can help us to improve process
modeling languages. Here, we mention some related works
that evaluated user acceptance in the Business Process Man-
agement (BPM) area, in general, and in the casemanagement
area, in particular.
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2.1.1 Users perceptions in business process modeling

Process models can quickly become complex as they rep-
resent complex business processes in practice. Therefore,
different approaches have been developed to enable pro-
cess designers to deal with the complexity. La Rosa et al.
categorize these approaches into two main categories, i.e.,
concrete syntax modifications [31] and abstract syntax mod-
ifications [32]. They also identified different patterns that can
be applied in each category.

The concrete syntax modifications refer to (i) using high-
lights, (ii) following layout guidelines, (iii) following naming
guidelines, or (iv) applying different representations tech-
niques, e.g., using icons for tasks, etc. [31]. The abstract
syntax modifications refer to applying different abstraction
techniques in business process modeling, i.e., vertical, hor-
izontal, or orthogonal modularization techniques [32]. La
Rosa et al. evaluated how users perceived the identified pat-
terns’ usefulness and ease of use by applying the technology
acceptance model [14]. Their evaluation study showed that
all identified patterns are perceived as relevant.

Evaluating the users’ perception is important because the
artifact’s actual usage is influenced by the potential users’
perceptions—which can be measured in terms of useful-
ness and ease of use [14]. Therefore, researchers have used
techniques like the technology acceptance model to evaluate
different business process modeling techniques. For exam-
ple, the technology acceptance model is used to evaluate
(i) how users perceived orthogonal modularization based on
aspect-oriented business process modeling in [27, 29], (ii)
how users perceived the vertical decomposition using BPMN
in [50], and (iii) how graphical highlights can increase the
cognitive effectiveness of business process models in [30].

2.1.2 Users perceptions in case management

Case management is a relatively new paradigm compared
to Business Process Management, and few languages have
been developed to support managing cases. Declarative Ser-
vice Flow Language (DecSerFlow) [51] (a.k.a., Declare) can
be considered as one of the first attempts to develop such
languages.

The understandability and maintainability of process
models are crucial for any process modeling language. Thus,
Fahland et al. identified and hypothesized a set of proposi-
tions describing differences between imperative and declara-
tive process modeling languages based on understandability
and maintainability in [18] and [19], respectively. Weber
et al. [52] conducted a controlled experiment to investigate
whether process designers can deal with increased levels of
constraints when using Declare. The participants were 41
students from two universities. The results show that the par-

ticipants can deal with introduced constraints, which justifies
further declarative process modeling development.

Pichler et al. investigated whether the imperative or the
declarative process modeling languages are better under-
stood by running an experiment with 27 students [43]. Their
study shows that students understand imperative languages
better.

Zugal et al. [54] investigated how hierarchies affect the
expressiveness and understandability of declarative models.
The study is based on nine participants from two universi-
ties. It shows that hierarchies enhance expressiveness. It also
shows that the hierarchies can increase the models’ under-
standability, but they should be applied with care. Haisjackl
et al. [20] investigated how declarative models are under-
stood through an explorative study. Their study shows that
the subjects could understand a single constraint well, but it
was challenging for them to handle a combination of con-
straints. This study also shows that some graphical notations
in Declare, similar to imperative modeling languages, cause
considerable trouble in understandability.

2.2 Users perceptions for CMMN and DCR

This paper primarily focuses on industrial-based case man-
agement modeling languages. Thus, a limited scoping litera-
ture review is conducted in this study to identify related work
that reported user evaluation results for CMMN and DCR,
which is another industrial-based language. The result shows
the lack of such evaluation. Thus, it can be concluded that the
evaluation of the combination of CMMN, DCR, and Declare
is alsomissing—as a subset of the above combination. There-
fore, this section explains the literature review process and
presents the result.

The literature review process includes three steps, i.e.,
finding the papers mentioned CMMN or DCR, filtering
the relevant papers, and filtering the papers with evaluation
results. The result of each step is demonstrated in Fig. 1.

2.2.1 Literature review process

The first step starts by searching Web of Science (Clar-
ivate) and Scopus using two keywords, i.e., “case man-
agement model and notation" and “Dynamic Condition
Response." The search was performed on all fields on 2022-
02-11. The result was 400 papers, where the total number of
papers per each database per each keyword is presented on
the left side of Fig. 1. Twenty and 230 papers were found for
CMMN in Web of Science and Scopus, respectively. Also,
18 and 200 papers were found for DCR in Web of Science
and Scopus, respectively. As shown in Fig. 1, 33 papers men-
tioned both CMMN and DCR—all indexed in Scopus.

The second step was about filtering papers that are about
CMMN or DCR. In this step, we excluded papers which

123



1806 A. Jalali

Fig. 1 The scoping review result for each step

Fig. 2 The trend of related publications over time

were only mentioned these languages in the related work
section. Also, we exclude literature review papers that only
summarize other papers. Thepapers arefilteredbasedon their
title, abstracts, and keywords. Also, 329 papers are skimmed
to make the filter more precise. The result was 150 papers
about CMMN or DCR, among which only 3 papers were
about both languages. The result of this step is shown in the
middle of Fig. 1.

Figure 2 shows the distribution of the papers which are
filtered in the second step. It shall be noted that the number
of publications for 2022 is not complete, as we performed
the search at the beginning of the year.

The third step was about filtering papers that reported the
user evaluation result for CMMN or DCR. The result was 9
papers, among which only 1 paper was about both CMMN
and DCR, shown on the right side of Fig. 1. It shall be noted
that the paper which evaluated both CMMN and DCR is the
conference paper based on which this work is extended [28].

None of these papers reported any user evaluation comparing
the two notations.

2.2.2 Literature review result

Table 1 lists papers that evaluated CMMN or DCR with the
help of users. As can be seen, few studies involve users in
evaluating these notations. Among these studies, there are
very few studies that evaluate user perceptions. The papers
are listed chronologically in the table.

Reijers, H.A. et al. [44] evaluated DCR and Declare
through a workshop with 10 industrial participants. They
dividedpractitioners into twogroups.Onegroupworkedwith
DCR, and the other group worked with Declare. The eval-
uation is performed using both quantitative and qualitative
approaches. As a result of quantitative evaluation, the paper
reports the perceived usefulness and the perceived ease of use
for these two languages. The reliability of items is measured
by Cronbach’s alpha. This study shows no significant differ-
ence in how participants perceived DCR and Declare. The
result also shows that the average perception of participants
was positive. This study also revealed some insights about
declarative and hybrid approaches resulting from qualitative
evaluation.

Marquard, M. et al. [36] evaluated the understandability
of concepts and elements of DCR language through a tutorial
which is organized at the BPM conference. The evaluation
is performed by 1 industrial and 11 academic participants.
Five and nine participants had experience with DCR and
Declare before the tutorial, respectively. The study shows
how much different elements of DCR are understandable by
participants. It also measures four elements capturing the
usability of the tool, i.e., Modeling Screen, Adding Friends,
Individual simulation, and Collaborative simulation.
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Table 1 The list of papers that performed user evaluation for CMMN or DCR

Paper Year Language Evaluation Approach Number of Participants Languages comparison user perception
CMMN DCR Qualitative Quantitative Industrial Academic

[44] 2013 - + & Declare + + 10 0 + +

[36] 2015 - + - + 1 11 - +

[1] 2019 - + + - 7 10 - -

[5] 2019 - + + - 5 10 - -

[15] 2020 - + + - 1 0 - -

[6] 2020 - + + - 2 11 - -

[2]∗ 2021 - + + - 5 10 - -

[45] 2021 + - - + 24 24 - +

[28] 2021 + + - + 0 20 - +

∗ Paper [2] extends paper [5]

Andaloussi, A.A. et al. [1] investigated the effect of using
text highlighter with DCR through an exploratory study
that includes 7 and 10 industrial and academic participants,
respectively. DCR text highlighter is an additional tool that
enables process modelers to identify different elements of
a business process and relate them to the model. The study
used a qualitative approach, and it indirectly interprets user
perceptions. Indeed, the users’ data are collected as they use
the toolset. This work does not evaluate user perception, but
it is included in the list of papers as it evaluates the tools by
involving users and analyzing their data. They conclude that
the “highlighter was perceived more efficient to identify and
append activities and roles to the model " [1].

Andaloussi, A.A. et al. [2, 5] conducted an exploratory
study investigating the benefits and challenges in modeling
business processes with the help of three artifacts, i.e., a
process model, textual annotations, and an interactive simu-
lation. The study includes 5 and 10 industrial and academic
participants, respectively. Four industrial participants did not
have any background in process modeling, so they par-
ticipated as domain experts. Academic participants were
familiar with process modeling. The study collected data
through eye-tracking software, based on which they ana-
lyzed how users performed the modeling. The result shows
how these groups have utilized the artifacts in different ways.
Also, it shows how the artifacts are used differently for dif-
ferent tasks. This paper represents the potential of using
eye-tracking techniques to understand users’ needs in pro-
cess modeling.

Debois, S. et al. [15] explained how DCR supports
compliant-by-designmodeling. Although this paper does not
focus specifically on the evaluation, it evaluated the proposed
approach by interviewing an expert from the industry. The
result shows the approach’s relevancy, usability, and limi-
tations. The subject described the approach as helpful, and
the study demonstrates howDCR can help better compliance
with the law in modeling business processes.

Andaloussi,A.A. et al. [6] identified a set of quality dimen-
sions for DCR Graph through a qualitative study involving
2 industrial and 11 academic participants. The study follows
thePersonalConstruct Psychology (PCT) theory. Thefinding
can improve our understanding of how experts can evaluate
quality in the DCR model in particular and declarative mod-
els in general.

Routis, I. et al., [45] evaluated the usefulness, ease of use,
attitude of using, and intention to adopt CMMN through a
workshop. These variables are measured for each element of
CMMN based on which the overall perception is calculated.
The workshop took 4 weeks, and it involved 24 participants.
The participants are described as processmodelers or process
engineers in the paper. These terms can describe the roles of
participants in the study. The demography of participants is
not documented. Thus, it is not clear if they are industrial
or academic participants, so they cannot be explicitly distin-
guished according to the Table 1’s format.

Jalali, A. [28] evaluated how users perceive the usefulness
and ease of use of DCR and CMMN. The perception is mea-
sured by applying Technology Acceptance Model—similar
to [44]. The study includes 20 master student participants
trained in a course, and the result is reported quantitatively.

Some papers do not perform user evaluation, so they are
excluded from Table 1. However, some of them report inter-
esting results, which are worth mentioning here. Ioannis, R.
et al. evaluated the applicability of CMMN through a case
study [46, 47]. This study includes 6 industrial participants
divided into two groups and modeled real-case scenarios
using CMMN. The result revealed two modeling styles used
by each group.

2.3 Dynamic condition response (DCR)

Hildebrandt and Mukkamala introduced DCR in 2010 as a
declarative process modeling language [21]. The syntax of
the language includes the definition of nodes (the group of
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Fig. 3 An excerpt of DCR Syntax

an activity and its roles) and the relation that can be defined
among them, i.e., response (•→), condition (→•), inclusion
(→+), and exclusion (→%) [21].

They also defined semantics for DCR, where several
events can occur for a node. A node can be included or
excluded from the process structure. A node can also be in
the pending state, meaning that the process cannot success-
fully be finished until an event of the node occurs. In short,
the response relation among nodes a and b (a •→ b) means
that the state of node b will be pending if an event of node a
happens. More precisely, event b must eventually happen if
event a happens. The condition relation among nodes a and
b (a →• b) means that an event of b cannot occur unless a
occurs.

The DCR’s syntax and semantics have evolved over the
years. For example, the syntax is enriched to represent the
excluded nodes by dashed border line [23]. The extended
syntax also represents a node’s pending state by decorating it
with an exclamation mark (!). In addition, milestone relation
(→�) and nested nodes are also introduced to the language
[22]. Themilestone relation among two nodes a and b (a →�
b) means that b can occur as long as a is not in the pending
state.

DCR graph is the toolset that enables the modeling and
simulation of DCR models. Currently, it supports other rela-
tions, including pre-condition. The pre-condition relation
among two nodes a and b means that a →� b ∧ a →• b.
This relation is represented with the same graphical notation
as the milestone but with a different color. Figure 3 shows an
excerpt of DCR syntax.

2.4 Casemanagementmodel and notation (CMMN)

Case Management Model and Notation (CMMN) is a case
modeling language that is defined by Object Management
Group (OMG) [38]. This language is developed by extend-
ing the Guard-Stage-Milestone (GSM) language [24, 25].
Figure 4 shows an excerpt of CMMN syntax.

The case plan model, represented by a folder, is the core
part of a CMMN model. The case plan model captures the

Fig. 4 CMMN Syntax—basic elements

complete behavior of a case, and all other elements will be
children of the case plan model. The case file item repre-
sents the data, Task represents activities that can happen,
Stage represents a container that includes other elements (like
sub-process in BPMN), Milestone represents an achievable
target, and event represents something that happens during
the course of a case. Some elements, like tasks, can have sen-
tries on their border. A sentry can represent entry criterion or
exit criterion, which defines the condition or event—based
on which the element can be enabled or terminated, respec-
tively.

Tasks and Stages can also be represented by the dashed
borderline, which is known as discretionary task or discre-
tionary stage. Discretionary elements are not available to
knowledge workers at runtime. However, they can add these
elements to their case plan at runtime. These elements can be
related to each other through lines, and the connection rules
are defined in CMMN specification [38]. Elements can also
be decorated using different decoration icons. For example, !
or # indicates that the task, stage, or milestone are mandatory
or repetitive, respectively. As another example, � indicates
that a task or stage shall be activated manually at runtime.
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Fig. 5 Declare Syntax—based on CPN Tools

2.5 Declare

Declare was named for a prototype of a Constraint-Based
Workflow Management System based on ConDec process
modeling language - proposed by Maja Pešić [40]. This
process modeling language is called Declare later by the
community, e.g., [10, 34, 35].

Declare raised the idea that it is possible to specify what
is forbidden in process models via a rule-based syntax, so
the system supports both allowed and optional scenarios
[40]. This idea suits describing more flexible processes—as
describing all possible paths will result in a spaghetti model.

Declare Designer is the first editor supporting modeling
process models using Declare, and Declare Service is devel-
oped as an extension of YAWL to execute such models [41].
CPN Tools is also extended to support modeling and simu-
lating Declare models in an interactive way [53], which also
enables the composition of hybridmodels combiningDeclare
and Coloured Petri nets.

ProM and RuM are two software enabling the discov-
ery of Declare process models from log files using different
algorithms, e.g., [3, 33]. They also enable checking the con-
formance of a Declare model and given event logs, e.g., [3,
11].

Tasks are represented using rectangles in Declare, and all
tasks can be executed in any order unless there is a con-
straint prohibiting the execution. Figure 5 shows the list of
constraints according to the CPN Tools implementation. To
explain them, we divide them into two categories of con-
straints in this paper, i.e., Tasks or relations constraints.

Tasks constraints are the unary constraints that can be used
to annotate a task—shown on the right side of the figure.
If a task is annotated with init or last, it shall start or end
the process, respectively. The existence constraints show the
occurrence of the execution of a task that is expected in a
process, e.g., a task can be done once ormore (1..*), etc. If we
expect the exact occurrence of the execution of a task, we can
annotate it with the exactly constraints, e.g., exactly1 means
that a task shall happen exactly once in executing a process.
If wewant to prohibit executing a task for a certain number of

times, we can use absence constraints, e.g., absence2 means
that the task can be executed at most once.

There are many relation constraints in Declare. Some are
unidirectional, i.e., all relations having an arrow in Fig. 5 and
responded existence relation. In the relations with an arrow,
the task connected to the arrow is the latter task. In responded
existence relation, the task connected to the line (without the
bullet) is the latter one. Other relations are bidirectional.

The main three types of relations are response, prece-
dence, and succession, as shown on the left side of the figure.
response relation means that the latter task shall eventually
be executed after the former one. precedence relation means
that the former task shall be executed before the latter one.
succession relationmeans that both response and precedence
constraints shall hold.

These three relations can have special types called alter-
nate and chain. In alternate response, the former task shall
not be executed again until the latter is executed. In alter-
nate precedence, the latter task shall not be executed again
unless the former gets executed. alternate succession relation
means that both alternate response and alternate precedence
constraints shall hold. In chain response, the latter task shall
be executed right after the former one. In chain precedence,
the latter task can only be executed right after the former one.
chain succession relationmeans that both chain response and
chain precedence constraints shall hold.

The not co-existence relation means either former or latter
task can be executed. The not secession relation means that
the latter task cannot be executed after the execution of the
former one. The not chain secession relation means that the
latter task cannot be executed right after the execution of the
former task.

The responded existence relation means the latter task
shall be executed in the process if the former one gets exe-
cuted. The latter task can be executed before or after the
former one. The co-existence relation means that if one of
the tasks gets executed, the other one shall also be executed
in the process. The choice relation means that one of the
related tasks shall be executed. Note that both tasks can also
be executed. The exclusive choice relation means that only
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Fig. 6 The research steps

one of the related tasks shall be executed, so both tasks cannot
be executed. For detail, we refer readers to [35].

3 Researchmethod

Davis F.D. describes how the actual system’s usage depends
on the attitude of users, which can be predicted using two
variables: perceived usefulness (PU) and perceived ease of
use (PEU) of a system [13]. He also defined measurement
scales based on which these variables can be evaluated [14].
These measures are widely used to evaluate different infor-
mation systems, includingvarious business processmodeling
languages, e.g. [27, 29, 31, 32, 44].

This paper adopted the technology acceptance model to
evaluate how users perceive DCR, CMMN, and Declare
using these variables. The user acceptance evaluation is a
subjective score because users need to respond based on
self-assessment. Thus, the result can vary during repeated
experiences due to self-assessment biases. These biases are
rooted in over- or under-confidence, which can be mini-
mized by repeated experience and feedback [17]. Indeed,
the answers will be more reliable when these biases are min-
imized.

To minimize the over- and under-confidence biases, the
students are trained in the business process and case manage-
ment course at StockholmUniversity, where they practice the
languages through assignments that were designed based on
Experience-Based Learning and Agile Principle [26]. They
designed process models using real-case scenarios for which
they received feedback. They also had sessions with an exter-
nal expert to ask questions about the DCR language. Then,
they participated in the examination where they needed to
design models for a given case description individually.

The exam’s case description is used as a simple task based
on which the students’ perceptions are collected before and
after receiving the feedback. This enables checking if there
were any significant changes in students’ perceptions due to
the given feedback.

The data collection and data processing start after the
exam,which is shown inFig. 6. Participation in this studywas
voluntary, where data were collected from students through
two surveys—conducted before and after giving feedback
on their exams. We call them Survey 1 and Survey 2, respec-
tively. The surveys were identical, but students did not know
about it beforehand. The questions are defined based on [13],
where participants could respond by choosing options in the
range of extremely unlikely (1), quite unlikely (2), slightly
unlikely (3), neither likely nor unlikely (4), slightly likely (5),
quite likely (6), and extremely likely (7). In addition, students’
opinions about what they have liked or disliked about each
language are collected. The list of questions can be found in
Appendix A.

After the exam, survey 1 is sent out, and the responses are
collected upon the announced deadline. Then, the grades and
comments for the examination result are published. Students
had some days to go through the comments and discuss their
questions with the teacher. Then, the second survey is sent
out to those who participated in the first survey. The data are
collected before the announced deadline.

This paper analyzes the collected data to understand
how participants perceived each language. Also, it has been
investigated if there is any significant difference between
participants’ perceptions of those languages. The internal
consistency of responses is checked using Cronbach’s alpha,
a widely used technique to test the reliability, e.g. [8, 12, 37,
39]. The Cronbach’s alpha value above 0.7 is usually consid-
ered reliable.
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The second survey’s responses are linked with the first
one to analyze the result before and after the feedback. The
collected data are analyzed by linking the data sources con-
taining both Survey 1 and Survey 2 data. This paper includes
the result of students who participated in both Survey 1 and
Survey 2, enabling us to track how opinions are changed
after receiving the feedback. It has been investigated if there
is any significant difference in participants’ perception due
to receiving feedback.

This paper includes two studies. The first study focuses on
assessing DCR and CMMN through the described method.
The result is used to answer the first two research ques-
tions. The second study assesses DCR, CMMN, and Declare
through the described method. It only includes students with
working experience to make the assessment more relevant.
The second study is conducted to answer the third research
question.

4 Result and discussion

This section reports and discusses the results of two studies
conducted in 2020 and 2022 to answer research questions.
In these studies, we invited students from the Business Pro-
cess and Case Management course, which is a part of the
“Master’s Programme in Open eGovernment" at Stockholm
University. The program and its courses are offered in dis-
tancemode, and it is usual to have students who alreadywork
in the industry at the same time in this course. In 2020, stu-
dents learned about BPMN in addition to DCR and CMMN.
However, BPMN has been replaced with Declare from 2021.
Also, the first study includes students regardless of indus-
trial experience; the second study only includes students with
industrial working experience. The details are given below
separately.

4.1 Study 1

This study is designed to answer the first and second research
questions. This part contains several subsections presenting
(i) an overviewof participants, (ii) howparticipants perceived
CMMN compared to DCR, (iii) how feedback has changed
participants’ perceptions, and (iv) discussion on threats to
validity for this study.

Figure 7 shows the age distribution of students who par-
ticipated in the final examination and the two surveys. The
course curriculum included BPMN, CMMN, DCR, and Pro-
cess Mining modules in 2020, so students were familiar with
BPMN. However, they did not declare any prior experience
with aKiPmodeling language. The following toolswere used
for each module in this course. For BPMN and CMMN, the

Fig. 7 The age distribution of students

online editors provided by bpmn.io 1 2 were used. For DCR,
DCR Graph 3 was used. For Process Mining, Apromore 4

was used.
Among 24 master-level students who registered for the

exam, 20 students participated in Survey 1 among which 13
students also participated in Survey 2. In Survey 1, 9 and 11
students were male and female, respectively, while in Survey
2, 5 and 8 students were male and female, respectively.

The average age for studentswho participated in the exam,
Survey 1 (before receiving feedback), and Survey 2 (after
receiving feedback) were 32.5, 34, and 34, respectively. The
age distribution of students who participated in the exam-
ination is extracted from the official examination page at
Stockholm University.

4.1.1 The overall perception

The left side of Fig. 8 shows an overall picture of how partic-
ipants perceived the usefulness (PU) and perceived ease of
use (PEU) of both DCR and CMMN languages. The median
for PU and PEU is around 5 (out of 7). The first quartiles
(Q1) are 4.2 and 3.7 for PU and PEU, respectively. This indi-
cates that 75 percent of respondents rated perceivedmeasures
above 50 percent of possible value, i.e., 3.5.

4.1.2 Perceptions per language

The right side of Fig. 8 shows how participants perceived
the usefulness (PU) and perceived ease of use (PEU) for
DCR and CMMN languages in detail. The medians are
4.92, 5.17, 4.92, and 4.58, and the first quartiles (Q1) are

1 https://demo.bpmn.io/bpmn/
2 https://demo.bpmn.io/cmmn/
3 https://www.dcrgraphs.net/
4 https://apromore.com/
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Fig. 8 The perceived usefulness and ease of use

Fig. 9 Significant test for participants’ perceptions of CMMN and DCR

4.21, 4.79, 3.08, and 2.92 for CMMN’s perceived usefulness,
CMMN’s perceived ease of use,DCR’s perceived usefulness,
and DCR’s perceived ease of use, respectively. Here, 75 per-
cent of respondents rated perceived measures for CMMN
above 50 percent of possible value, i.e., 3.5. We will investi-
gate if these differences are significant in the next section.

4.1.3 The perception analysis

This section shows the analysis result of investigating any
significant difference between howparticipants perceived the
usefulness and ease of use of DCR and CMMN languages.

The left side of Fig. 9 shows the distribution of responses
on how participants perceived CMMNandDCR to be useful.
As can be seen, the data are not normally distributed, so
we cannot perform t-test to identify whether there is any
significant difference in responses.

If the population distributions have the same shape,we can
use nonparametric statistical significance tests like Mann–

WhitneyU,Wilcoxon signed-rank, andMood’smedian tests.
Otherwise, Brunner–Munzel and the Fligner–Policello tests
are more appropriate. In our case, the data do not have the
same distribution, but they do not significantly differ as well.
Thus, we apply all of the above distribution tests to calculate
the p-values.

The left side of Fig. 9 shows the p-values based on these
tests. The p-values are greater than 0.05 in all tests, sowe can-
not reject the idea that participants perceived the usefulness
of CMMN and DCR the same. Thus, there is no significant
difference in how participants perceived the usefulness (PU)
of DCR and CMMN languages.

The right side of Fig. 9 shows the distribution of responses
on how participants perceived CMMN and DCR to be easy
to use. The data are not normally distributed, so we can-
not perform statistical tests like t-tests. Also, the population
distributions have a different shape, so the following tests
are not applicable:Mann–WhitneyU,Wilcoxon signed-rank,
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Table 2 Cronbach Alpha for Survey 1

Perceived Usefulness (PU) Perceived Ease of Use (PEU)

DCR 0.97 0.94

CMMN 0.97 0.70

andMood’smedian. Thus, Brunner–Munzel and the Fligner–
Policello tests are applicable in this case.

The right side of Fig. 9 also shows the p-values based on
these tests. The p-values are less than 0.05, so we can reject
the idea that participants perceived the ease of use of CMMN
and DCR the same. Thus, there is a significant difference in
how participants perceived ease of use for CMMN and DCR.
In this study, CMMN is perceived better in terms of ease of
use than DCR.

4.1.4 The reliability analysis

As explained in the method section, we used Cronbach’s
alpha to test the reliability of responses. Table 2 shows the
Cronbach’s alpha result that we calculated per each variable
per language, where all values are above 0.7, which is gener-
ally considered as the acceptable threshold. The Cronbach’s
alpha values for both languages’ perceived usefulness and
ease of use are above the acceptance threshold.

Now, we can check whether there is any significant differ-
ence between how participants perceived the usefulness and
ease of use of DCR and CMMN languages before and after
receiving the feedback.

Note that we analyzed the data based on participants who
participated in both Survey 1 and Survey 2. This means that
the data to analyze the perceived usefulness and ease of use
are a subset of data that is presented so far. Thus, there is
a small difference between perceived usefulness and ease
of use in comparison with presented result—as the number

of participants is different. The same applies to Cronbach
Alpha’s result.

4.1.5 The overall perception

The left side of Fig. 10 shows how participants perceived the
usefulness and ease of use of DCR and CMMN before and
after receiving the feedback at an aggregated level. The fig-
ure is not specific for each of these languages. As can be seen
in this figure, there is a slight difference between how par-
ticipants reported their perceptions of perceived usefulness.
The difference for Perceived ease of use is even more, where
the median is lowered by one after receiving the feedback.
We will check if the difference is significant later.

4.1.6 Perceptions per language

The right side of Fig. 10 shows how participants perceived
the usefulness and ease of use of DCR and CMMN before
and after receiving the feedback. As can be seen in this
figure, there is a difference between how participants per-
ceived usefulness after the feedback. The difference between
DCR before and after the feedback seems more compared to
CMMN. We will check if the difference is significant later.

4.1.7 The feedback analysis

The left and right side of Fig. 11 shows the distribution of
responses on how participants perceived both languages as
useful and easy to use, respectively. The p-values are greater
than 0.05, so we cannot reject the idea that participants per-
ceived the usefulness and ease of use of the two languages
the same before and after receiving the feedback. Thus, there
is no significant difference in how participants perceived the
usefulness and the ease of use of the two languages before
and after receiving the feedback.

Fig. 10 The change in participants’ perceptions
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Fig. 11 Significant test of participants’ perceptions before and after feedback

Fig. 12 Significant test of participants’ perceptions for DCR before and after feedback

The left and right side of Fig. 12 shows the distribution
of responses on how participants perceived DCR as useful
and easy to use, respectively. The p-values are greater than
0.05, so we cannot reject the idea that participants perceived
the usefulness and ease of use of DCR the same before and
after receiving the feedback. Thus, there is no significant dif-
ference in how participants perceived the usefulness and the
ease of use of DCR before and after receiving the feedback.

The left and right sides of Fig. 13 show the distribution of
responses on how participants perceived CMMN as useful
and easy to use, respectively. The p-values are greater than
0.05, so we cannot reject the idea that participants perceived
the usefulness and ease of use of CMMN the same before
and after receiving the feedback. Thus, there is no significant
difference in how participants perceived the usefulness and
the ease of use of CMMN before and after receiving the
feedback.

4.1.8 The reliability analysis

Table 3 shows the Cronbach’s alpha result that we cal-
culated per variable per language before and after feedback,
where all values are above 0.7. The Cronbach’s alpha for all
measures is quite high, i.e., above 0.9, except for the Cron-
bach’s alpha for PEU of CMMN before the feedback, which
is 0.78. Again, all values are above the accepted threshold.
It is worth mentioning that Cronbach’s alpha for PU and
PEU for both languages before the feedback is similar to
their Cronbach’s alpha for the whole population reported in
Table 2.

4.1.9 Confidence Interval

Figure 14 shows the means and 95% confidence interval for
all measures based on which we evaluated the perceived use-
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Fig. 13 Significant test of participants’ perceptions for CMMN before and after feedback

Table 3 Cronbach Alpha for
Survey 2

Perceived Usefulness (PU) Perceived Ease of Use (PEU)
Before Feedback After Feedback Before Feedback After Feedback

DCR 0.98 0.98 0.96 0.97

CMMN 0.96 0.96 0.78 0.93

Fig. 14 95% Confidence
Interval for the means

fulness and ease of use in this study. In this figure, the mean
for CMMN and DCR models is shown by ✚ and ▲, the per-
ceived usefulness and perceived ease of use are shown by
● and ■, the participants’ responses before and after the
feedback is colored by green and blue, the data for Survey
1 and Survey 2 are represented by solid and dashed lines,
respectively.

As can be seen in this figure, the 95% confidence interval
for perceived ease of use forCMMN is between 4.71 and 5.37
( ■–✚–■ ); while the 95% confidence interval for perceived
ease of use for DCR is between 3.27 and 4.66 ( ■–▲–■ ).
This is alignedwith the significant testwe performed to check

if these languages are perceived as significantly different in
terms of ease of use.

It is also visible that the 95% confidence interval for
different measures before and after feedback has not been
significantly changed.

4.1.10 Limitations and threats to validity

This part reports possible limitations and threats to the valid-
ity of this study.

First, as explained and motivated in this paper, we have
used students as our test subjects instead of real process
designers. Students are considered valid subjects in this area
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as these languages are new and are mostly unknown to prac-
titioners outside. Thus, students can be used to evaluate how
these languages can be perceived by process designers,which
is also used in related work such as [4–7, 20, 43, 48, 52].
Using students as subjects can weaken the causal relation for
predicting if the artifact will be used in the future. The fact
that students belong to the same class and are trained under
the same process can also be considered a learning bias.

Second, it shall be mentioned that students were familiar
with the BPMN, which may potentially impact their PU and
PEU of declarative languages. From the author’s perspective,
this impact is unknown, and itwill be interesting to evaluate if
prior knowledge of workflow-based modeling language can
have a positive or negative effect! There is a significant chal-
lenge in designing such a study because imperative modeling
is a dominantmethod in traditional business processmanage-
ment. Indeed, it may not be possible to find participants who
are not familiar with imperative process modeling languages
but are experts in process modeling.

Third, feedback can impact the subjects’ opinions as they
can be used as positive or negative treatment. However, the
lack of feedback can result in under- or over-confidence
biases. We tried our best to use neutral wording [17] to min-
imize this effect in this study.

Fourth, the task in the examination may be easier than
real-world processes in the industry. It shall be noted that this
task was one of many exercises that students had with these
languages. Indeed, they have modeled process models using
these languages based on real complex processes during their
assignment.

Fifth, it is important to recite that the utilized tools may
affect the perception of users about CMMN and DCR. These
tools are means to enable users to design processes, and dif-
ferent features in different versions may affect how users
perceive a language. It might be worth mentioning that draw-
ing on paper is also a means when drawing a process model,
which can affect the perceptions due to not having any digital
assistant.

Finally, it shall be mentioned that this study only reports
the result of participants’ perceptions in one study. So, it is
not applicable to generalize the findings to these languages,
but the result may extend our understanding of knowledge-
intensive processes. More experience and studies are needed
to shape our understanding of these languages.

4.2 Study 2

This study aims to answer the third research question, i.e.,
“How do trained process designers with industrial working
experienceperceive the usefulness and ease of use ofCMMN,
DCR, and Declare compared to each other?" It follows the
same method as the previous study. It shall be noted that
we checked if the feedback has changed perceptions signif-

Fig. 15 The age distribution

icantly or not, and the result was aligned with the previous
study. Thus, we do not repeat the same analysis for this study
here.

The course had 35 students, among which 25 students
participated in the exam. 17 students had working experi-
ence and participated in the first survey, among which 14
students filled out the second survey, so the study includes
14 participants, i.e., 5 females and 9 males.

Figure 15 shows the age distributions of students who
participated in the examination and filled out the first and
second surveys. The youngest and oldest participants had 23
and 49 years old, respectively. The mean of the participant’s
age was 30.8, with a standard deviation of 8.5. The minimum
and maximum years of working experience were reported as
1 and 25, respectively, with amean of 7.4 and a standard devi-
ation of 8.5. The minimum and maximum years of IT-related
working experience were reported as 0 and 24, respectively,
with a mean of 3.6 and a standard deviation of 7. This indi-
cates that participants worked more in business settings than
in the IT part of their companies.

The course curriculum in 2022 included DCR, CMMN,
Declare, and Process Mining, so it did not cover BPMN or
anyworkflow-based processmodeling language. For process
mining, the course only focused onmining Declare and DCR
process models.

One limitation of the previous study was the prior knowl-
edge of workflow-based languages as participants were
trained with BPMN in the course. As the course did not
include any workflow-based languages, we asked partici-
pants about process modeling languages that they knew.
There were only 4 participants who reported no prior knowl-
edge and experience of any process modeling languages.
Indeed, the majority knew one or more languages. Their
answers aligned with our assumption that many people in
the industry know about a workflow-based language. Thus,
it will be difficult to set a setting to compare these languages
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Fig. 16 Prior knowledge of business process modelling languages

with participants who do not have any prior knowledge of an
imperative language but working in the industry.

Figure 16 shows the process modeling languages that
participants knew or have used in practice. 9 participants
declared prior knowledge of BPMN, among which 1 and 2
participants also knew EPC and UML, respectively. There
was also one participant who declared prior knowledge of
UML as a process modeling language.

The participants work in different countries. Figure 17
shows the geographical distribution of countries where they
worked at the time of the survey. The working experience is
limited to European and North American countries.

The participants reported their current roles in the orga-
nization as Business Specialist, Project Manager, Project
Development Manager, Management Consultant, Technical
Sales Specialist, Board Member & Tech Advisor, Project
Development Manager, Exchange On-Premises Engineer &
Salesforce Consultant.

The following tools were used in this course. For CMMN,
the online editor provided by bpmn.io 5 and Trisotech 6 was
used. For DCR, DCR Graph 7 was used. For Declare, CPN
Tools 8 was used. For Process Mining, RuM 9 and ProM 10

were used.

5 https://demo.bpmn.io/cmmn/
6 https://www.trisotech.com/
7 https://www.dcrgraphs.net/
8 https://cpntools.org/
9 https://rulemining.org/
10 https://promtools.org/

4.2.1 The overall perception

Figure 18 shows an overall picture of how participants per-
ceived the usefulness (PU) and perceived ease of use (PEU)
of the languages used in the study. The median for PU and
PEU is around 4.3 and 4.2 (out of 7), which is a little lower
than the previous study.Thefirst quartiles (Q1) are 3.9 and3.7
for PU and PEU, respectively. This indicates that 75 percent
of respondents rated perceived measures above 50 percent
of possible value, i.e., 3.5, which is the same as the previous
study.

4.2.2 Perceptions per language

Figure 19 shows how participants perceived the usefulness
(PU) and perceived ease of use (PEU) for DCR, CMMN, and
Declare languages in detail. The medians are 5.3, 4.7, 4.6,
4.3, 4, and 3.8 for these languages, respectively. The first
quartiles (Q1) are 4.5, 4.1, 3.8, 3.6, 3.2, and 3.5 for these
languages’ PU and PEU, respectively. Here, 75 percent of
respondents rated perceived measures for DCR and CMMN
above 50 percent of possible value, i.e., 3.5. However, this
does not hold for Declare, which has a lower median and Q1.

4.2.3 The reliability analysis

As explained in the method section, we used Cronbach’s
alpha to test the reliability of responses. Table 4 shows the
Cronbach’s alpha result that we calculated per each variable
per language, where all values are above 0.7, which is gener-
ally considered as the acceptable threshold. The Cronbach’s
alpha values for both languages’ perceived usefulness and
ease of use are above the acceptance threshold.

4.2.4 Confidence interval

Figure 20 shows the means and 95% confidence interval for
all measures based on which we evaluated the perceived use-
fulness and ease of use in this study. In this figure, the mean
for DCR, CMMN, and Declare models are shown by ▲, ✚

and ★, respectively. The perceived usefulness and perceived
ease of use are shown by ● and ■. From the 95% confi-
dence interval, it is visible that DCR is perceived better than
CMMN, and CMMN is perceived better than Declare for
both perceived usefulness and perceived ease of use. We will
investigate whether these differences are significant or not in
the next section.

4.2.5 The perception analysis

Figure 21 shows the distribution of responses on how
participants perceived usefulness and ease of use for KiP lan-
guages. As can be seen, the data are not normally distributed,
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Fig. 17 The countries of participants

Fig. 18 The perceived usefulness and ease of use on aggregated level

Fig. 19 The perceived usefulness and ease of use per language

Table 4 Cronbach Alpha for Survey 2

Perceived Usefulness (PU) Perceived Ease of Use (PEU)

DCR 0.89 0.88

CMMN 0.95 0.85

DECLARE 0.96 0.82

Fig. 20 95% Confidence Interval for the means

so we cannot perform t-test to check if the perceptions are
significantly different.

The population distributions do not have the same shape,
so we cannot use nonparametric statistical significance tests
like Mann–Whitney U, Wilcoxon Signed-Rank, and Mood’s
median tests. Fligner–Policello test is also not applicable as
the medians are different for the perceptions of each lan-
guage. Thus, Brunner–Munzel test is the only suitable option
for our study. Therefore, we applied this test to calculate the
p-value, which is specified for each pair of languages in the
figure.
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Fig. 21 Significant test of perceptions per each pair of language

The result shows that there is only one significant differ-
ence between compared languages, which is the comparison
between the perceived usefulness of DCR and Declare (p <

0.05). Thus, participants perceived the usefulness (PU) of
DCR significantly better than Declare. The other differences
are not significant.

4.2.6 Limitations and threats to validity

This study has the same limitations as the previous one,
except we only include participants with industrial working
experience. Thus, this study can provide stronger results in
measuring perceived usefulness and ease of use from partic-
ipants with working experience. Although the course did not
include BPMN, but most participants were familiar with at
least one workflow-based process modeling language, which
applies the same limitation as the previous study. As the per-

ception of CMMN and DCR are aligned with the previous
study, the limitations of the previous result due to including
one study are weakened, yet other limitations are still held.

4.3 Participants’ feedbacks

In surveys, participants could give positive and negative feed-
back about each language. These feedbacks are a sort of
open-ended qualitative data, which are coded by manually
assigning tags to each feedback in an inductive way. As a
result, we ended up with seven categories, i.e., Collabora-
tion Support, Number of Elements,Modularization Support,
Simulation Support, Roles Modeling, Traceability Support,
and Large Processes.

Figure 22 shows the number of comments for each cate-
gory for each language, where the left- and right-side figures
focus on positive and negative feedback, respectively. In gen-
eral,DCRandDeclare received themost and the least positive
feedback, respectively. Also, Declare and DCR received the
most and the least negative feedback, respectively.

Some of the comments are related to the languages, but
most of the comments are related to how the tools support
the language. This indicates the importance of the tool in
assessing the perceived usefulness and ease of use of dif-
ferent process modeling languages. The tools are the means
through which process engineers design a business process,
and they can affect how users perceive a language. It is worth
re-emphasizing that using pen and paper is also ameanswhen
drawing a process model, which can affect the perceptions
due to not having any digital assistant. Here, we present some
of the feedback based on each category.

4.3.1 Simulation support

The participants had positive feedback about simulation sup-
port, which was the most frequent item in the feedback.
They identified the simulation feature as the most important
asset that helps in learning a language. The DCR simulation
is appreciated by participants much more. One participant
stated the importance of undoing the previous actions in an
interactive simulation. (S)he reported this as a very important
feature for analysis purposes as it can enable process analysts
to investigate different scenarios easier—without a need to
restart the simulation.

4.3.2 Traceability support

The second appreciated positive feedback was the traceabil-
ity provided by DCR, a.k.a., DCR Highlighter. It enables
process designers to highlight the given case description
to create the process models. This tool enables traceabil-
ity between model and text, which participants stated as
very useful, e.g., a participant wrote this feedback: “Gen-
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Fig. 22 Number of participants’ feedback per categories

erally DCR is easy to use. I particularly like the highlighter
functionality; it is very useful tool when identifying roles,
activities and rules from the process description." The feed-
back confirms the study result published in [1].

4.3.3 Modularization support

Modularization Support had both positive and negative feed-
back types. CMMN and DCR received positive feedback,
yet Declare received negative ones. CMMN received slightly
more positive feedback due to supporting modularization
using stages.

One participant also commented on the importance of
discretionary items along the stages, i.e., “One useful func-
tionality of CMMN is the Stage concept providing a way of
grouping tasks and determining the context inside the case. In
addition to stages the definition of potential upcoming items,
called discretionary items was a powerful functionality."

For DCR, the feedback was positive, yet it was a comment
on this feature as DCR has two ways to support modulariza-
tion, i.e., nesting activities under activities or a process. One
participant found this as a “cognitive load" in design time
despite categorizing this feature as positive in general for
DCR.

ForDeclare,we received three negative feedback about the
lack of support for sub-processes in CPN Tools. It shall be
mentioned that participants knew that Declare could support
modularization in theory as they have read [20] as a part of the
course literature based on which they wrote an assignment.
However, they expressed the lack of tool support as a negative
point for applications in practice, e.g., one participant wrote,
“the lack of sub-process is the only complaint I have on this
language. I fear biggermodels can become toomessywithout
them."

4.3.4 Roles modeling

This feature is also recognized as important, where we
received positive feedback for DCR yet negative for Declare.
As a participant commented for Declare, “It is not possible to
combine the control flow and organizational circumstances
which limits the language for implementation in practical
cases."

For CMMN, we received both positive and negative feed-
back. One participant appreciated that the language supports
role modeling through event listener and human activity, yet
two participants had negative comments on this support. The
use of event listener is perceived as negative as it makes the
model complicated, according to one participant, i.e., “Com-
plexity grows furtherwhenever roles are depicted using event
listeners that might hinder leanness and comprehensibility."
Human activity is also reported as not useful as the name of
the role is not visible in the model.

4.3.5 Collaboration support

Although the examination was individual, we received feed-
back from students in the questionnaire regarding the collab-
oration capabilities of the tools. This shall come from their
experience of using the tools in the course for their projects,
where they worked in teams to design process models for
real cases. The main critique was the lack of capability to
support multiple users to work simultaneously on a process
model together, which applies to all languages.

4.3.6 Number of elements

As can be seen in Fig. 22, we received both positive and
negative feedback for all languages in this category.

For CMMN, participants gave positive feedback on dis-
cretionary items, entry and exit sentry, the limited number
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of notation elements, and having different shapes for graph-
ical notations. The negative feedback was about decorators
of tasks and stages that could change the semantics of these
elements, especially themanual activation decorator.Wewill
explain this issue in detail at the end of this section.

For DCR, students wrote positive feedback about the
include, exclude, response, and pre-condition. The negative
feedback was about spawn, non-response, and the use of
identical graphical notations (with a different color) for pre-
condition and milestone.

For Declare, the task constraints, including init and last,
were reported as very positive. However, it was very negative
comments on the number of graphical notations, e.g.,

– “[...] It might become overwhelming to learn and then to
keep in mind."

– “There are so many different constrains. I guess a typical
user at work would need to have the PDF manual opened
almost all the time."

4.3.7 Large processes

This category only captures negative comments related to
DCR and Declare. Most of the feedback was related to the
readability of Declare and DCR when capturing large pro-
cesses. Here are examples of comments:

– “some arrows are easy to understand, but they become
easily complicated in a model. the big number of arrows
in a real process would create a mess." (a comment for
DCR).

– “Having too many condition arrows confused me a lot
and made it difficult for me to create effective modelling,
so I consider the amount of condition possibilities the
least useful." (a comment for Declare).

Overall, feedbacks refer to the difficulty of capturing large
processes using these languages.

4.4 Discussion on different perceptions for CMMN

In study 1, CMMNwas perceived as significantly better than
DCR in terms of perceived ease of use. However, this dif-
ference is not preserved in study 2. As the difference was
significant in the first study, this change may be the result
of changing the study setting, where: (i) BPMN was taught
in the first study but not in the second one, (ii) Participants
could not simulate CMMN models in the first study due to
the tool’s limitation, yet they could simulate them in the sec-
ond study as we used Trisotech, (iii) Declare was taught in
the second study but not in the first one, and (iv) Imperative
Process Mining was taught in the first study in comparison
to the declarative one in the second study.

Fig. 23 Lifecycle of a Stage or Task instance in CMMN, redrawn from
[38]

The changing factor cannot be known without a further
study, yet it can be assumed that simulator played an impor-
tant role based on discussion with participants during the
course and received feedback. As reflected in feedback, dec-
orators of tasks and stages can change the semantics of these
elements. The simulator enables participants to check these
semantics by designing different models, so the simulator
extended their capability to understand the language further
as theywere not limited by feedback that they received during
the course. There was one challenging situation in CMMN,
which was discussed in the course that we explained below.

The Trisotech simulator enabled students to clearly iden-
tify how decorating a task or stage using a manual activation
(�) can change the behavior of the model in regard to the exit
sentry evaluation. To understand this issue, we can look at the
stage or task instance lifecycle as described by the CMMN
specification [38]. Figure 23 shows this lifecycle that has
several states and transitions. The issue that we explain here
applies to both stage and task. We only explain the issue for
tasks through one example.

For any CMMN task, the lifecycle starts by creating an
instance of the task, so the instance will be in Available state.
As mentioned by the CMMN specification, “Entry criterion
sentries are considered ready for evaluation while the task,
stage, or milestone is in Available state" [38]. Thus, the dec-
oration of tasks will not affect how they will be enabled
because all of them meet the Available state at beginning,
where the entry sentries (♦) will be evaluated.
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Fig. 24 State space analysis for two CMMN models showing how decorating a task that has exit sentry with a manual activation can increase the
possible execution states

The change in the state of the instance afterAvailable state
depends on whether it is decorated with manual activation
(�) or not. If a task is decorated with the manual activation
decorator (�), then its instance’s statewill proceed toEnabled
if it has no entry sentry—or if there are entry sentries, one
of them gets evaluated as True. Then, it shall wait until a
humanmanually starts the instance to become in activemode.
However, if a task is not decorated with themanual activation
decorator, its instance’s state directly moves to Active from
Available upon meeting the conditions explained before.

A task can also have an exit sentry (�). As mentioned by
the CMMN specification, “Exit criterion sentries are consid-
ered ready for evaluation while the CasePlanModel, State, or
Task is in Active state" [38]. This means that if a task is deco-
rated by themanual activation decorator (�) and its instance is
in the Enabled state, the exit criterion will not be evaluated.
It might be worth citing that “Sentries are evaluated when
events arrive to the system or when events are generated by
the system" [38], so the systemwill not queue them to process
later. It might be worth mentioning that the movement from
other states to Terminated state in the lifecycle is related to
the children’s states—as this lifecycle is for both Tasks and
Stages. We acknowledge Trisotech’s R&D department for
helping us to understand this behavior in detail.

This part of semantics increased the cognitive load for
participants to understand how CMMN models would work
in practice. To make it clear, Fig. 24 shows the state space
analysis of two simple scenarios with the help of Trisotech’s
simulator, i.e., S1 and S2. These two scenarios contain two
tasks, called A and B, where A is connected to the exit
sentry (�) of B. The only difference is that B is decorated
with manual activation (�) in Scenario S2. In this figure, the
instance’s states are represented by a dashed rectangle where
the instance numbers are written in their bellow sections.
The action that causes a change in state space is shown by
an arrow. The green circle at the bottom right of tasks shows
that they are in Active state, so the user can complete them.
A task with a green border shows that the instance of the task
is in Completed state. A green manual activation icon shows
that a task is in Enabled state. A green relation between two
tasks containing an exit sentry shows that the exit sentry cri-
terion is evaluated. The picture for each state is taken from
the simulation of these cases from Trisotech Case Modeler
tool.

In Scenario S1, the instances of tasks A and B are in Active
state at the beginning as shown by S1.1 state. If the user
completes the instance of task A, the instance of task A’s
state will change to Completed, and the exit sentry of the
instance of task B will be evaluated, which terminates the
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instance of task B—as shown by S1.2. On the other hand, if
the instance of task B gets completed (state S1.3), the user
can still complete the instance of task A—as shown in S1.4.

In Scenario S2, the instance of task A is in Active state but
the instance of taskB is inEnabled state at the beginning—as
shown by S2.1 state. The reason is that task B is decorated
with manual activation (�). If the user completes the instance
of task A, the instance of task B will not be terminated as it
is not in Active state, so the state space move to S2.2. At
this state, the user can manually start the instance of task B,
moving the state space to S2.3, and (s)he can complete the
instance of task B, which moves the state to S2.4.

In this scenario, the user canmanually activate the instance
of taskB in S2.1 instead, whichmoves the state space to S2.5.
In state S2.5, if the user completes the instance of task A, the
instance of task B will be terminated—as shown by S2.7. In
state S2.5, if the user completes the instance of task B, the
state space moves to S2.6, where the user can still complete
the instance of task A. Completing the instance of task A
moves the state space to S2.4.

We can summarize these two scenarios accordingly:

– In Scenario S1, if A gets completed first, B cannot get
completed.

– In Scenario S2, if B is manually started first AND A gets
completed then, B cannot get completed.

The state space analysis shows how annotating a task with
a manual decoration can complicate the modeling as users
need to consider two conditions to think about the model’s
outcome. It shall bementioned that there is away to overcome
this complexity in CMMN. In Scenario S2, if the process
designer encapsulates task B within a stage and moves the
exit sentry to the boundary of the stage rather than task B,
then the state space will be similar to S1, yet this needs extra
design elements in the model.

In summary, we do not know if the participants in Study 1
were completely aware of such complexity inCMMN,but the
participants in Study 2 knew it due to the possibility of using
simulation in the course. This fact shows a future direction
for doing research on the role of using tools with simulation
capability in evaluating modeling languages. Also, we could
not find any CMMNmodel in related work reporting the use
of manual activation, which can affect how users perceived
this language in other studies.

5 Conclusion

This paper reports on how students perceived knowledge-
intensive business process modeling languages in terms of
usefulness and ease of use. The paper includes two studies
conducted in 2020 and 2022, where the first one focused on

CMMN and DCR, while the second one included Declare as
well. The studieswere performed by applying the technology
acceptance model, where master-level students were edu-
cated on these languages, and feedback was given to reduce
perception biases. The second study only includes students
with working experience to investigate the perceptions of
people with an industrial working background. The partic-
ipants’ perceptions are collected through two surveys, one
before and one after feedback on their final practice in the
exam.

The participants’ perceptions changed a little before and
after receiving the feedback. Three nonparametric statistical
significance tests were performed, and the results indicate
that the feedback did not significantly change the students’
perceptions. The reliability of responses was also evaluated
using Cronbach’s alpha, which showed an acceptable level
of reliability in the students’ responses.

In Study 1, CMMN was perceived significantly better in
terms of ease of use. In Study 2, DCR was perceived signif-
icantly better than Declare in terms of perceived usefulness.
The comparison of results on users’ perceptions indicates
potential reasons for differences, including the importance
of supporting interactive simulation by the tool when learn-
ing a language. The tool’s simulation enabled participants in
the second study to point out an issue they found hindering
usability. Several requirements were also compiled from the
feedback received from participants to improve the usability
of these modeling languages.

Future directions include the need to investigate how users
perceive workflow-based business process modeling lan-
guages through different study setups. It would be interesting
to explore how users’ prior knowledge of such languages
can influence their perceptions when learning declarative
modeling languages. Additionally, it would be worthwhile
to investigate how extra features in modeling toolsets can
improve the perceived usefulness and ease of use of lan-
guages in general. Another important area of research is to
examine how the presence or absence of interactive simu-
lation for users can affect their perception of a modeling
language. Finally, a promising avenue of research is to study
how different teaching methods, including feedback, can
impact student learning outcomes, which can be done, e.g.,
by applying data-based analysis methods such as process
mining to educational data.
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Appendix A: Questionnaire

This section documents the questions for measuring the per-
ceived usefulness and ease of use in the survey.

Appendix A.1: Structure of the survey

In the survey, we asked about the gender and age of partici-
pants. In addition, each survey had a unique identifier helping
us tomatch the collected responses before and after receiving
feedback. For Study 2, we also asked questions about work-
ing experience, the country and etc. in addition to questions
asked in Study 1.

Appendix: A.1.1 Questions about perceptions

The questions to measure perceived usefulness and ease
of use of each language have been designed based on the
technology acceptance model [14]. Students could choose
answers based on scales from extremely unlikely to extremely
likely:

1. extremely unlikely
2. quite unlikely
3. slightly unlikely
4. neither likely nor unlikely
5. slightly likely
6. quite likely
7. extremely likely

These are the questions used to measure the perceived
usefulness of each language. [language_code] is set as 1,2
and 3 for DCR, CMMN and Declare, respectively. [lan-
guage_name] refers to the name of the language asked in
the survey.

– S.[language_code].1.1: Using [language_name] in this
experience enabledme tomodel business processesmore
quickly.

– S.[language_code].1.2: Using [language_name] in this
experience improved my performance when modeling
business processes.

– S.[language_code].1.3: Using [language_name] in this
experience increased my productivity when modeling
business processes.

– S.[language_code].1.4: Using [language_name] in this
experience enhanced my effectiveness in modeling busi-
ness processes.

– S.[language_code].1.5: Using [language_name] in this
experience made it easier for me to model business pro-
cesses.

– S.[language_code].1.6: I found [language_name] useful
in this experience.

These are the questions used to measure the perceived
ease of use of each language:

– S.[language_code].2.1:Learninghow touse [language_name]
was easy for me.

– S.[language_code].2.2: I found it easy to get [lan-
guage_name] to do what I wanted to do.

– S.[language_code].2.3: I found [language_name] under-
standable and clear.

– S.[language_code].2.4: I found [language_name] flexi-
ble to be used in modeling business processes.

– S.[language_code].2.5: It was easy for me to become
skillful at using [language_name].

– S.[language_code].2.6: I found [language_name] easy to
use.

Appendix: A.1.2 Questions about participants’ comments

These are the questions used to collect participants’ com-
ments about both languages:

– S.[language_code].3.1: What did you like about [lan-
guage_name]?

– S.[language_code].3.2: What did you dislike about [lan-
guage_name]?
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