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Abstract
Business process management (BPM) is a well-established discipline comprising a set of principles, methods, techniques,
and tools to continuously improve the performance of business processes. Traditionally, most BPM decisions and activities
are undertaken by business stakeholders based on manual data collection and analysis techniques. This is time-consuming
and potentially leads to suboptimal decisions, as only a restricted subset of data and options are considered. Over the past
decades, a rich set of data-driven techniques has emerged to support and automate various activities and decisions across the
BPM lifecycle, particularly within the process mining field. More recently, the uptake of artificial intelligence (AI) methods
for BPM has led to a range of approaches for proactive business process monitoring. Given their common data requirements
and overlapping goals, process mining and AI-driven approaches to business process optimization are converging. This
convergence is leading to a promising emerging concept, which we call (AI-)augmented process execution: a collection of data
analytics and artificial intelligence methods for continuous and automated improvement and adaptation of business processes.
This article gives an outline of research at the intersection between process mining and AI-driven process optimization,
classifies the researched techniques based on their scope and objectives, and positions augmented process execution as an
additional layer on top of this stack.

Keywords Business process management · Predictive analytics · Prescriptive analytics · Autonomous systems

1 Introduction

Business processmanagement (BPM) is an established disci-
pline comprising a set of principles,methods, techniques, and
tools to continuously improve the performance of the busi-
ness processes of an organization [15]. The core activities
covered by the BPM discipline are often conceptualized as a
lifecycle, which starts from the identification of business pro-
cesses in the organization and proceeds with their discovery,
analysis, redesign, implementation, execution, and monitor-
ing. In this lifecycle, the output of each phase feeds into the
next one, and the output of the monitoring phase feeds back
into the discovery phase [15].
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In traditional BPM approaches, most of the activities in
the BPM lifecycle are performed manually by managers,
analysts, developers, process workers, and other business
stakeholders. For example, traditional approaches to discover
business processes involve interviews, focus groups, field
observation, and other time-consuming data collectionmeth-
ods, followed by manual analysis, synthesis, and validation
of the collected data, leading to models describing the busi-
ness process in question.

In the past years, we have seen the rise of a body of tech-
niques to automate the activities in the BPM lifecycle based
on data available in systems of records, such as Enterprise
Resource Planning (ERP) or Customer Relationship Man-
agement (CRM) systems. These techniques are known under
the umbrella term of process mining [48].

More recently, the uptake of artificial intelligence (AI)
methods for business process management has led to a range
of approaches for monitoring business processes proactively,
most notably via predictive machine learning models. These
techniques usually rely on data similar to (or sometimes iden-
tical to) the data used as input by process mining techniques.
Unavoidably, given their common data requirements and
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their similar goals, process mining techniques and AI-driven
approaches to business process optimization are converg-
ing, leading to a promising emerging concept, which we call
(AI-)augmented process Execution [16]. Broadly speaking,
augmented process execution is a collection of data analytics
and artificial intelligence methods for continuous and auto-
mated improvement and adaptation of business processes.

This paper gives an outline of research at the intersection
between process mining andAI-driven process optimization,
classifies the researched techniques into layers based on their
scope and objectives, and positions augmented process exe-
cution as an additional layer on top of this stack.

2 From process mining to augmented
process execution

Process mining (PM) emerged in the late 1990s and early
2000s as a collection of techniques to discover and moni-
tor business processes [48]. Earlier techniques for process
mining focused on descriptive use-cases, such as analyzing
so-called event logs extracted from systems of records to
discover graphical representations of “as is” processes exe-
cuted over these systems. More recently, research in the field
of process mining has expanded to cover predictive and pre-
scriptive use-cases driven by machine learning techniques,
e.g., predicting if a case of a process will end up in a negative
outcome, or recommending actions at runtime to optimize
one or more performance indicators [21, 45]. Below, we
use the term data-driven BPM to refer to the entire body of
approaches that use data extracted from any system recording
the execution of activities, tasks, events, or steps in a process,
in order to support one or more phases of the BPM lifecycle.

Figure 1 presents a conceptualization of the ongoing evo-
lution of data-driven BPM approaches in the form of a
pyramid of capabilities. In this pyramid, each layer builds on
top of the layers below, and serves as the basis for the ones
above. Each layer comprises techniques pertaining to two
types of use-cases: (i) tactical use-cases, where the goal is to
inform managers in their business process change decisions,
typically with timeframes of a few weeks to a few months
between decision and change implementation; and (ii) oper-
ational use-cases, where the goal is to provide information,
issue recommendations, or trigger actions in the context of
running cases of one or more processes, to improve their
performance on a day-to-day basis.

Perhaps not coincidentally, the chronology of research in
the field of data-driven BPM, generally reflects the structure
depicted in this pyramid. The first layer,Descriptive Process
Analytics, mostly comprises research done in the early years
of process mining. In this layer, the developed techniques
focus on describing the current state of the process, e.g., the
control-flow structure of the process, or the distribution of
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Fig. 1 The augmented BPM pyramid: a classification of data-driven
BPM approaches

performance metrics. The second layer, predictive process
analytics, moved beyond describing the current state to pre-
dicting what will happen in the future, e.g., predicting the
outcome of a running case, or predicting what will happen
if the number of cases created per day increases by 10%.
Although predicting the future state of the process may pro-
vide useful insights, it only creates value when actions are
triggered based on these predictions. This naturally led to
the next layer of the pyramid, viz. Prescriptive Process Opti-
mization, which focuses on techniques to prescribe actions
that, based on the current state and future predictions, might
increase (or decrease) the probability of certain undesired
events occurring, e.g., a loan offer being rejected by the
customer. More recently, we observe that data-driven BPM
research is going one step forward, as captured in the top layer
of the pyramid, namely augmented process execution. This
layer goes beyond techniques to inform or recommend deci-
sions to improve one or more business processes. The aim
of augmented process execution is to autonomously manage
and optimize the process to achieve the desired business out-
comes, within constraints and boundaries set by managers.

As we go up in the pyramid levels, the need for human
interaction with the system decreases. To make an analogy
with the levels of business process execution autonomy pre-
sented in [49], predictive process analytics corresponds to
level 0, where the system assists the human but does not
intervene. Prescriptive process optimization corresponds to
levels 1 and 2, where the system actively assists the human
in certain actions. Finally, levels 3, 4, and 5 are represented
by augmented process execution, where the system drives
on its own, and the role of the human ranges from interven-
ing in certain actions, to merely supervising the autonomous
system.
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Fig. 2 Generic architecture of descriptive process analytics systems

3 Descriptive process analytics

At the lower layer of the pyramid, establishing the ground
base for all the others, we find Descriptive Process Ana-
lytics. The broad purpose of techniques in this layer is to
describe the current state of one or more business processes.
This includes, for example, describing the most frequent
sequences of activities in a process, summarizing the perfor-
mance of the process via performance indicators, charts, and
other visualizations, or detecting, quantifying, anddescribing
deviations between the intended behavior of a process, cap-
tured as a process model, and its actual behavior as recorded
in an event log. Research on descriptive process analytics
reached its pinnacle in the 2000s and early 2010s, and is
currently mature and consolidated.

As depicted in Fig. 2, the input of the techniques in this
layer is extracted from systems of records, be it via extrac-
tions of records of events occurring during a past time period
(historical data) or via continuous data extraction (e.g., real-
time data streams). The data collected in these event logs is
typically pre-processed and stored in an intermediate form,
known as an event log. An event log is a collection of records,
each of which captures the execution of an activity (or a step
within an activity) in the context of a business process. Each
record in an event log refers to an activity and has at least
one timestamp (sometimes multiple). Each record also refers
to one instance of a process (a case) and/or to one or more
objects manipulated by one or more business processes [38].
A record in an event log may contain other attributes, such as
the resource who performed the activity in question, or other
attributes describing the casewhere the event occurred.Using
this input, process mining algorithms produce different types
of insights about the current state of the process.

Descriptive process analytics techniques developed in the
field of process mining generally tackle tactical use-cases. In
otherwords, the insights extracted from event logs by process
mining techniques are used by business stakeholders (man-
agers, analysts) to make decisions that, once implemented,

will affect the execution of all or a subset of cases in a process.
Typically, the timeframe for the design and implementation
of these change decisions ranges from a few weeks to sev-
eral months. In this layer, we find four main capabilities that
address primarily tactical use-cases:

• Automated process discovery. The ability to discover
process models—i.e., a diagrammatic representation of
the process—from data [1, 23, 50, 55] in order to put into
evidence the main pathways in the control flow of the
process. These diagrammatic representations depict the
main structure of the behavior happening in the process,
and are useful not only to analyze this behavior, but also
to identify unexpected exceptions and highlight potential
wastes (e.g., rework, overprocessing).

• Conformance checking. The ability to analyze the simi-
larities and discrepancies between the modeled behavior
and the pathways executed in the process [2, 33, 52].
Conformance-checking techniques analyze the behavior
recorded in the event log against the behaviormodeled by
the processmodel, and enable both (i) the identification of
deviations in the process, including violations of compli-
ance rules—e.g., purchase orders without invoices—or
deviations between the observed execution flows and
normative pathways; and (ii) the assessment of the resem-
blance between the designed and the real process.

• Performancemining. The ability to analyze one ormore
processes in terms of performance measures, such as
cycle time, cost per case, defect rate, etc. The insights of
these techniques are commonly displayed as enhanced
process models or as performance dashboards that help
analysts and project managers when making decisions
about the process by providing an image of the current
state of the project.

• Variant analysis. The ability to identify positive and neg-
ative deviance in a process by comparing how the process
is performed for different subsets of cases, e.g., in differ-
ent regions. This is achieved, for example, via enhanced
process models (capturing commonalities and differ-
ences between two or more variants of a process) or via
comparative performance dashboards (i.e., dashboards
that display the performance of multiple variants) [13,
34, 43].

There are also a number of descriptive process analytics
techniques to support operational management use-cases. In
particular, runtime performance dashboards, such as those
produced byBusinessActivityMonitoring (BAM) tools [15],
allow managers and workers to monitor the performance of
ongoing cases of a process, helping them to plan their daily
work and/or to detect potential short-term issues in the pro-
cess, e.g., an increased rate of service-level agreement (SLA)
violations.
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Fig. 3 Generic architecture of predictive process analytics systems

4 Predictive process analytics

The capabilities offered by the descriptive process analyt-
ics layer allow managers to detect and investigate issues or
improvement opportunities in a process. However, they do
not help managers to preempt issues before they occur, or
to estimate the future performance of a process. These latter
use-cases are supported by the second layer of the pyramid:
the predictive process analytics layer. The focus of this layer
is on building predictive models capable of estimating the
future state of the process, be it at a macro-level or at the
level of individual process instances. A wide range of pre-
dictive process analytics methods have been proposed over
the past decade [12, 20, 30, 42, 51]. Figure3 depicts a generic
architecture of this body of techniques. These techniques use
event logs to train predictive models that, using the data of
ongoing cases as input, predict future states.

The techniques in this layer can be broadly classified into
two categories:

• What-if digital process twins. The ability to predict
the impact of a (potential) process change. For example,
consider an Order-to-Cash process executed on an ERP
system. By applying descriptive process mining, we may
find that a bottleneck in the packaging step of the process
is causing many delays. By using process mining, statis-
tical analysis, and machine learning techniques, we can
build high-fidelity business simulationmodels fromevent
logs [9–11, 29, 57]. These simulation models serve as a
replica of a process, and for this reason, they are some-
times referred to as Digital Process Twins (DPT) [14],1

For example, we can then use a DPT learned from one or
more event logs, to simulate what will happen if we add
more resources to the packaging step in an order-to-cash

1 Arguably, a more accurate term would be Digital Process Shadow
since changes to the simulation model do not affect the real process,
which is one of the characteristics usually expected from a full digital
twin.

process. The simulation of a DPT leads to an estimate
of the impact of this and other possible changes on the
percentage of late deliveries.

• Predictive process monitoring. The ability to predict
future states of a process [28, 39]. Typically, predic-
tive process monitoring is implemented using machine
learning [45, 53] or deep learning [39] techniques. These
techniques have been applied to use-cases in the field of
credit collection [44] or logistics [18], among others. A
predictive model is first trained on historical data, and
later applied to a stream of events to produce a stream
of predictions. Predictive process monitoring techniques
can operate at two levels:

– At the case level where the purpose is to make pre-
dictions about individual cases in a process, e.g.,
predicting if a running case will end in a positive or
negative outcome [20, 27, 45], predicting the remain-
ing time until completion of a case [12, 51, 53], or
predicting the next activities in a case and their tim-
ing [30, 39, 42].

– At the process level, where the purpose is to predict
the value(s) of one or more process performancemet-
rics (calculated across all or a subset of cases) [37],
e.g., predicting the on-time delivery rate in three days
time.

A key difference between these two categories of tech-
niques is that DPTs allow us to predict the future state of
the process after a change, e.g., after automating some of the
steps of the process, while the predictive process monitor-
ing techniques focus on predicting the future state of one or
more cases of the process, assuming that we do not alter the
process. Also, the first category of techniques focuses on tac-
tical use-cases, while the second category targets operational
use-cases.

An additional challenge that emerges in predictive process
monitoring systems, as well as systems from the upper layers
of the pyramid, is in the post-deployment phase, specifically,
how to maintain the performance of a model after its deploy-
ment given that processes are prone to changes? To address
this challenge, mechanisms need to be put in place tomonitor
the performance of the model and to retrain the model when
needed. These mechanisms need to strike a tradeoff between
the accuracy and reliability of the predictions and the cost
of retraining the predictive model. Repeatedly (re-)training
a predictive model helps to maintain its performance, but
it may be impractical from a cost perspective. Drift detec-
tion algorithms [36] can be used to monitor changes in the
process that may affect the performance of the predictive
model, while incremental learning techniques can be used to
efficiently update it [36, 40].
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5 Prescriptive process optimization

Predicting potential future threats in a process is informa-
tive. However, predictions only create value when they are
followed by actions. This brings us to Prescriptive Pro-
cess Optimization, the third layer of the Augmented BPM
pyramid. Prescriptive process optimization aims to turn pre-
dictions into actions, optimally directed and timed, in order
to optimize the performance of the process. Unlike the two
previous layers, research regarding prescriptive process opti-
mization is recent, and the field is rapidly evolving. For the
most, the techniques in this layer have yet to be empirically
validated in real-life applications [21].

Figure 4 depicts a generic architecture of prescriptive pro-
cess optimization systems. Similar to the techniques in the
previous layer, a predictive model is first trained with his-
torical data (complete cases) of the process. Then, these
predictive models take data from ongoing cases and gen-
erate predictions, such as predictions of the remaining time
until completion of a case, or predictions of case outcomes.
However, instead of directly reporting these predictions to
the managers, they are given as input to a recommender
system, which produces recommendations to perform cer-
tain actions (a.k.a. treatments or interventions), taking into
account a given cost model, which captures the cost and the
benefits of these actions. These recommendations are then
either automatically triggered by the prescriptive monitoring
system, or presented to managers, who may decide whether
to follow these recommendations or not. In some techniques,
the effect of the recommended actions may be fed back into
the prescriptive system, which uses this feedback to update
the model used to generate recommendations.

Not unlike the previous layers, the capabilities provided by
prescriptive process optimization techniques cover tactical as
well as operational use-cases. Accordingly, these capabilities
can be sub-categorized as follows:

• Automated process optimization. The ability to recom-
mend changes to a process to strike a tradeoff between
competing performance indicators, for example, low-
ering costs while minimizing defect rate and cycle
times [22]. For example, an automated process opti-
mization system may recommend to a process owner to
change the allocation rules and work schedules of some
resources, to alleviate certain bottlenecks at the beginning
of each week. It may also recommend performing addi-
tional verification steps for some purchase order types
to prevent mishandled orders and associated rework. A
recommender system with these characteristics can be
achieved, for example, by using search-based optimiza-
tion algorithms (e.g., genetic algorithms), combined with
a DPT. The search-based algorithm generates possible
configurations of the process, which are then evalu-
ated using the DPT, to determine which configuration
provides the best tradeoff between the relevant process
indicators (e.g., cycle time and cost-per-instance) [26].

• Prescriptive process monitoring. The ability to recom-
mend actions to optimize the performance of a process
with respect to one or more performance indicators, in
real-time or near-real-time [21]. Existing techniques for
prescriptive process monitoring systems are designed to
recommend actions to improve the performance at the
case level. For example, a prescriptive process monitor-
ing technique may detect that a loan application is likely
to be rejected, and recommend to the loan officer to send
a second alternative offer to the applicant to maximize
the probability that the applicant takes a loan [7, 17, 31,
41, 56].Other prescriptive processmonitoring techniques
focus on triggering actions to reduce the cycle time of
a case [6]. We observe that there are currently no pre-
scriptive process monitoring techniques that operate at a
more macro-level, i.e., that recommend actions affecting
not one case at a time, but all or a subset of cases in a
process. For example, such techniques could detect that
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there are currently too few resources assigned to one task,
and too many assigned to another one, and recommend
redeploying some of those resources to prevent a surge
in the number of delayed cases. The challenge here is
how to reliably evaluate the short-term impact of such
actions, when they affect many cases, within a process or
even across multiple processes.

6 Augmented process execution

In prescriptive process optimization, the machine recom-
mends possible actions to human actors. The human actors
decide whether to apply these recommendations or ignore
them. Although prescriptive systems are helpful for process
optimization, they still require human interaction. Concep-
tually, the human is the one executing the process, and
the system is assisting them (i.e., human-driving systems).
The last layer of the pyramid, augmented process execu-
tion, inverts these roles. In this layer, the objective is to
develop systems that execute the process while the human
assists them, either intervening or supervising. Also, in this
layer, we shift from “process optimization” to “process exe-
cution.” Indeed, augmented process execution is not only
about discovering patterns, or generating process re-design
recommendations. It is about driving the execution of cases
in the process.

Figure 5 depicts the overall architecture of an augmented
process execution system. In these systems, the human
defines a frame—i.e., a set of restrictions—inside which the
system triggers and allocates actions on its own. The aug-
mented system may be composed of different subsystems,
building on techniques from the lower layers of the pyramid,
to extract information needed to execute and optimize the
process. The managers are part of the process, but only inter-
act with the augmented system when it needs to take actions
out of the frame, or when the system is uncertain about what
to do next. We can distinguish two types of augmented sys-
tems, depending on the approach followed in such situations:

• Autonomic process execution systems. The system
works on its own inside the frame. When it detects a
situation out of this frame, or a situation for which it can-
not make a decision due to high uncertainty, it reverts to a
human stakeholder, so they act accordingly. For example,
a system may determine the verifications that should be
done when a purchase order is received, based on histor-
ical execution data. However, when the system detects a
new type of purchase order that it has never seen before,
it escalates to the human operator, who determines which
verifications should be done for this new type of order.
The system records the decision of the human opera-

tor and applies it when a purchase order of this type is
received again.

• Autonomous process execution systems. The system
has complete control of the process. It can freely operate
within the frame, and even make changes to it, provided
that these changes will contribute to achieving a set of
business goals. In other words, the system pursues a
business goal, and uses the frame as a reference (i.e.,
as a recommendation on how the business goal is usually
pursued). In an autonomous process execution system,
the human acts as a supervisor, intervening only to pre-
vent undesired consequences. For example, when such
a system sees a type of purchase order it has not seen
before, it may derive a plan for handling it by extrapolat-
ing fromsimilar types of previously seen purchase orders.
The system may then flag this case to a human actor.
Depending on the control policy, the system may need to
wait for input from the human actor (supervised auton-
omy), or it may be allowed to proceed without such input
(full autonomy). Fully autonomous (“zero-touch”) pro-
cess execution may only be desirable in situations where
the implications of the actions the system takes are well-
scoped.2 Otherwise, the autonomous system needs to be
framed with hard constraints (must be fulfilled), while
other constraints in the frame may be tagged as being
“soft constraints.”

Augmented process execution research is still a nascent
concept [16, 32, 47]. However, it is a promising field, and we
expect to experience its rise in the following years.

7 Conversational process management

With the coming to maturity of large language models
(LLMs), we are witnessing the emergence of conversational
systems that assist managers through natural language [4, 5,
54]. Research on this topic is emerging across all layers of the
pyramid in Fig. 1. The main purpose of these techniques is
to provide access to such systems to non-expert workers [3].
With the use of such techniques, workers no longer need
to have expert knowledge about specific notations—e.g.,
BPMN or Petri nets—or analytics or query languages—e.g.,
SQL—to interact with the system. The conversational sys-
tems perform this translation.

Importantly, these techniques are orthogonal to the pyra-
mid’s layers. Conversational systems (including LLMs)
support both tactical and operational BPMuse-cases and pro-
vide capabilities that are relevant across the four layers of the
pyramid:

2 Zero-touch paradigms have gained prominence, for example, in the
field of network and service management [24].
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• Descriptive process analytics. A direct application of
conversational systems within the descriptive process
analytics layer is to translate business questions and
hypotheses expressed in natural language by business
stakeholders, into executable specifications (e.g., SQL
queries, analysis scripts) to generate relevant metrics,
charts, and reports [5]. For example, a business stake-
holder may inquire if there are certain cases for which
the cycle time is much lower than for others. This may
result in a series of charts displaying variations in cycle
times across countries, product types, and time peri-
ods. Another application of conversational systems is to
present findings from process mining in a user-friendly
way, for example, using a natural language generation
(NLG) system to create the description of a process from
an event log, or to provide a concise report outlining how
the process is currently performing [19, 25, 35, 46].

• Predictive process analytics. In this layer, conversa-
tional systems may act as a translation layer to facilitate
the interaction between a business stakeholder and aDPT.
For example, the authors in [4] present a tool that trans-
lates questions such as “what would be the impact of
automating activity X in the process" or “what would
be the impact of removing two resources from task X
and assigning them to task Y.” The statements given to
the chatbot are then translated into simulation scenarios,
specified in the language of a business process simu-
lator, to estimate this impact, and the result is used to
produce natural language statements. Another applica-
tion of conversational systems in this layer is to provide
explanations for the predictions generated by a machine
learning model, e.g., if the model predicts that a case
will end up late, the user could ask why, and the con-
versational system could provide a summary of relevant
factors affecting this decision as well as counterfactual
statements and examples of similar past cases.

• Prescriptive process optimization. In this layer, a con-
versational prescriptive system could translate the rec-
ommendations and/or warnings of prescriptive systems
to natural language, in order to ease the understanding of
the managers. In the case of simple prescriptions, these
systems could get closer to the augmented layer, and
accept answers in natural language to trigger the rec-
ommendations. For example, the system recommends
sending an email to inform the client about a certain
event, the client answers affirmatively, and the system
performs the recommendation on its own. Note that the
difference with augmented techniques is that there is no
inversion of roles. In this case, the worker is running the
process, only transferring certain actions to the system.
Another application of conversational systems, specifi-
cally LLM-based systems, at the prescriptive layer, is to
generate recommendations on how to improve a given
business process. For example, given a prompt includ-
ing a process model discovered from an event log of a
purchase-to-pay process (P2P), as well as a summary
of relevant statistics, a user could ask questions such as
"How could I improve the on-time completion rate of
this process, given that my performance target is X%.
The LLM could use its knowledge of P2P process opti-
mization to generate a number of recommendations, such
as reallocating resources to reduce certain bottlenecks, or
inserting additional controls early on during the process.
The resulting recommendations could then be assessed
using a DPT, and the conversational system could then
return a summary of recommendations validated by the
DPT.

• Augmented process execution. In this layer, conver-
sational systems could complement the system-driven
management of the process by interacting or giving feed-
back to the worker through natural language processing
(NLP) [46] and NLG systems. A system with which you
can interact and automatically performs the corrections.
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For example, the analyst asks for a report of the current
state during the morning, or for the predictions for the
week. The system outputs the information in natural lan-
guage, and when the analyst asks to perform a specific
optimizationor action (either prescribedor original by the
analyst), the system automatically performs it. Another
application of conversational interfaces in this layer is
to enable users to specify the “process frame” in natural
language, and to subsequently interact with the process
execution system to refine this frame.

8 Conclusion

The last two and a half decades have witnessed the emer-
gence of a rich field of techniques that support and automate
the activities comprised under the BPM lifecycle based on
data extracted from systems of records. This trend started
with the emergence of process mining and business activity
monitoring in the early 2000s, which resulted in a body of
techniques and tools for discovery, analysis, and monitoring
of as-is processes based on event logs or event streams.

More recently, a number of techniques have been pro-
posed to train and use machine learning models to predict
future states of a process. In parallel, we have seen the emer-
gence of process mining techniques, sometimes combined
withmachine learning, to discoverDPTs forwhat-if analysis.
These DPTs allow analysts to assess and compare business
process redesign options before their implementation.

As a natural step forward, a number of techniques have
been proposed for prescriptively recommending process
redesigns or recommending actions, at runtime, to enhance
the performance of a process with respect to a collection of
performance indicators.

We foresee that the next step in this evolution will be
the emergence of techniques and tools for autonomic and
autonomous execution of business processes, whichwe place
under the umbrella term of augmented process execution.
These systems will leverage process mining and AI tech-
niques to achieve continuous and automated improvement
and adaptation of business processes. However, transitioning
to such systems presents a set of still open challenges. While
hyper-automation—i.e., increasing the automation of busi-
ness processes by introducing artificial intelligence, machine
learning, and robotic process automation—holds the poten-
tial to revolutionize the way businesses operate and compete
in the digital age, it simultaneously introduces numerous
complexities. One of the main challenges derived from such
a transition, is composability, which concerns how to design
these systems in such away that they can be safely composed,
in an environment prone to frequent changes [8].

Orthogonally, we foresee that disruptions in the field of
conversational systems, particularly those driven by LLMs,

will lead to richer interactions between managers, analysts,
and process workers, on the one hand, and process execu-
tion systems, on the other. Several challenges will, however,
have to be tackled along the way, most notably, the challenge
of ensuring that the process execution system does not per-
form actions that, while technically falling under the frame
specified by the business stakeholders, lead to undesirable
business outcomes. The black-box nature and the inherent
unpredictability of LLMs will require carefully designed
guardrails and new paradigms for managing business pro-
cess execution risk.
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