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The in vivo assessment of physiological processes
associated with microcirculation in the head and neck
tissue by means of perfusion computed tomography is
widely used in themanagement of patients with head and
neck tumors. However, there is no systematic consider-
ation of the total acquisition duration and placement of
the scans. A simulation study for optimizing perfusion
studies of extracranial head and neck tumors, with
considerations of reducing radiation dose while maintain-
ing accuracy of the perfusion parameters, is demonstrat-
ed here. The suggested that dual-phase optimized
protocols may provide reliable estimations of the perme-
ability surface area product as well as blood flow and
volume without additional radiation burden and serious
patient discomfort. These optimized protocols can po-
tentially be useful in the clinical setting of examining
patients with extracranial head and neck tumors.
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INTRODUCTION

D ynamic contrast-enhanced (DCE) imaging
using computed tomography (CT) or magnet-

ic resonance imaging (MRI) has recently attracted
much attention as it allows for non-invasive, in vivo
assessment of physiological parameters such as
blood flow, blood volume, transit time, and perme-
ability.1–4 Several studies have shown that the
microcirculatory parameters derived using DCE
imaging correlate with tumor histopathology indices
and immunohistochemical surrogates of tumor
neoangiogenesis.5–7

For analysis of DCE–CT data, the deconvolution
approach which derives physiological parameters
from the impulse residue function R(t) (where t
denotes time) of the tissue has been increasingly
used. The deconvolution method used also for the

calculation of permeability changes has been the
method of choice in several reports in recent
literature.8–10 Although the acquisition time of
DCE–CT data in these studies varies from 50–
55 s, other variations in imaging protocols among
these studies are apparent. The delay before the
initiation of the contrast-enhanced scans can be up
to about 6 s after contrast injection, and the
injection rate is not standardized, which results in
different durations of the contrast agent passage in
the tissue microvasculature. Generally, modifica-
tions in the DCE–CT imaging protocol can be
implemented depending on the organs or tissues
imaged, and the physiological parameters of inter-
est in the study.
Examining the effect of acquisition time in

permeability imaging, Goh et al. showed interest-
ingly that there are significant changes in permeabil-
ity values between 45-, 65-, and 130-s examination
protocols in colorectal cancer imaging.11 However,
in perfusion imaging of the brain to estimate
cerebral blood flow and transit time, it is com-
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monly believed that duration of about 50 s could
be adequate.12 For DCE imaging of head and neck
cancer, there is currently no available data pertain-
ing to the optimal perfusion CT acquisition
duration. In order to capture information on
capillary-tissue exchange, one may need to in-
crease the acquisition time (e.g. 955 s) in order to
include the period when contrast is exchanged
between intra- and extravascular spaces. However,
the delayed imaging could increase the risk of
motion-related artifacts and radiation-related side
effects. Although the number of scans can be kept
constant by increasing the scan interval to achieve
delayed imaging, this compromise in temporal
resolution could directly affect the accuracy of
the estimated perfusion parameters.
In this work, we attempted to explore the optimal

time placement of scans for DCE–CT imaging of
head and neck carcinomas with the objectives of
reducing radiation dose and examination duration,
while not compromising on parameter estimation
accuracy. A Monte Carlo simulation approach is
presented for systematic consideration of the total
acquisition duration and placement of scans with
the inclusion of the least possible scans, in order to
achieve acceptable estimation accuracies for certain
perfusion parameters of interest, including the
permeability-surface area product.

MATERIALS AND METHODS

Tracer Kinetics Model and Perfusion
Parameters of Interest

The iodinated contrast medium used in DCE–CT
may diffuse from the blood plasma within the
capillaries into the tissue interstitial. We employed a
two-compartment model which comprised of a
vascular compartment and an interstitial compart-
ment, denoted here as compartment 1 and 2,
respectively, to account for the intravascular space
(IVS) and extravascular, extracellular space (EES).
A constant flow rate F is assumed to supply the
IVS, and the tracer kinetics of this bicompartmen-
tal tissue system can be described by the following
pair of mass-balance equations13:

v1
dC1 tð Þ
dt

¼ �F�C1 tð Þ � K21C1 tð Þ

þ K12C2 tð Þ þ F�Ca tð Þ ð1aÞ

v2
dC2 tð Þ
dt

¼ K21C1 tð Þ � K12C2 tð Þ ð1bÞ

Ci and vi, respectively, denote the concentration
of contrast medium and fractional volume of the ith

compartment. The transfer constants for trans-
capillary, bidirectional exchange, K21 and K12,
are related to their corresponding rate constants
(k21 and k12) by kij=Kij /vj.

3 ρ is the tissue density
which is assumed unity in this study.
The impulse residue function R(t) deduced from

Eq. 1(a) and 1(b), takes the biexponential form

R tð Þ ¼ A exp � tð Þ þ 1� Að Þ exp � tð Þ; ð2Þ
with
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:

The vascular transit time t1 is related to F and v1
through the central volume relation, i.e. v1=Ft1.
The tissue concentration curve Ctiss(t) can be

described by

Ctiss tð Þ ¼ F�Ca tð Þ � R tð Þ ð3Þ
where ⊗ denotes the convolution operator and
Ca(t) is the arterial input function sampled from a
feeding artery. To derive estimates of the perfusion
parameters, Eq. 3 can be optimally fitted against
tissue concentration curves extracted from the
DCE imaging dataset, by adjusting the parameters
F, v1, k21, and k12. Assuming passive diffusion of
contrast medium between the IVS and EES, the
permeability-surface area product PS can be
obtained by PS=k21v1.

14

As the cancerous tissue could exhibit increased
blood flow, vascularity, and permeability, the
parameters of interest which we would be focusing
on are F, v1, and PS, and we attempted to study
their estimation accuracy for different imaging
sequences.

Monte Carlo Simulations

The Monte Carlo (MC) simulation approach
was used to evaluate the accuracy of parameters
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derived from different imaging protocols. The
simulation experiments were set up in a similar
fashion as in the studies of Ostergaard et al. and
Calamante et al.15,16 The simulated arterial input
curve was in the form of a gamma density function

Ca ¼ C0 t � t0ð Þae� t�t0ð Þ=b t > t0
0 otherwise

(
; ð4Þ

where the parameters C0, t0, a, and b are obtained
by fitting an actual arterial input function sampled
from a patient study case, as shown in Figure 1.
Using R(t) and the above simulated Ca(t), the

tissue concentration curve Ctiss(t) can be simulated
using Eq. 3, by assuming appropriate values for
the model parameters F, v1, k21, and k12. The
parameter values used in this study were obtained
from a previous study8 in our institution after
institutional review board approval and informed
consent from the patients as well as from similar
studies in literature.9–10 These parameter values are
F=70 ml/min/100 g, v1=5 ml/100 g, k21=
3.4 min−1, and k12=0.85 min−1, giving PS=
17 ml/min/100 g.
Synthetic dynamic images15,16 were constructed

using the simulated Ctiss(t) curves with each
dataset consisting of N images of 32×32 voxels
(i.e. 1,024 Ctiss(t) curves) and with time interval

Δt. In this study, different values of N and Δt were
considered to arrive at an optimal imaging proto-
col. Gaussian noise was added to the synthetic
dynamic images to generate signal-to-noise ratio
(SNR) of 10, which are typical of DCE imaging.15

SNR was taken to be the ratio of the maximum
value of Ctiss(t) (before noise was added) and the
standard deviation of noise.15 In previous works15,
a preprocessing step of median filtering the
synthetic dataset was applied to reduce noise
before deconvolution analysis. This was not
performed in the present study so that the dataset
remain significantly noisy and poses an actual
challenge to the parameter estimation process by
data fitting. To avoid data fitting problems associ-
ated with initial-point dependence and trapping
within local minima, the initial fitting parameter
values were chosen randomly from within physi-
ological ranges of the parameters, and restarted 10
times. The best fit obtained from the 10 runs was
taken as the final fitting for each noisy Ctiss(t)
curve. Due to the random noise added, the final
“best fit” to each noisy Ctiss(t) curve might not
correspond to the original Ctiss(t) curve (see
Fig. 2), and the estimated parameters could also
deviate from those used to generate the original
Ctiss(t) curve. The % error (or coefficient of
variation) of each parameter was calculated using
the standard deviation of the estimated parameter
from 1024 runs divided by the actual parameter
value.

Simulation Experiments #1

To study the effects of different values of N and
Δt on the estimation accuracy of the parameters F,
v1, and PS, we first performed simulations for N=
50, 60, 70, 80, 90, and 100 scans. For a set of N
images, the scan interval further ranges from Δt=
0.5, 1, 2, 3, 4, and 5 s. For a simulation dataset
corresponding to a particular value of N and Δt, the
total examination time T is given by T=NΔt, and
the maximum examination duration simulated was
500 s (100×5 s). In all these simulations, the
perfusion values assumed were F=70 ml/min/
100 g, v1=5 ml/100 g, and PS=17 ml/min/100 g.
This initial set of simulation experiments was
aimed at providing insights on the possible
changes in the estimation errors of F, v1, and PS
for various values of N, Δt, and hence T. For
permeability imaging, it would be interesting to

Fig 1. The simulated arterial input function (AIF) used in this
study was obtained by fitting the gamma density function in Eq. 4
against an actual AIF (circles) obtained from a previous patient
study case. Features related to recirculation in the actual AIF
were not fitted and were removed in the fitted gamma density
function. The values of the fitted parameters in Eq. 4 are: C0=
54, t0=8 s, a=2, and b=0.32 s. When used in the subsequent
Monte Carlo simulations, t0 is set to 0 to simulate the bolus
arrival at time t=0.
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also explore the effects on parameter estimation
due to changes in tissue permeability PS. Thus, we
have also performed a set of simulations for
N=50 and Δt=1 s, with PS varying between 2 to
40 ml/min/100 g, while F and v1 were kept constant
at 70 ml/min/100 g and 5 ml/100 g, respectively.

Simulation Experiments #2: A Dual-phase
Imaging Protocol

As will be illustrated in the following section,
results from simulation experiments #1 suggested
that initial scans with short time intervals would
allow the first-pass parameters F and v1 to be
estimated more accurately, while the accuracy for
PS would increase with N and T. However, an
imaging protocol with consistently small Δt and
large N is not feasible due to the increased
radiation exposure. In the following, we propose
a dual-phase imaging sequence which includes
both an initial and delayed imaging phase, in the
attempt to estimate all three parameters, F, v1, and
PS accurately.
Suppose a total of N scans are performed, we

allow an initial number of constant-interval scans
(NICS) with a fixed interval of Δt to provide
accurate estimation of F and v1, while the remain-
ing scans (NREM=N−NICS) are increasingly
spaced out, so that data could be collected over a
longer period of time. For this reason, we
increased the scan interval exponentially using
the following form:

�tVAR ¼ �t exp � i½ �;
where i ¼ 1; 2 . . .NREM ;

ð5Þ

such that the time interval between scans is now a
variable ΔtVAR that increases with each scan after
NICS. The parameter α governs the rate of increase
in ΔtVAR, thus giving us the advantage of
increasing the examination duration T, without
increasing N. As an example, suppose that N=50,
NICS=10, NREM=40, Δt=1 s, and α=1, then the
scan times are

0; 1 s; 2 s; 3 s; 4 s; 5 s; 6 s; 7 s; 8 s; 9 s; 9

þ exp 1ð Þ; 9þ exp 1ð Þ þ exp 2ð Þ; . . . 9

þ
X40
i¼1

exp ið Þ or 9þ�t
XNREM

i¼1

exp �ið Þ
" #

and T now not only depends on N, but also on
NICS, Δt, and α, as follows

T ¼ NICS � 1ð Þ�t þ�t
XNREM

i¼1

exp �ið Þ: ð6Þ

The problem of finding an optimal imaging
protocol is multi-dimensional which involves N,
NICS, Δt, and α. We attempted to transform this
problem into two subproblems of locating local
suboptimal values, which can be systemically
approached in the following manner. We first fix
N at the conventionally acceptable value of 50 and
study the parameter errors for various values of
NICS (10, 15, 20, 25, 30, 35, 40), Δt (0.5, 1, 1.5,
and 2 s), and α (0.05, 0.06, 0.07…, 0.2). Optimal
values of NICS, Δt, and α (and hence T) were
manually identified using contour plots of these
variables as a function of the perfusion parameter
errors. On the basis of the selected optimal values
for NICS, Δt, and T, we then consider decreasing
values of N in the attempt to identify the smallest
value of N that do not compromise on the accuracy
of the perfusion parameters. In this set of simula-
tion experiments, the perfusion values assumed
were again F=70 ml/min/100 g, v1=5 ml/100 g,
and PS=17 ml/min/100 g.8

After defining the optimal scan duration and
number of scans, the acquisition protocol was
applied in a patient with a head and neck tumor
(left parotid gland) after informed consent was
obtained. A single 12-mm-thick tumor slab was
examined using a 16-row multislice CT scanner
(Somatom 16, Siemens Medical Systems, Erlangen,
Germany). The contrast agent for perfusion imaging
(40 ml of 400 mg/dl nonionic iodinated contrast
agent, Imeron 400, Altana, Germany) was injected
also at a rate of 5.5 ml/s using a power injector.
Perfusion scanning (100 mA, 120 kV) was initiated
6 s after the injection start. The contrast agent
administration was followed by a power injection of
20 ml saline at the same injection rate.

RESULTS

Simulation Experiments #1

Two examples of fitting the noisy Ctiss(t) curves
are shown in Figure 2: for N=50 with Δt=1 s and
for N=100 with Δt=5 s, together with the

440 BISDAS ET AL.



corresponding impulse residue functions R(t) de-
rived. The original simulated Ctiss(t) and R(t)
curves are also provided for comparison. Figure 2
also serves to illustrate the shape of the simulated
Ctiss(t) curves and to provide a rough idea of the
time span in which Ctiss(t) is significantly nonzero.
Results of the MC simulations for N=50, 60, 70,

80, 90, and 100 scans with a fixed scan interval of
Δt=1 s are shown in Figure 3a. Figure 3b and c
show the simulated error estimates for various
values of Δt with the total number of scans kept at
N=50 and N=100, respectively. Figure 3a shows
that the estimation errors of all perfusion param-
eters should decrease with the increase in the
number of scans N, when the scan interval Δt is

kept constant. In this case, we note that PS is most
sensitive to the increase in N (or T since T=NΔt in
this set of experiments), with the reduction of its
error from about 20% to 10%; while improvement
in errors of F and v1 are more obvious when N is
small. Figure 3b and c suggests that the estimation
errors of each perfusion parameter could either
increase or decrease with the increase of scan
interval Δt, depending on the number of scans N.
Figure 4 shows that when N and Δt were kept

constant at 50 and 1 s, respectively, changes in PS
values resulted in different errors not only for the
PS parameter but also affected the error of the
parameters F and v1, even though the values of F
and v1 were kept constant. This indicates that in

Fig 2. Examples of two simulation runs for N=50 with Δt=1 (a, b); and N=100 with Δt=5 (c, d). In each case, a noisy Ctiss(t) is
simulated by adding Gaussian noise (SNR=10) onto a clean Ctiss(t) curve generated using Eq. 3 (a, c). The noisy Ctiss(t) then undergoes a
fitting process in the attempt to estimate the perfusion parameter values used to generate the original Ctiss(t). The original and fitted
impulse residue functions R(t) differ as shown in b and d, resulting in deviations of the estimated perfusion parameters. This process is
repeated for 1,024 runs and the standard deviation of each parameter is used as an indication of parameter estimation error.
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cases with highly permeable vasculature, large
errors (920%) in the estimated perfusion values
might be expected, if the scan parameters N and Δt
were not appropriately set.

Simulation Experiments #2: A Dual-phase
Imaging Protocol

With N=50, and for various values of NICS

(=10, 15,…, 40), Δt (=0.5, 1, …, 2 s), and α
(=0.05, 0.06, …, 0.2), a large amount of simulation
data was generated, and Figure 5 attempts to
summarize these results in the form of contour
plots. Each of the three rows corresponds to a
particular perfusion parameter and each of the four
columns refers to a fixed value of Δt. Within each
contour plot, various values of NICS and α were
displayed. The contour lines and values in each
contour plot refer to the % error of the corre-
sponding perfusion parameter. For example, the
plot in the row 1, column 1 shows that the error in
F ranges from about 14% to 28% when Δt=0.5 s,
and for various values of NICS and α.
Along the rows as Δt increases from 0.5 to 2 s,

the range of errors for F and v1 generally increases,
while the error range for PS decreases, which is
consistent with the observation that shorter time
intervals are preferred for the estimation of F and
v1, and vice versa for PS. An optimal point along
each column is identified by considering the
contours of F, v1, and PS for each Δt. Each
optimal point is marked with a marker (circle,

Fig 3. Results of MC simulations for N=50, 60,…100, with
a constant time interval of Δt=1 s (a) and simulation results for
various scan intervals Δt=0.5, 1,…5 s for a fixed number of
scans N=50 (b) and for N=100 (c). (PS permeability surface
area product, F blood flow, v1 intravascular blood volume).

Fig 4. Estimation of the error (in %) of the perfusion
parameters in association with the PS values. In these simu-
lations, the scan parameters were fixed at N=50 scans with
Δt=1 s and the values of F and v1 were kept constant at 70 ml/
min/100 g and 5 ml/100 g, respectively, while PS changes from
2 to 40 ml/min/100 g. The results show that with N=50 scans
and Δt=1 s, there could be marked increase in the estimated
errors for all perfusion parameters, with the increase in PS,
which can be associated with highly permeable tumor tissue. (PS
permeability surface area product, F blood flow, v1 intravascular
blood volume).
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diamond, triangle, and square) and denotes a set of
values for NICS and α (and hence T). Consider-
ations for choosing the optimal points include: (1)
compromise of minimal error between all three
perfusion parameters and (2) small α values are
preferred so that the final scan time is not delayed
for too long (e.g., for α=0.2, the last scan could
reach 1 h).
Only the first two optimal points in Figure 5 (i.e.

circle marker: Δt=0.5 s, NICS=15, α=0.09, and
diamond marker: Δt=1 s, NICS=20, α=0.07) were
further investigated in Figure 6, because the errors
for F and v1 for the other two optimal points
(corresponding to Δt=1.5 and 2 s) are significantly
larger. Consistently for the first two optimal
points, the examination duration T was about
150 s (Eq. 6). Based on the first two optimal
points, Figure 6 further illustrates the effect of
reducing the total number of scans N, with the
examination duration T kept at 150 s. Since the
scan timings are calculated using an exponential
function (Eq. 5), they may not be integer values in

terms of seconds. For practical implementation of
the scans, simulations were also carried out with
the scan timings rounded to the nearest integer
values in seconds. These results are also shown in
Figure 6.

DISCUSSION

Simulation Experiments #1

The parameter F acts like a scaling factor in Eq. 3
and affects the entire Ctiss(t) curve (i.e. both the
rising and decreasing portions), while v1 is depen-
dent on the area under the Ctiss(t) curve (when the
tracer leaks, the area under Ctiss(t) curve should be,
strictly speaking, equal to the sum of v1 and the
interstitial space reachable by the tracer). Thus,
these parameters could be well-estimated if a
sufficient portion of the Ctiss(t) curve can be
captured, as in Figure 2a, where Δt=1 s and the
50 scans cover up to 49 s. However, a temporal

Fig 5. Contour plots of the estimated error in the perfusion parameters generated with a fixed number of scans N=50, and for various
values of Δt=0.5, 1, 1.5, 2 s, number of initial scans with constant interval NICS=10, 15, 20, 25, 30, 35, 40 and α=0.05, 0.06,
0.07…, 0.2 (see Materials and Methods).
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resolution of Δt=0.5 s resulted in 50 scans
concentrated only in the initial 24.5 s, which may
not provide adequate information on the Ctiss(t)
curve to estimate both F and v1 accurately. The
increase from Δt=0.5 s to Δt=1 s led to a decrease
of the errors for F and v1, before increasing with
further increase in Δt. This is likely due to the
interplay of two factors: (1) temporal resolution Δt,
and (2) total examination duration T. When the
examination duration T allows for sufficient
coverage of the Ctiss(t) curve, the importance of
time resolution takes major effect in affecting
estimation errors. The AIF (see Fig. 1) typically
spans about 20–30 s (depending on the injection
rate), and for a larger Δt, the AIF is only
represented by a few nonzero points. This inade-
quate representation of the AIF could also contrib-
ute to the estimation errors of F and v1.
Furthermore, as illustrated in Figure 2c where N=
100 and Δt=5 s, later scans (∼200 s onwards) might
not be able to provide additional information in
estimating F and v1 as the Ctiss(t) curve flattens and
noise dominates.
The parameter PS governs the later portion of

the Ctiss(t) curve, and its optimal estimation is
dependent on sufficient coverage of the decreasing
portion of the Ctiss(t) curve, without excessive
delayed imaging that will result in the sampling of
near-zero Ctiss(t) points and the inadequate sam-
pling of the AIF. Hence, minimal error for PS

occurs around Δt=2 s in Figure 3b. An interesting
finding of this study was that the increase in PS
could result in the increase of its own estimation
error when the scan parameters are fixed at N=50
and Δt=1 s (Fig. 4). The increase in the error of PS
is likely due to the fact that longer examination
duration would be desirable for the estimation of
higher PS values. It is interesting to note that these
results also indicate a confounding effect between
the perfusion parameters as the error in estimating
PS during curve fitting can also affect the
estimation of the other parameters.

Simulation Experiments #2: A Dual-phase
Imaging Protocol

For the first two optimal points identified in
Figure 5, the examination duration T was found to
be about 150 s. This is again consistent with the
above observations on the useful portion of the
Ctiss(t) curve in the presence of noise. For a
constant examination duration of 150 s, Figure 6
shows that a dual-phase imaging sequence of N=
40 to 50 scans, with [Δt=0.5 s, NICS=15] or [Δt=
1 s, NICS=20] might yield acceptable estimation
errors for all three perfusion parameters. As an
example for an exponentially spaced sequence and
rounded scan timings for practical implementation,
consider the case of [Δt=0.5 s, NICS=15], the scan
timings in seconds for 45 scans are: 0, 0.5, 1, 1.5,

Fig 6. Corresponding to the first two optimal points identified in Figure 5, the total number of scans is now reduced from N=50, 45,
40, 35, 30, 25, 20, for Δt=0.5 s, NICS=15 (a) and for Δt=1 s, NICS=20 (b). In all cases, the examination duration T is kept at 150 s
by solving for appropriate values of α using Eq. 6. The respective dotted lines indicate the corresponding simulations with the scan
timings rounded to the nearest integer value in seconds. These results show that the most acceptable solutions are yielded with a total of
about 40 to 50 scans, and that for practical implementation of the scans, rounding the scan timings to the nearest second would not
significantly affect estimation error of the perfusion parameters.
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2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.6 (rounded
to 8), 8.2(8), 8.9(9), 9.7(10), 10.6(11), 11.6(12),
12.8(13),13.9(14), 15.4(15), 16.9(17), 18.8(19),
20.8(21), 23.0(23), 25.6(26), 28.4(28), 31.6(32),
35.2(35), 39.2(39), 43.7(44), 48.8(49), 54.5(55),
60.9(61), 68.0(68), 76.1(76), 85.1(85), 95.3(95),
106.7(107), 119.5(120), 133.9(134), and 150.
Here, we note that since two scans are rounded
to 8 s, there are only 44 scans when implemented
practically. Figure 7 shows the parametric color-
coded perfusion maps of the examined patient and
the histogram analysis of the acquired perfusion
values using our optimized perfusion CT protocol.

Clinical Implications

The two primary issues with multislice CT
imaging are speed and organ coverage. The new
multidetector CT scanners can achieve very short
rotation time of about 0.3 s (implemented in heart
CT protocols) but when performing a perfusion
study, rotation time of 0.75–1 s is acceptable and

coverage—imaging the entire organ—is the next
important issue. As coverage increases with the
new CT scanners, the beam collimation and the
use of different number of detectors may also be
variably changed in order to achieve the desired
coverage or reconstruction. The difference in beam
collimation, not the reconstructed section width,
makes a significant difference in the radiation dose
with the higher doses coming from narrower beam
collimation. Maximum organ coverage and opti-
mal temporal resolution balanced with acceptable
radiation burden are the cornerstones of the
optimal perfusion imaging.
While an initial evaluation of optimal scan

duration in cerebral CT perfusion studies of
patients with cerebrovascular disease has already
been reported17, tumor perfusion imaging which
includes permeability imaging has not been sys-
tematically investigated, apart from some initial
remarks in colorectal cancer imaging.11,18 Al-
though the estimation of the CT-based first-pass
tracer kinetic parameters like F in extacranial head

Fig. 7. Parametric maps of a blood flow F, b blood volume v1, and c permeability-surface area product PS for a patient study case (left
parotid gland adenocarcinoma). Tumor outlines are shown in magenta. Histograms corresponding to d blood flow F, e blood volume v1,
and f permeability-surface area product PS within the outlined tumor are also shown.
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and neck tumors has not been validated using a
gold standard like radio-labeled H2O positron
emission tomography (PET) imaging, the derived
functional values in the initial studies8–10 (which
were the input parameter in our protocol) appear
consistent with the tumor physiology in terms of
increased cell proliferation and neoangiogenesis in
order to satisfy the increased demand in blood
supply. These phenomena result in elevated blood
flow F (multiple abnormal low-resistance shunts of
the newly formed vessels where the blood rapidly
flows), elevated blood volume v1 (as a measure of
the tumor vasculature), and increased permeabili-
ty-surface area product PS (due to immature newly
formed vessels with increased fenestration which
results in rapid extravasation of the contrast agent
into the interstitial extracellular space). Accurate
quantification of the perfusion parameters would
have important applications, besides the tumor
diagnosis8, in both pharmaceutical and clinical
trials as these parameters are important noninva-
sive surrogates of tumor activity, tumor response
to treatment, and tumor growth prediction.
One common hypothesis in order to reduce the

radiation dose is to reduce the number of scans
within a certain scanning time, to reduce the
scanning time, or modify the acquisition parame-
ters (beam energy, tube current-time product,
collimation) but such approaches may result in
large deviations from the validated perfusion
values.19 In our study, we attempted to optimize
the DCE–CT (or perfusion) protocol only in terms
of temporal resolution and number of scans in
order to derive the lowest possible estimation error
of the calculated perfusion parameters including
permeability imaging. Due to radiation safety
issues, an optimization by means of randomized
DCE–CT studies protocols in different patient
populations is not allowed and, therefore, we
chose to perform Monte Carlo simulations. Our
results suggest that a practical and appropriate
protocol may consist of two components (or
imaging phases): (a) an initial number of 15
constant-interval scans ([Δt=0.5 s), so as to ensure
good estimation of F and v1 in the first pass of the
contrast agent and (b) a number of subsequent
scans with increasing intervals in-between to
capture capillary-tissue exchange processes.
A confounding effect between the perfusion

parameters was observed in our work. The fact that
the perfusion parameters are interdependent on

each other’s estimation/error implies that the
application of a universal perfusion CT protocol
for all tumors may not be realistic. In other words,
remarkably different PS values (or different F and
v1 values) resulting from different tumor histolog-
ical types and tumor microenvironment can lead to
false estimations of the other perfusion parameters
if we rely on a globally standardized DCE–CT
protocol.20 Whether these errors could pose clinical
significance that may lead to false perfusion-based
diagnosis or therapy monitoring is questionable,
and this may be of interest for future investigation.
The radiation dose and the patient discomfort

due to long examination time are two major
drawbacks in the attempt to gain more functional
information that will result to a better understand-
ing of the examined organ. In our patients8, a
decreased tube current and peak kilovoltage
(100 mAs, 120 kVp) compared to the initially
reported perfusion CT studies21 led to a reduced
radiation burden. Nevertheless, there may be still
some space for further reduction of the tube
voltage as lower tube voltage, theoretically in-
creasing the image nose but in a smaller magnitude
in smaller structures (i.e. neck) compared to larger
sized structures (i.e. abdomen), enhances the
contrast-to-noise ratio and the image contrast after
iodine administration.22 Murase et al. have drawn
attention in this issue by showing that large
variations from established perfusion values can
appear19 if acquisition parameters are significantly
modified. According to Hamberg et al.23, the
weighted CT dose index (CTDI100w) of a multi-
slice CT scanner (Lightspeed QX/i, GE Medical
Systems) is 6.2±0.2 mGy when using the follow-
ing parameters: tube settings of 80 kVp and
100 mAs, four 5-mm-thick contiguous slices, and
tube rotation time of 1 s. Assuming that there is a
linear relationship between tube current and
rotation time and radiation dose, an almost linear
relationship between tube voltage and radiation
dose, it is easy to determine that the dose in our
protocol (45 scans and 0.5 s rotation time in body
mode) is substantially lower than that of a head
perfusion study (200 mAs, 80 kV, 1 s rotation
time) with the same slices and number of scans.
More accurately, the calculation of the mean
effective dose in the patient population8 based on
the dose length product (55 s acquisition duration,
1 image/s) and the conversion factor for neck24

showed a mean effective dose of 8.8 mSv which is
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supposed to be reduced in the optimized protocol
of 45 image acquisitions. The possible reduction of
the necessary scans may enable the radiologist to
perform two subsequent perfusion surveys in order
to cover the whole extent of the tumor. It was
beyond the scope of this study to determine if
other acquisition parameters would provide lower
radiation burden given the same image quality.
One limitation of our study is its application in

head and neck tumors. Other tumor histologies in
various organs with different perfusion properties
could result in wider or narrower Ctiss(t) curves,
and hence the present recommended imaging
protocol might not be suitable. Also, if the
injection rate is much higher or lower, the width
of the AIF would be different, which can affect the
relationship between estimation errors and sam-
pling time resolution. However, the considerations
and approach put forward here in choosing an
optimal protocol can still be adopted, if appropri-
ately translated to account for these differences.
Our work is distinctive in that, though perfusion

analysis is commercially available from major CT
vendors (e.g. General Electric, Mi, WI or Siemens
Medical Solutions, Erlangen, Germany) through
ready-made for analysis of DCE images packages,
these software packages may not be amenable to
performing Monte Carlo simulation studies, and
the present simulation studies have been performed
using Matlab™ (MathWorks, Natick, MA, USA)
programs which are developed in-house. Never-
theless, the first scans with 0.5 s constant interval
are not difficult to put into practice in the era of the
32- and 64-slices CT scanners. The rounded values
of the exponentially calculated scan timings can be
easily implemented in the scan protocols and as
shown in Figures 6 and 7, the results are not
significantly different from the original exponen-
tial scan timings and the known perfusion maps,
respectively. Moreover, the perfusion software
provided by Siemens is based on the maximum
slope model with Patlak analysis for the calcula-
tion of the extravasation parameters. These tracer
kinetic analyses are distinct from the deconvolu-
tion-based analysis with the adiabatic tissue ho-
mogeneity model for calculation of the PS (used in
the GE software)25 and the CC approach applied in
our tracer kinetic analysis.
Future clinical implications of our work may

include standardization of the perfusion CT protocol
that might be useful for multicentric studies as well

as for the comparison of studies performed in
different institutions. Re-evaluating the importance
of reliably estimated PS values in the quantification
of neoangiogenesis and its therapeutic monitoring,
may have important implications in the discrimina-
tion between benign and malignant neoplasms as
well as for differentiation between post-therapeutic
changes and tumor recurrence in the head and neck
tumor patients after (neo)-adjuvant chemo/irradia-
tion (the latter has been proved to be problematic
according to a recent study following a 55-s protocol
with 1 s constant interval8). Our study may be a
good starting point in the perfusion protocol
optimization in DCE–MR imaging, although, there
are other factors specific to MRI like the nonlinear
relationship between signal intensity and contrast
concentration, the applied sequence and field
strength, which could be taken into consideration.
In conclusion, we proposed a method for

optimizing the positioning of scans in head and
neck tumor perfusion studies, with considerations
of reducing radiation dose while maintaining
accuracy of the perfusion parameters estimated.
The suggested optimized protocols achieved meas-
urements of the permeability surface area product,
blood flow, and blood volume with a radiation
burden and exam duration balanced estimation
error. These optimized protocols can potentially be
useful in the clinical setting of examining patients
with extracranial head and neck tumors.
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