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Abstract The current array of PACS products and 3D
visualization tools presents a wide range of options for
applying advanced visualization methods in clinical radiol-
ogy. The emergence of server-based rendering techniques
creates new opportunities for raising the level of clinical
image review. However, best-of-breed implementations of
core PACS technology, volumetric image navigation, and
application-specific 3D packages will, in general, be
supplied by different vendors. Integration issues should be
carefully considered before deploying such systems. This
work presents a classification scheme describing five tiers
of PACS modularity and integration with advanced visual-
ization tools, with the goals of characterizing current
options for such integration, providing an approach for
evaluating such systems, and discussing possible future
architectures. These five levels of increasing PACS modu-
larity begin with what was until recently the dominant
model for integrating advanced visualization into the
clinical radiologist's workflow, consisting of a dedicated
stand-alone post-processing workstation in the reading

room. Introduction of context-sharing, thin clients using
server-based rendering, archive integration, and user-level
application hosting at successive levels of the hierarchy
lead to a modularized imaging architecture, which promotes
user interface integration, resource efficiency, system
performance, supportability, and flexibility. These technical
factors and system metrics are discussed in the context of
the proposed five-level classification scheme.
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Background

Advanced Visualization

Three-dimensional imaging in radiology has been the
subject of research and technology development for many
years, spanning a period which approximately mirrors the
emergence of digital image management through DICOM
and PACS. The terms “3D” and “advanced visualization”
have been used interchangeably in radiology to refer to a
range of specific graphics processing techniques, including
maximum intensity projection (MIP), minimum intensity
projection (MinIP), multiplanar reconstruction (MPR),
curved MPR, isosurface rendering (i.e., shaded surface
display) and volume rendering. Key clinical areas for such
techniques include vascular applications (e.g., CT and MR
angiography of the head and neck [1, 2], of the trunk and
extremities [3, 4], as well as of the coronary arteries [5, 6]),
and CT colonography [7, 8]. Three-dimensional evaluation
through volumetric post-processing has also been described
in a wide range of other clinical settings, including
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traumatic injury [9, 10], tumor mapping [11, 12], bronchial
visualization [13, 14], and urinary tract imaging [15].
Advancements in thin-slice multidetector CT, and the
advent of high-resolution isotropic MRI, have only
increased the opportunities and need for volumetric image
post-processing in radiology.

However, while PACS has become widespread over
the past 20 years, adoption of 3D imaging tools has been
much more limited. Although PACS viewing applications
have begun to incorporate certain functions which were
previously considered advanced techniques such as MIP
and MPR, volumetric imaging (especially with regard to
volume rendering) remains by and large outside the
typical clinical workflow. Technological factors have
been a primary contributor to this situation. Three-
dimensional post-processing methods, especially volume
rendering, have historically depended on specialized
hardware at the user's desk. This typically meant a
dedicated graphics workstation in the radiologist's reading
area, designed solely for the purpose of 3D post-
processing and display, separate from the primary PACS
viewing system. These stand-alone systems were associ-
ated with idiosyncratic user interfaces, specialized image
routing mechanisms, additional equipment costs, and
additional support costs.

Server-based Rendering and Client Thinness

As image resolution and data size scaled upward, a
rendering architecture known as remote, or server-based
rendering emerged [16, 17], whereby sophisticated render-
ing computation is carried out on a server instead of on a
user's local machine, and rendered views instead of source
data are transmitted to the client. This approach centralizes
the specialized rendering hardware resources required for
3D post-processing, thereby making these techniques more
widely accessible. At the same time, network bandwidth
requirements are potentially reduced, since rendered views
will generally tend to be smaller than the models or images
used to generate them. Reduction in required bandwidth is
replaced, however, by requirements for sustained low
network latency, since real-time interactive visualization
depends upon on-going transmission of display data.
Application of server-based rendering (SBR) has been
described in other graphics domains, such as molecular
modeling [18] and gaming, as well as in radiology [19].
Over the past few years, radiology vendors have begun to
offer commercial products using SBR for clinical use.

Image Archive Architecture: Storage and Communications

While a detailed examination of PACS archive architectures
is beyond the scope of this work (see instead, for example,

[20–22]), selected aspects of this topic are quite relevant to
the integration of advanced visualization tools with primary
PACS viewers. In particular, communications protocols and
storage resource allocation are two key factors considered
here. While modern PACS archives use DICOM to receive
images from modalities, the mechanisms by which an
archive communicates with front-end viewing applications
are in general non-standard and proprietary in nature.
Deviation fromDICOM at this level likely provides important
performance benefits. However, this situation implies dedi-
cated links between archives and applications. In certain
circumstances where there are multiple image-display appli-
cations (e.g., a primary PACS viewer and a separate advanced
visualization viewer), this typically leads to duplication of
storage requirements.

Methods

The current market for PACS and 3D products consists of
many disparate systems, patchy options for interoperability,
non-uniform user interfaces, proprietary communications
protocols, and workflow challenges. We propose that
modularity in PACS technology may serve to address these
issues while also promoting innovation. Conversely, lack of
modularity may slow technology adoption. For example,
while one PACS vendor may provide exceptional worklist
management, support for computer-aided detection may be
relatively rudimentary. Or while a particular 3D vendor
may offer a compelling CT colonography package, its
patient database may not be competitive. To the extent that
vendors are able to focus on specific core technologies, and
users are able to combine these as needed to suit a
particular practice setting, this should promote technology
adoption and innovation. It is not our intent to describe or
evaluate any specific vendor or product. Instead, we present
an analysis of system modularity based on architectural
features. This analysis is based on three key questions and
several system factors, culminating in five levels of
modularity.

First, three key questions. (1) Where does the image data
reside? Images in a PACS generally reside on a long-term
archive, which may include multiple levels of cached
storage, possibly utilizing several types of storage media.
Applications may additionally cache data on client
machines. Advanced visualization systems may utilize
dedicated image storage mechanisms outside of the long-
term archive. (2) Where is image computation performed?
Requirements for image computation arise from any
operation where the displayed image deviates from the
original image received from the modality. In the case of
two-dimensional image display, window-level manipula-
tion, and image filtering represent post-processing oper-
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ations. MIP and MPR require projection and interpolation
calculations. Prior to the introduction of SBR, image
manipulations generally depended on computation per-
formed on the client machine (although selected operations
could be performed on the modality console, with the
resultant images sent to the client via the image archive).
With the advent of SBR, image computation is off-loaded
from the client to a centralized server. Clients are often
characterized by their thickness or thinness [23], with SBR
leading to thinner clients. Conversely, a stand-alone 3D
workstation utilizing its own specialized graphics hardware
for volume rendering would be considered a thick client. (3)
How do processes communicate? Communications between
components of an imaging system may be characterized by
the protocols used, the performance of those protocols, and
whether or not they are standardized. As discussed above,
while image transfer to an archive is typically DICOM-
based, communications between an archive and viewing
application are typically proprietary.

These three questions, regarding data storage, image
computation, and communications protocols, reflect system
architecture. Any such system may then be evaluated in
terms of several factors: user-level integration, resource
efficiency, performance, functionality, supportability, inter-
operability, and cost. User-level integration refers to the
user's experience in utilizing the tools within a clinical
environment. Resource efficiency in this context may relate
to the degree of storage duplication, or access to a given
graphics processing engine. For example, while a dedicated
3D workstation may only be used by a single user in a
specific location, a system using SBR generally allows
multiple users to access a graphics processing engine from
anywhere on a given network thereby achieving greater
resource efficiency. Performance of an integrated PACS/3D
system may be measured with a variety of timing metrics,
such as time to open study, time to access prior studies,
scroll speed, and speed of other specific operations (e.g.,
display oblique MPR; rotate volume rendered view; bone
removal). Functionality encompasses imaging capabilities
(e.g., 2D display and navigation; image fusion; 3D
rendering; clinical 3D packages such as coronary artery
analysis), worklist management, as well as support for
additional image-based operations such as computer-aided
detection and image annotation. Supportability refers to the
effort required to maintain systems, and is affected by
system complexity and how resources are distributed within
an enterprise. As clients become thinner and as computing
power becomes more centralized, the complexity of client
machines decreases, and the difficulty of supporting these
clients also decreases [23]. Interoperability of component
technologies depends in large part on the storage strategies
and communications protocols employed, and determines
the degree of user's choice in mixing and matching

components. Finally, initial system costs should be weighed
against longer-term support costs.

Results

Based on these questions and factors, a classification
scheme for PACS/3D integration architectures has been
devised. This scheme consists of five levels of increasing
modularity. While specific combinations of commercial
products may or may not fall neatly into these categories,
the scheme is intended to describe major degrees of
modularity.

Level 1: Separate Turnkey Clients

Level 1 consists of a thick-client 3D application running on
dedicated, specialized hardware, separate from the primary
PACS viewer (see Fig. 1). Until recently, this was the
predominant model for 3D post-processing in radiology.
These 3D systems typically manage their own private, local
cache of image data. This data may be retrieved from the
primary archive, or received directly from a modality, via
DICOM transfer. The 3D application typically requires the
full image data set to be transferred across the network to
the local cache. Access of non-cached studies, such as
relevant priors, incurs additional network transfer time.
Once the relevant images are received, graphics perfor-
mance is generally very good as there is no further network
dependence. The thick-client nature of the 3D system
increases support costs [23]. In addition, since the 3D client

Fig. 1 At level 1 of the proposed classification scheme, the primary
PACS viewing application and the advanced visualization/3D appli-
cation are thick clients running on two separate workstations, with
independent links to the imaging archive in the data center and/or
direct connections to modalities (denoted M). Note that the 3D system
in this case typically maintains its own local image archive,
duplicating data, which also resides in the data center. Also note that
image communication to the 3D workstation is typically achieved
through DICOM transfer
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runs on a dedicated machine, there is duplication of disk
storage, computer memory, and display hardware. Lack of
integration at the user-interface level is disruptive to work-
flow, and may discourage users from using the 3D
application. However, in cases where the need for 3D
imaging is limited, this type of arrangement may be
advantageous due to its relative simplicity. In addition,
independence of the PACS and 3D systems implies freedom
of choice for users in selecting 3D vendors.

Level 2: Proprietary Integration Through Context-sharing

At this level, the PACS vendor provides the ability to
launch advanced visualization tools, now running on the
same physical machine as the primary viewer (see Fig. 2).
This is typically achieved through dedicated, proprietary
links for communicating imaging study metadata to specific
third-party 3D applications. Image data, while still trans-
ferred in full to the client machine, is shared between the
PACS viewer and the 3D application on the client machine.
While this data sharing may be accomplished using
relatively fast in-memory transfer, less efficient approaches,
such as local network transfer within the client machine
may also be utilized. In either case, there is no longer a
separate, duplicated network transfer of image data from
the data center to the client machine for the 3D application,
as there was in level 1. Context sharing on a single physical
machine eases the workflow barrier of level 1. That is, users
no longer need to walk to a separate 3D system, but now
have access to advanced visualization techniques on their
primary workstation. Hardware redundancy of level 1 is
reduced. However, specialized graphics hardware is still
required at the user's desktop, the limitations of local

rendering remain (i.e., lack of widespread availability to
users), and graphics performance may be adversely affected
since local hardware resources are now shared between
multiple client applications. In addition, users are limited to
the proprietary integration options offered by a particular
PACS vendor.

Level 3: Thin Clients with Standardized Context-sharing

At level 3, the 3D application and the primary PACS viewer
consist of thin clients (see Fig. 3), reflecting the current
trend toward client thinness. The 3D tool now uses SBR,
and is integrated with the primary PACS viewer through a
standardized context-sharing protocol. The Health Level 7
Clinical Context Object Workgroup (HL7-CCOW) standard
is one such protocol [24]. SBR and thin PACS clients imply
simpler client hardware, improving supportability. Stan-
dardized context-sharing between client applications facil-
itates interoperability and workflow integration, compared
to levels 1 and 2. The thin clients remain largely separate
applications, however, leading to non-uniform user inter-
faces. Also note that there is no server-side integration at
this level of the classification scheme. The thin PACS client
is served by the PACS archive, and the thin 3D application
is served by the SBR server, each requiring its own copy of
the image data in the data center, and each communicating
with the user-level applications through proprietary proto-
cols. Lack of server-side integration prevents unification of
archive storage, and leads to duplication of disk storage on
the server. Image data communication in the data center
between the PACS archive and the 3D server may be
achieved with DICOM transfers. The 3D server may also
receive imaging data directly from a modality.

Fig. 2 At the second level of the scheme, both the primary PACS
application and the 3D application consist of thick clients, running on
a single client machine. In this scenario, a custom-built link (dotted
line) between specific products (typically determined by vendor
partnership agreements) allows the 3D application to be launched
using context information from the PACS application. Users are

constrained by the integration options offered by specific vendors.
Aside from context-based launching, the applications remain separate,
with their own interfaces. The separate, duplicated network transfers
of image data from the data center to the 3D application, which were
required in level 1 (Fig. 1), are eliminated here
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Level 4: Thin Clients with Unified Archive

This leads to level 4, where multiple user-level applications are
served by a single, unified archive (see Fig. 4). This implies a
standardized archive communications protocol or application
programming interface (API), capable of supporting the
primary PACS viewer, the server-based rendering tool, and
potentially, other applications such as computer-aided detec-
tion and computer-aided diagnosis packages. The duplication
of server disk storage and server-to-server DICOM transfers
required in level 3 is eliminated. Front-end (i.e., user-level)
integration continues to consist of loosely coupled clients
with standards-based context sharing. Each client continues
to provide its own user interface, and communicates
separately with the server through the unified server API.

Level 5: Thin Client Platform with Unified Archive

Level 5 represents a vision of a completely modularized
architecture. Image data resides on a unified archive in the

data center. Image computation is performed entirely on the
imaging server. Communication between client and server
becomes essentially a video stream of renderings computed on
the server. The key feature of level 5 is a client-side API, which
manages context data and communication with the server,
allowing viewer applications to plug into an application
framework (see Fig. 5), an arrangement also referred to as
application hosting. This allows for the possibility of unified
user interfaces. For example, such a system might provide 2D
imaging in one viewport, 3D rendering in another viewport,
and computer-aided detection in a third viewport, all sharing a
common image manipulation interface.

Discussion

The market for PACS and 3D applications is currently in
flux, with evolving options for stand-alone systems and
varying levels of system integration. Architectural charac-
teristics, especially archive structure, client thinness, and

Fig. 3 Server-based rendering (SBR) is introduced at the third level,
along with thin client applications. Thin clients have a smaller
footprint on the client machine. SBR offloads graphics computation
from the client machine to a server in the data center. At this level, the
rendering server maintains its own private cache of image data,
received from the primary archive or modality (M) via DICOM

transfer. While SBR provides several advantages including improved
performance and supportability, duplicated storage and server-to-
server DICOM transfers are inefficient. Context-sharing on the client
machine is now achieved by a standardized protocol (dotted line),
allowing for improved interoperability

Fig. 4 Level 4 introduces a unified server application programming
interface (API), capable of serving multiple client applications. The
duplicated storage and redundant DICOM image transfers required in

the third level (Fig. 3) are eliminated here. Integration on the client
machine continues to consist of context-sharing through a standard-
ized protocol (dotted line)
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use of standardized protocols, determine the user experi-
ence and clinical utility of these tools. Increasing modular-
ity in PACS and advanced visualization technologies
should promote innovation by allowing vendors to concen-
trate on core strengths, as opposed to the current climate in
which 3D vendors may need to develop certain fundamen-
tal PACS functions and vice versa. In evaluating advanced
visualization options, departments and institutions should
consider user-level integration, resource efficiency, perfor-
mance, functionality, supportability, and interoperability in
the context of the specific clinical applications of interest.
These must be weighed against initial investment costs and
longer-term maintenance costs. In general, thinner clients
and SBR should lead to improved supportability and
decreased longer-term costs. Greater modularity implies
improved interoperability between products and vendors,
with a consequent increase in freedom of choice for users. A
summary of the relative strengths and weaknesses of the five
levels with regard to selected system factors is shown in
Table 1. Note that functionality and cost have been excluded
from this table, since these may be more a function of
specific products rather than the system architecture.

As noted above, any particular deployment of systems
may or may not fall easily into one of the five levels of this
classification hierarchy. In particular, it is common for a
relatively thick PACS client to be integrated with a thin 3D
client using proprietary context-sharing, which may corre-
spond to a hybrid between levels 2 and 3 of the hierarchy.
However, it is our intent to use this five-level decomposi-
tion to highlight key system characteristics (e.g., level 2 for
context-sharing and level 3 for thin clients), rather than to
describe specific equipment installations.

Work on modularized imaging application architecture
has already been undertaken. Formed in 2004, DICOM
Working Group 23 (WG-23) has been working to define
standards to allow client machines to host plug-in imaging
applications [25]. In addition, the National Cancer Insti-
tute's Cancer Bioinformatics Grid program has developed
an implementation of the WG-23 standard, known as the
Extensible Imaging Platform (XIP) [25, 26]. A related open
source framework has also been developed by ClearCanvas
Inc. [27]. Wider industry adoption of application hosting
standards would facilitate migration toward modular com-
mercial systems, improving the usefulness of advanced

Fig. 5 The fifth level of the proposed classification scheme represents
a fully modular framework, where client applications now plug into a
client API. Client integration is now achieved through the shared
application framework defined by this API, rather than through direct
context-based links between applications. This allows for user

interfaces to be unified across multiple imaging modules. A standard
for this type of architecture has been created by DICOM Working
Group 23 [25], and a reference implementation has been developed by
the National Cancer Institute's Cancer Bioinformatics Grid program
[25, 26]

Table 1 For each of the five levels of the proposed classification scheme, a qualitative score is listed with respect to user-level integration,
resource efficiency, performance, supportability and freedom of choice

User-level integration Resource efficiency Performance Supportability Freedom of choice

Level 1 ↓ ↓ – ↓ ↑

Level 2 – ↓ ↓ ↓ ↓

Level 3 – – ↑ – ↑

Level 4 – ↑ ↑ ↑ ↑

Level 5 ↑ ↑ ↑ ↑ ↑

Each score may have one of three possible values: relative strength (↑), neutral (–), and relative weakness (↓). Client thinness, server-based
rendering, standards-based protocols, archive unification, and application hosting frameworks, reflected by increasing levels in the hierarchy, tend
to promote these factors
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visualization in routine clinical imaging and enabling
customers to assemble best-of-breed technology solutions.

Conclusion

We propose a five-level classification scheme for PACS and
advanced visualization integration. A spectrum ranging from
stand-alone turnkey solutions to modularized application
architectures is discussed. Departments and institutions
evaluating advanced visualization options should consider
several factors in selecting vendors and products.
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