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Abstract Quantitative size, shape, and texture features de-
rived from computed tomographic (CT) images may be useful
as predictive, prognostic, or response biomarkers in non-small
cell lung cancer (NSCLC). However, to be useful, such fea-
tures must be reproducible, non-redundant, and have a large
dynamic range. We developed a set of quantitative three-
dimensional (3D) features to describe segmented tumors and
evaluated their reproducibility to select features with high
potential to have prognostic utility. Thirty-two patients with
NSCLC were subjected to unenhanced thoracic CT scans
acquired within 15 min of each other under an approved
protocol. Primary lung cancer lesions were segmented using
semi-automatic 3D region growing algorithms. Following
segmentation, 219 quantitative 3D features were extracted
from each lesion, corresponding to size, shape, and texture,
including features in transformed spaces (laws, wavelets). The
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most informative features were selected using the concor-
dance correlation coefficient across test-retest, the biological
range and a feature independence measure. There were 66
(30.14 %) features with concordance correlation coefficient>
0.90 across test-retest and acceptable dynamic range. Of
these, 42 features were non-redundant after grouping features
with R?5.>0.95. These reproducible features were found to
be predictive of radiological prognosis. The area under the
curve (AUC) was 91 % for a size-based feature and 92 % for
the texture features (runlength, laws). We tested the ability of
image features to predict a radiological prognostic score on an
independent NSCLC (39 adenocarcinoma) samples, the AUC
for texture features (runlength emphasis, energy) was 0.84
while the conventional size-based features (volume, longest
diameter) was 0.80. Test-retest and correlation analyses have
identified non-redundant CT image features with both high
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intra-patient reproducibility and inter-patient biological range.
Thus making the case that quantitative image features are
informative and prognostic biomarkers for NSCLC.

Keywords Test—retest reproducibility - Lung cancer - CT -
Quantitative image features

Introduction

Classically, CT imaging is routinely used to establish anatom-
ical and macroscopic pathologies in cancer patients. CT im-
ages of tumors also depict characteristics that can be related to
physiological processes, such as cell density, necrosis, and
perfusion, which may not be commonly evaluated. The ap-
pearance of the tumor in CT images has been used, qualita-
tively, to provide information about tumor type, degree of
spread, and organ invasion [1, 2]. Such features are typically
described subjectively (i.e., “mildly irregular”, “highly
spiculated”, “moderate necrosis”). However, to be useful as
biomarkers, features must be reproducible, quantifiable, and
objective [2]. Thus, there is a need to identify features from
CT images that can be reliably extracted and converted into
quantifiable, mineable data as potential prognostic, predictive,
or response biomarkers. In current clinical practice, only two
tumor quantitative CT features; i.e., bi- and uni-dimensional
measurements (WHO and RECIST, respectively) are routine-
ly obtained and used to assess response to therapy. While
these are satisfactory under some conditions, reduction in
tumor size often does not reflect clinico-pathological response
[3, 4].

Recent advances in both image acquisition and image
analysis techniques allow semi-automated segmentation, ex-
traction, and quantitation of numerous features from images,
such as texture. Such features extracted from CT images of
lung tumors have been shown to relate to glucose metabolism
and stage [5], distinguish benign from malignant tumors
[6-9], or differentiate between aggressive and nonaggressive
malignant lung tumors [10, 11]. In liver cancer, combinations
of 28 image features obtained from CT images could recon-
struct 78 % of the global gene expression profiles [12]. As this
area of investigation continues to expand, a number of critical
questions remain unanswered, including correlated features
and reproducibility of individual features. In the present study,
we extracted and analyzed a large number of image features
describing shape, size, run length encodings, pixel intensity
histograms, textures, entropy, and wavelets. In this agnostic
approach, we gave equal importance to all features with no
prior bias towards radiologist preferences or accepted seman-
tics. Such an analysis of a high dimensional feature space, i.e.,
“radiomics”, requires standardization and optimization to
qualify these potential biomarkers for prognosis, prediction,
or therapy response [13, 14]. An important step in the
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qualification process is to statistically characterize individual
features as being reproducible, non-redundant, and having a
large biological range. The most reproducible features are
more likely to be able to identify subtle changes with time,
pathophysiology, or in response to therapy. Additionally, the
reproducibility must be compared to the entire biological
range available to that feature across patients. The biological
range can be expressed as a dynamic range, DR. It is expected
that features will be more useful if they have a large dynamic
range. In addition, features must be identified that are not
redundant, as it is axiomatic that redundant features can over-
whelm learning algorithms and be non-informative for deci-
sion support systems.

The inter-scan reproducibility of features may be affected
by differences in patient variables, such as positioning, respi-
ration phase, and contrast enhancement, as well as acquisition
and processing parameters, including image acquisition power
and slice thickness, image reconstruction algorithm, segmen-
tation software, and user input for segmentation. In the present
study, the acquisition and processing parameters were fixed,
and patient variables were minimized by obtaining two sepa-
rate CT scans from the same patient on the same machine
using the same parameters, within 15 min of each other.
Acquisition of these images and reproducibility of tumor
uni-dimensional, bi-dimensional, and volumetric measure-
ments has been previously reported [15]. These data have
been made publically available under the NCI-sponsored
Reference Imaging Database to Evaluate Response (RIDER)
project [16]. The objective of the current study is to determine
the variability in a large set of agnostic image features extract-
ed from this data set in order to identify the most informative
features using empirical filters.

In prior work, we have demonstrated that semi-automatic
segmentation had 73 % overlap between operators across a test
set of 129 patients [17]. Hence, lesions in the current study were
volumetrically segmented using semi-automatic approach (with
expert correction) and 219 features were extracted.

Although we began with a large feature set compared to
prior conventional radiological analyses [15], it was expected
that some features could be redundant due to the sample size.
Thus, to reduce the dimensionality of this agnostic data set, we
first filtered features based on their reproducibility, searching
for those with the highest intra-feature concordance correla-
tion coefficients between the repeats. As a second filter, we
used the dynamic range (range of values observed
across patients combined with repeatability). Finally,
redundancy was assessed by computing an inter-feature
coefficient of determination (R’g.,) between all possible
pairs of features. A representative feature set was found
by selecting from dependent groups to form an independent
set.

We also acquired an existing, independent NSCLC data set
(39 adenocarcinoma) of mixed histology, where the tumor
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size, node, and metastasis (TNM) stage ranges from I to III.
The images features were computed on this subset. Using the
known test/retest repeatable features (CCC and DR>0.9), the
subset of features obtained and redundancy was reduced
(R*5>0.95). These image features showed high predictabil-
ity of radiological prognosis. Figure 1 illustrates the process
flow followed in the paper.

Data Collection

The details of patient recruitment have been described in Zhao
et al. [15], the samples were collected in an Institutional
Review Board (IRB)-approved study. In brief, baseline and

Fig. 1 Test-retest study
workflow to find representative
features and its ability to predict
radiological prognosis

follow up CTs of the thorax for each patient were acquired
within 15 min of each other, using the same CT scanner and
imaging protocol. Among other possibilities, this enables
testing extracted image features for stability. Unenhanced
thoracic CT images were acquired using 16-detector (GE
Light Speed) or 64-detector (VCT; GE Heathcare) scanners,
with 120-kvp tube voltage and image slices thickness of
1.25 mm were reconstructed using the same lung convolution
kernel without overlap. The CT scans were acquired from 32
patients (mean age, 62.1 years; range, 29-82 years) with non-
small cell lung cancer. There were 16 men (mean age,
61.8 years; range, 29-79 years) and 16 women (mean age,
62.4 years; range, 45-82 years). All patients had a primary
pulmonary tumor of 1 cm or larger. The images are available
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in the “RIDER Lung CT” collection in NBIA under the
“Collections” sections. The RIDER CT image data is on the
National Biomedical Imaging Archive (NBIA) site [18], is de-
identified without any patient information, complies with
HIPPA requirement for sharing data.

Segmentation of Tumors

Definiens Developer XD [19] was used as the image analysis
platform. It is based on the Cognition Network Technology®
[20, 21] which allows the development and execution of
image analysis applications. Here, the lung tumor analysis
(LuTA) application was used [22]. LuTA contains a semi-
automated three-dimensional click-and-grow approach for
segmentation of tumors under the guidance of an operator.
The semi-automatic segmentation workflow contained the
following steps: (a) Preprocessing: The preprocessing per-
formed automated organ segmentation with the main goal of
segmenting the aerated lung with correct identification of the
pleural wall in order to facilitate the semi-automated segmen-
tation of juxtapleural lesions. (b) Semi-automated correction
of the pulmonary boundary: In order to perform seed-based
segmentation of a target lesion, the latter has to be completed
within the extracted lung image object. In cases where a
medical expert (trained radiologist with over 1 year of expe-
rience) concluded that the automated preprocessing de-
scribed above failed to accurately identify the border be-
tween a target lesion and the pleural wall, it was necessary
to enable correction of the automated lung segmentation.
To this end, the image analysts identified the part of the
lung that needed modification and placed a seed point
manually where the segmentation should be corrected. A
seed point outside the lung defined a lung extension,
whereas a seed point inside the lung defined a reduction.
(c) Click and grow: In order to segment a target lesion the
image analysts identified the lesion within the segmented
lung and placed a seed point in its interior—typically at
the perceived center of the lesion. If the growing process
did not sufficiently capture the target lesion, the operator
could place additional seed points within the lesion and
repeat the growing process outlined above. Upon comple-
tion of the segmentation, the individual image objects
were merged to form a single image object representing
the segmented target lesion. (d) Manual refinement and
generation of lesion statistics: Upon completing a seed-
based lesion segmentation as described above; the results
were viewed by scrolling up and down the stacks of axial
images to verify that the segmentation followed the ana-
tomical compartment boundaries properly. To facilitate
manual adjustment of the seed-based growing algorithm,
tools of two types were constructed. The first type allowed
the operator to limit the boundaries beyond which the
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region could grow during the “Click-Grow” step by man-
ually placing “blocker” points. Another approach allowed
for manual editing of the contour of each segmented
lesion on each axial slice by cutting, merging and
reclassifying objects and thus enabled the image analysts
to perform any desired modifications of the segmented
lesion. Image analysts were empowered to override as
much or as little of the semi-automatically grown regions
as their expertise suggested was indicated. The semi-
automatic segmentation process (a)—(d) above required
multiple human interactions in order to get the “correct”
segmentation boundaries.

Once the segmentation of all target lesions was complete
(e.g., Fig. 2a, b), quantified metrics on each lesion, such as
volume, conventional size measurements, and custom feature
implementations (texture categories), were extracted. In total,
64 lesions were segmented, i.e., two per patient. Then quan-
titative values of image features were extracted from each
segmented volume. Figure 2¢ shows the distribution of the
volume (in centimeter) measured after segmentations, for both
test and retest scans. The volume distribution showed a di-
verse population, wherein half of the samples had small (vol-
ume<4 cm’) tumors while the rest of the samples are larger in
size (largest group close to 140 cm”).

Image Features and Categorization

We extracted several types of image features to describe the
tumors heterogeneous shape and structure (details in the
subsection below). Note that there are multiple features
extracted in some of the categories. As mentioned before,
texture features have been shown to be good descriptors of
the tumor and have shown relevance for survival prediction
[23]. In this study, we have used 219 (including custom)
3D image features. Details of the features are described in
Electronic Supplementary Material (ESM) Tables S.1 and
description Table S.2. Most size- and shape-based feature
computations were implemented within the Definiens XD®
platform [18], while texture and other derived features were
computed from algorithms implemented in C/C++. All the
features were obtained from the region of interest (i.e., after
the segmentation).

Although 219 features seem like a large set, other effective
descriptors may yet need to be added. We categorize our
feature set into seven broad categories to describe the lesion,
namely: size based, shape based, location based, pixel inten-
sity histogram based, run length and co-occurrence, law’s
kernel-based texture and wavelets-based texture descriptors.
Table 1 shows the number of features in each of the categories
and a detailed description is provided in the ESM Section S.1.
Our approach has been driven by the conventional radiologist
belief that an ensemble of factors including tumor shape, size,
location, and density best describe a heterogeneous tumor
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Fig. 2 Representative
segmentation of tumor using
ensemble semi-automated
algorithm: a segmented lung
tumor in right lung boundaries
shown in green outline; b 3D
view of the lung and segmented
tumor. The distribution of tumor
volume estimated for the test and
retest cases is shown in (c)
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Feature Concordance and Dynamic Range

The sets of informative features were selected using a three-
step process. We first tested the consistency of extracted
features between the test and retest experiments. For each

Table 1 Feature categories with

the counts in each Category Description Number of
descriptors
C1: Tumor size Size, volume descriptors 13
C2: Tumor shape (roundness) Roundness/circularity descriptors 12
C3: Tumor location Relative to pleural wall, boarder flags 14
C4: Pixel intensity histogram Statistics on the intensity or attenuation 8
values (in HU)
C5: Grayscale: runlength and co-occurrence Run length and co-occurrence patterns 17
C6: Texture: laws features Laws kernel (energy) 125
C7: Texture: wavelets Wavelet kernels (entropy and energy) 30
Total 219
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image feature, the concordance correlation coefficient was
used to quantify reproducibility between two scans performed
on each patient. The Concordance correlation coefficient
(CCCQ) is superior to the Pearson correlation coefficient for
repeated experiments [24]. Suppose that X; , and X, ; are the
feature values for kth feature and that (X (i), X5 (7)) are
independent and follow a bivariate distribution with means
and covariance matrix: fi,i, iy, and ([axl,kz, Ot ke, x24)> [Ox1 4
ﬂ,,(z, ox2.4) ), for the lesions measured in the ith test and retest
experiment. Then the CCC [24] is defined as

(Zaxl.k ‘Xz./()

2
<0)251./: + U)zfz.k + |:'uxl.k_'uxz,k:| >

The CCC, a standardization of mean squared deviation,
evaluates a deviation from the identity line (i.e., the 45° line
through the origin) and is typically used to measure concor-
dance between test and retest. The CCC values ranges from 1
to —1, implying perfect agreement between the repeated ex-
periments to reverse agreement between them.

On a selected set of highly reproducible features, the next
step was to select the features with a large inter-patient
variability, using the “dynamic range”. The normalized
dynamic range for a feature was defined as the inverse
of the average difference between measurements divided
by the entire range of observed values in the sample set
as in [2]:

| Testy (i) —Retest; (i)
DR; = [ 1- | 2
k ( / ”; Max; —Miny 2)

where i refers to sample index, for the kth feature, Testy (i) or
Retesty (i) are sample i’s, kth feature values for a test/retest
population of n patient cases, the maximum (Max;) and min-
imum (Miny) are computed on the entire sample set. The
dynamic range for feature k is, DR, € [0,1]. Values close to
1 are preferred, and imply that the feature has a large biolog-
ical range relative to reproducibility. Increasing the variation
between the test—retest repeats will lead to a reduction in the
DR value. Screening for a large DR will eliminate features that
show greater variability in the repeat scans compared to the
range of the coverage. The dynamic range measure will ef-
fectively address the “effect size” by identifying features with
a lower value that are either not reproducible (relative to their
range), or that are not highly variable across an entire sample
set. This metric helps to give features a higher score that have
relatively larger coverage (with respect to the repeatable dif-
ferences), this does not intend to describe the dynamic range
of the entire population.

The last step is to eliminate redundancies, based on the
calculation of dependencies within the group. We computed
the coefficient of determination (R’ between the features

CCC = (1)
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that passed a dynamic range threshold to quantify dependen-
cy. It is a linear estimate of the correlation or dependency and
has a range of 0 to 1. Values close to 1 would mean that the
data points are close to the fitted line (i.e., closer to dependen-
cy) [24, 25]. The coefficient of determination of simple re-
gression is equal to the square of the Pearson correlation
coefficient [25, 26]. We used different threshold values for
R’ to consider each feature as linearly dependent on any
other feature(s) in the list. The features that passed the cutoff
limit were grouped and replaced by a representative from
the group; the one having highest dynamic range. The
purpose of this third filter was to eliminate redundancies
(and not necessarily identify independence). A range of
R%g., thresholds were explored. We filtered the features
category wise to find the representative in each category
to ensure equal representation. Feature reduction taking all
the categories of features together was also carried out, see
ESM Table S.3.

Prognostic Label

We used our attending radiologist to categorize the lung CT
dataset into two broad prognostic groups using quantitative
metrics to score the tumor on a point scale. Both the RIDER
test/retest data set and the independent NSCLC data set
were scored separately using the same semantics. It has
been reported that tumor size, differentiation, vascular in-
vasion, margin status: negative vs. positive or close mar-
gins, have all been shown to have prognostic value [27-29].
We used five observable features: lobulated margin, size of
the tumor lesion, spiculated margin, plueral wall attach-
ment, and texture (e.g., ground glass opacity, GGO) as
factors to scale the tumor into high risk to moderate risk
individuals. The semantic scheme was first proposed and
individual semantics prognostic ability of these metrics
studied in NSCLC (Wang et al., in preparation). The obser-
vations were given a score of 1 to 5. In order to obtain a
single risk score for a sample, the five semantic values were
summed, averaged, and standardized to [0, 1] to obtain a
prognostic score. A normalized prognostic score over the
median prognostic score was considered high risk (or poor
prognosis). A sample below the median would indicate
relatively lower to moderate risk. In the RIDER data set,
two samples could not be scored reliably using the point
scale metric due to diffused lesions and one sample was
partly scored due to obscured margin. So, three samples
were eliminated.

The two created categories were then used to find discrim-
inatory markers between the poor to better prognosis groups.
The table in ESM Section S.4 shows the score for individual
samples for RIDER set. Figure 3 shows examples of CT
images for extreme semantic scores.
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Fig. 3 Radiological semantics on
the RIDER data set, single central
slice is shown. The lefi panel
cases represent low scores (1 on 5
scale) and right panel cases
represents high score (5 on 5
scale) values for a size, b
lobulation, ¢ spiculation, d pleural
attachment, e texture

Feature Selection

The reproducibility of radiographic features obtained from CT
scans of lung cancer was investigated to establish potential
quantitative imaging biomarkers. Most of the features showed
high reproducibility using an automated image analysis pro-
gram with segmentation done by a single reader. Prior work
has demonstrated the use of three types of features: uni-
variate, bivariate, and volumetric for automatic and manually

segmented lung lesions, which seems to be limited in describ-
ing the complex nature of a tumor [15]. In the current study,
the tumor is described by many features using different cate-
gories: size (volume, diameter, border length), shape (shape
index, compactness, asymmetry), boundary region (border
length, spiculation), relation to the lung field, image intensity
(relative attenuation) based features (mean, standard devia-
tion, average air space, deviation of airspace, energy, entropy,
skewness, etc.), and transformed texture descriptors (wavelet
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transform: entropy and energy and laws features). The
consistency of this novel set of features in repeat scans
(test, retest) was tested and they were filtered to find
independent features. The stable, independent features
provide an image feature set that may, for example, be
used to predict prognosis.

One requirement for an image feature to be qualified as a
response biomarker is that the change in its value between pre-
and post-therapy scans must be significantly greater than the
difference observed in the “Test—Retest” (or “15 minute coffee
break’) measurements. In the present study, we can estimate the
change of individual features that may be encountered post-
therapy to be within the entire pre-therapy biological range.
The changes between test and retest for the conventional radio-
logical measurement (Longest diameter) and other related size
measurements (Area and Volume) are within the accepted
bounds with prior work [15], (see ESM Fig. 1 and ESM
Table S. 5).

The ratio of the range to the inter-scan variability is a
measure of “dynamic range” (see ESM Fig. 2A). Features
showing high dynamic range were considered potentially
more informative. The distribution of CCC values between
test and retest, which as expected is skewed toward higher end
values. It has high concordance between the test and retest
cases (see ESM Fig. 2B). There is also a larger peak toward
zero values. Investigating the peaks shows some of the laws
and higher level wavelet features have low concordance be-
tween the repeated test and retest scans. It is hypothesized that
the reimaging of the patients resulted in some change in
texture (perhaps from small patient movements and segmen-
tation differences). These Laws features compute energy after
kernel convolution in a region. Small changes in sub regional
textures would make these features vary, as they capture small
localized changes. A similar analogy could be made for wave-
let features for higher layer decompositions (or higher layers),
where discordance can be seen.

Table 2 Features obtained after

concordance correlation coeffi- Category

Number of features

cient (test and retest) and dynamic
range procedures

Al. Concordance correlation coefficient (CCCryer):

CCCrer>0.95 CCCre1r=0.90 CCCryer=0.85
C1: Tumor size 11 (84.6 %) 12 (92.3 %) 12 (92.3 %)
C2:Tumor shape 3 (25 %) 6 (50 %) 7 (58.3 %)
C3:Tumor location 7 (50 %) 10 (71.4 %) 12 (85.7 %)
C4:Histogram 3(37.5 %) 5(62.5 %) 7 (87.5 %)
C5:Grayscale 5294 %) 6 (35.29) 6 (35.3 %)
C6:Laws 2 (1.6 %) 12 (9.6 %) 34 (27.2 %)
C7:Wavelets 14 (46.6 %) 15 (50 %) 15 (50 %)
All category 45 (20.5 %) 66 (30.1 %) 93 (42.5 %)

A2. Dynamic range (DR)

DR>0.95 DR>0.90 DR>0.85
C1: Tumor size 11 (84.6 %) 13 (100 %) 13 (100 %)
C2:Tumor shape 3 (25 %) 8 (66.7 %) 12 (100 %)
C3:Tumor location 9 (64.3 %) 14 (100 %) 14 (100 %)
C4:Histogram 3(37.5 %) 7 (87.5 %) 8 (100 %)
C5:Grayscale 6 (35.3 %) 12 (70.6 %) 17 (100 %)
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115 (92 %)
20 (66.7 %)
189 (86.3 %)

CCCryer and DR>0.90
12 (92.3 %)

6 (50 %)

10 (714 %)

5(62.5 %)

6(35.3 %)

12 (9.6 %)

15 (50 %)

C6:Laws 13 (10.4 %)
C7:Wavelets 14 (46.7 %)

All category 59 (26.9 %)

A3. Concordance correlation coefficient (CCCrr) and dynamic range (DR)
CCCryet and DR>0.95

C1: Tumor size 11 (84.6 %)
C2:Tumor shape 3(25 %)

C3:Tumor location 7 (50 %)
C4:Histogram 3 (37.5 %)
C5:Grayscale 5294 %)

C6:Laws 2 (1.6 %)

C7:Wavelets 14 (46.7 %)

All Category 45 (20.6 %)

66 (30.1 %)

125 (100 %)
30 (100 %)
219 (100 %)

CCCryer and DR>0.85
12 (92.3 %)

7(58.3 %)

12 (85.7 %)

7 (87.5 %)

6(35.3 %)

34.(27.2 %)

15 (50 %)

93 (42.5 %)
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Fig. 4 Heatmap of the normalized feature values [0 1], obtained
by the averaging features obtained in the test and retest experi-
ment. The features (in the rows) reported are the ones with
CCCryr and dynamic range (DR)>0.90. The features that have
been picked as representatives are those with R* value>0.95,
outlined with a solid box. The representative features were picked
category wise, displayed across all categories. The hierarchical

S7

S524
S11
518
531
S14
525
529
S17
528
S2

523
S12
S32
510
519

|

clustering was stopped arbitrarily at six groups of features and
three groups on the sample side, represented by the multicolor
bar. The dendograms on the top and sides show complete group-
ings with average linkage. The color map of the clustogram
ranges from 0 to 1, values close to 1 have a red shade and
values close to 0 have a black shade. The groups with red
shade mean relatively high feature values
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In prior work, Segal et al. have used a correlation coeffi-
cient threshold of 0.9 to distinguish highly correlated features
[12]. In the current study, we used the coefficient of determi-
nation (R?) between the features to find the dependency.

Feature Reduction

Feature reduction to select an informative feature set is an
active research field; metrics that have been used in the past,
include: the correlation coefficient, regression methods, and
classification accuracy [30-32]. In our study, we propose
finding a representative feature set that will eliminate redun-
dancy in terms of information content, as complete indepen-
dence may not be relevant for our study as texture information
is subjective (and affected by sample issues, scanner setting,
protocol followed, etc.). We used the coefficient of determi-
nation (R’ge) between features to quantify dependency.
Features were grouped based on R*g., between them; in this
subset one representative was picked that had the highest
dynamic range. The procedure was repeated recursively to
cover all the features resulting in a most representative group,
done independently for each category.

The test, retest values were averaged before computing R%ge.
We set different limits to combine the features, R*ge from 0.75 to
0.99. For higher thresholds R*g, less features will be grouped
together resulting in a larger representative group. Setting the
R%ge to a lower limit will group more features together resulting
in a smaller representative feature set (i.e., set of independent
features). The combination of reproducibility, plus informative
and independent are needed characteristics for an imaging bio-
marker. Table 2 shows a number of representative features
obtained at different thresholds for concordance and dynamic
range. As an example, the midlevel threshold CCCryerand DR>
0.90 yielded 66 features. In this subset, the representative
features were found with R’g.>0.95 resulting in 42 features.
Figure 4 shows a heatmap of coefficient of determination
(RZBet) between the features, for CCCrr and DR>0.90. All
the representative features with a cutoff of R%5>0.95 are
outlined. Tables 3 and 4 lists the feature counts and descrip-
tion category wise.

The image features left out of the representative reduced
feature set could also be useful features. The image features
are expected to capture different aspects of morphology and
texture information. Due to the consistency in samples chosen
and a limited sample population, the image features computed
may show a higher level of dependency. It is hypothesized that
the samples chosen as primary lung tumor may have a limited
amount of texture or morphological changes.

Independent Data Set and Reader Variability

The lung tumor samples (NSCLC, 39 lung adenocarcinoma)
were collected in an IRB-approved study. This study was
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Table 3 List of representative reproducible Image features that was
obtained by combining those with high R*s for with CCC and DR>
0.90. Number of features

CCCryerand DR>0.90

3A

Category Combine features with

Rpet (R?pe>0.95)
10 (76.92 %)
5(41.67 %)

9 (64.28 %)

C1: Tumor size
C2:Tumor shape
C3:Tumor location

C4:Histogram 5(62.5 %)
C5:Grayscale 5(29.41 %)
Co6:Laws 54 %)
C7:Wavelets 3 (10 %)
Total 42

confined to adenocarcinomas with mixed staging (TNM 1A/
B, 15 samples; TNM 2A/B, 11 samples; TNM 3 A/B, 11
samples). There were three samples with missing pathology
staging, which were replaced with clinical staging (all of them

Table 4 List of representative reproducible image features that was
obtained by combining those with high R*ge for with CCC and DR>
0.90. The feature description

Index Representative feature (CCCrr>0.90 and DR>0.90 ) obtained
at R2p>0.95 (prefix represent feature index in the total list of
219).

1 Category Cl1: representative features (10):

F1:LongDia; F2:ShortAx-LongDia; F3:ShortAx; F6:Vol-cm;
F33:Area-Pxl; F36:Width-Pxl; F37:Thickness-PxI;
F38:Length-Pxl; F39:Length-by-Thick; F41:Border-Leng-Pxl

Category C2: representative features (5):

F14:9¢-3D-Compact; F23:Asymmetry; F25:Density;

F30:Shape-Index; F32:RectangularFit
Category C3: representative features (9):

F8:8a-3D-Attch-Pleural; F9:8b-3D-Bord-to-Lung; F12:9a-3D-
Fractional Anisotropy; F15:9d-3D-AV-Dist-COG-to-Border;
F17:9£-3D-Min-Dist-COG-to-Border; F18:9g-3D-Max-Dist-
COG-to-Border; F19:10a-3D-Relat-Vol-Airspaces; F21:10c-
3D-Av-Vol-AirSpaces; F22:10d-3D-SD-Vol-AirSpaces

Category C4: representative features (5):

F4:Mn-Hu; F185:Hist-SD-L1; F186:Hist-Energy-L1;

F187:Hist-Entropy-L1; F188:Hist-Kurt-L1
Category CS5: representative features (5):

F44:AvgCooC-Constrast; F48:AvgGLN; F51:AvgLRE;

F54:AvgRLN; F55:AvgRP
Category C6: representative features (5):

F59:3D-Laws-1; F75:3D-Laws-17; F99:3D-Laws-41;

F103:3D-Laws-45; F128:3D-Laws-79
Category C7: representative features (3):

F195:3D-WaveP2-L2-6; F204:3D-WaveP2-1.2-15; F205:3D-
WaveP2-L.2-16
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were 1A). The patients had a CT scan before surgical
resection or treatment. The tumor samples were ana-
lyzed by a board-certified pathologist. The clinical and
vital statistics were obtained from the Moffitt Cancer
Registry (Tampa, FL). Vital statistics are typically up-
dated on a yearly basis via patient survey. Table 5
shows the sample histology, which indicates a mixed
population (tumor stage, gender, vital status, etc.). The
mixture is maintained even after the median split based
on the overall Radiological prognostic score.

These samples were independently scored on the five-point
scale and the agreement between the two radiologists
was measured by the Weighted Kappa index for an
ordinal variable. The kappa value is typically interpreted
as the following: <0: poor agreement; 0-0.2: slight
agreement; 0.2-0.4: fair agreement; 0.4—0.6: moderate
agreement; 0.6-0.8: substantial agreement; >0.8: almost
perfect agreement [33]. The agreement for the five
radiological parameters used in the paper had substantial
to perfect agreement; the values were in the range of
0.75 to 1.0, details shown in Table 6.

Results and Discussion

As described in an earlier section, the CT data were segmented
semi-automatically with user input to obtain the tumor bound-
aries [3, 14]. The distribution of tumor volumes across the
sample set is diverse (see Fig. 2¢). In the segmented regions of
interest (ROI), 219 3D features were extracted; a comprehen-
sive list is given in ESM Table S.1. The feature names were
abbreviated to fit them in the table format, for example:
“F78:3D-Laws-20” would mean, feature#78 (from the total
of 219 features), it’s a 3D texture feature, computed by the
“Laws” kernel of type 20. The kernel reference can be found
in ESM Table S.2, which in this case is “E5 S5 W5 Layer 1.
All features can be decoded in this way.

Conventional Radiologist Measures In order to be compara-
ble with previous work [15], we compared the concordance

Table 5 Survival and histological details of the independent data samples

Table 6 Agreement between two radiological readers in an independent
test data (~39 NSCLC samples)

Scoring characteristics Kappa index (95 %

confidence interval)

1 Size 1(1-1)

2 Pleural attachment 0.80 (0.59-1)

3 Lobulation 0.75 (0.60-0.90)
4 Spiculation 0.91 (0.82-1)

5 Texture 0.79 (0.62—0.95)

correlation confidence limits for segmentation on three common-
ly used features: length, area, and volume (ESM Table 5). As
before, we found high concordance across test-retest. The dif-
ference distribution between test and retest for the three features
was consistent with previous findings (See ESM Fig. 1). As the
tumor size increased, the difference between test and retest was
reduced, as observed in previous analyses [15].

Concordance in the New Features The 219 extracted features
were first compared using the CCC, which is a stringent
measure of reproducibility. A CCCryer value>0.75 indicates
that the data are of acceptable reproducibility. For our data set,
we examined various thresholds with a preference for high
stringency. These analyses identified 45, 66, and 93 features
that had CCCryr values above thresholds of 0.95, 0.90, and
0.85, respectively (see Table 2).

Dynamic Range in New Features At a second level of analy-
sis, the dynamic range was computed as described in
Methods. Features with a dynamic range>0.95 have a
biological range that is more than 20-fold greater than
the test-retest difference. These analyses identified 59,
189, and 219 features above dynamic range thresholds
of 0.95, 0.90, and 0.85, respectively. Applying both the
filters, we identified features that passed the threshold
set by CCC as well as the dynamic range filter. These two
filtering procedures result in a set of features that is reproduc-
ible and has a large range compared to the variability between
the test and retest experiments.

Details Overall Better prognosis Poor prognosis
Sample size (histology) 39 (adenocarcinoma) 17 22

Survival (months): median (mean/standard deviation) 47 (39.4/23.4) 52 (41.1/23.4) 43.5 (38.1/23.9)
Vital stats (alive/dead) 20/19 11/6 9/13

Gender (male/female) 19/20 6/11 13/9

TNM (1A/1B/2A/2B): pathology/clinical 12/5/3/8 8/1/3/0 5/4/0/8

TNM (3A/3B/unknown): pathology/clinical 9/22 5/0 4/2
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Redundancy Reduction It is known that agnostic features may
be inter-dependent. To reduce redundancies, we used the
coefficient of determination (R’g.) between all possible
pairwise combinations of features to quantify the level
of similarity. The threshold level to flag features as
linearly dependent is critical and subject to change with
sample size, tumor shape, and texture. Using an R’
threshold of >0.95 to identify interdependence, there
were 42 features that had CCCr,r and DR values>
0.90. At a lower setting, of CCCy,r and DR>0.85,
there were 93 features, with redundancy reduction
(R236120.95) we obtained 44 features.

Metric Distribution The ordered distribution plot for the dy-
namic ranges along with the distribution of concordance co-
efficients shown in ESM Fig. 2. The features’ concordance
and dynamic range criteria were computed after segmentation
and the features obtained for discrete cutoffs are shown in
ESM Table 3.

Representative Features Figure 4 shows a heatmap of coeffi-
cient of determination values (R2 Bet ) for the selected features
at CCCryerand DR>0.90, the highly inter-dependent features
tend to be more closely grouped. Features were chosen with
CCCrper and DR>0.90 and R%3.>0.95. Most size fea-
tures are highly reproducible and independent. Among
all features in the size category, 69 % of them passed
all three filters. At the other end of the spectrum,
texture features showed high inter-dependency. Hence,
only 4 % of the laws features and 10 % of wavelet
features passed all three filters (see Tables 3 and 4).
More inferences could be derived by comparing features
across various categories. Table 3 lists the number of
representative features obtained for different categories
and Table 4 lists the feature details. ESM Table S.3
contains exhaustive feature tables and feature listings
for other CCC, DR, and R’g, threshold. In obtaining
discriminatory biomarkers, one may have less interest in
categorizing the features, and hence, the analysis was
repeated without categorization, results are presented in
ESM Table S.6A and B.

Practical Application of Repeatable Markers

Quantitative image features have been shown to predict
prognosis in prior studies [34, 35]. Our objective in this
work was to find reproducible, non-redundant, and high
dynamic range image set of features that could be prognostic
or response markers. The following is a practical example to
illustrate the potential utility of these markers, for which
reproducibility is a required trait to be useful as a prognostic
predictor.

@ Springer

Radiological Prognosis Discrimination in the RIDER
Dataset As an application, we used the features that passed
the concordance and dynamic range filters to test their ability
to discriminate groups based on their prognostic score,
as described in Methods. We applied statistical tests
(two sample ¢ test) to find image features which are
associated with the prognostic groups. The unadjusted p
value for each feature was computed and the significant
features were identified using the false discovery rate
(FDR) method in order to guarantee the family wise
error rate [36, 37], the feature details are reported in
ESM Table 7. Because they were reproducible, the
feature values for the test and retest were taken as independent
observations. The features that had a FDR of <0.05 were
considered to be prognostic discriminators.
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Fig. 5 Receiver operator characteristics graphs for discriminant image

feature a size based: longest diameter (sensitivity, 0.87; specificity, 0.86),

b texture: runlength feature (sensitivity, 0.43; specificity, 0.96)
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Optimal Threshold Linear discriminant analysis was used to
find a cutoff level for the significant features. Using the
prognostic labels as ground truth sensitivity, specificity, and
area under, the curve (AUC) were computed. Some of the
texture features (runlength, laws, and wavelets) had to be
linearly scaled (by a factor of 1,000) before computation to
avoid numerical errors.

The ROC (receiver operator characteristics) for two
features is shown in Fig. 5, the area under the curve is
90 % for the conventional size based feature (longest
diameter) and 91 % for the chosen texture (run length)
feature. The ESM Fig. 3 shows representative plots of
prognostic features (size and texture category) expressed
according to the prognostic score for RIDER data. We
arbitrarily assigned scores below the median as “good”
(in green) and those above the median as “bad” (in red),
in a relative sense.

The example in Fig. 6, shows two extreme sample
cases with representative slices for run length and a
laws kernel feature. The laws 1 (E5 E5 ES Layer 1)
is an edge detecting kernel of length 5, applied across

Fig. 6 Segmented region for
representative slices from top to
bottom of the tumor, for samples
with extreme values of texture
features (also identified to be
predictive of prognostic score).
The samples in case 1: 4, Band C,
D had the highest and lowest
average run length (F54:
Avg.Run.L) measure for
test/retest. The feature value for
images in 4, B was 22,153.85 and
221,262.36. While C and D was
688.56 and 700.96, respectively.
The samples in case 2: 4, Band C,
D had the highest and lowest laws
kernel measure (F59: laws—1: ES
ES E5 Layer 1) for test/retest. The
feature value for images in 4, B
was 0.07404 and 0.07507. While
C, D was 0.00864 and 0.00658,
respectively.

-;ﬂi\\>&g j%\

all directions (x, y, and z) and normalized based on the
size of the tumor. It is expected to have an inverse
relation to tumor size and expected to measure tumors
edges. Figure 7 shows the relationship of the prognostic
feature to the conventional measures. It shows in the
lower range it tracks the size measurement but deviates
as the feature value increases. We hypothesize that these
texture features capture more information than tradition-
al size based measurements.

The sample set considered was diverse with more large
tumors than small ones, and hence most size-based features
were near the top of the prognostic predictor list. Size is
a well-known prognostic feature for many tumors [38].
In addition, we also observed that a large number of
texture features (histogram, laws, and wavelets) were
prognostic. Notably, texture-, size-, and shape-based de-
scriptors showed equal prognostic value (see ESM
Table 7). Table 7 reports sensitivity, specificity, and area
under the curve for the discriminant features. It is note-
worthy that some of the texture features perform better
than the conventional size-based features.
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kernel features

Radiological Prognosis Discrimination Using Independent
Data

We obtained 39 patient CT scans of adenocarcinomas
with mixed stage; the lesion was marked by a trained
radiologist and segmented using a semi-automated tool.
From the region of interest, 219 quantitative image
features were computed. The image data was log trans-
formed to minimize the effect of the outliers. Based on
this test/retest study, we selected 66 image features that
are known to be reproducible with CCC and DR>0.90
(Table 2 and details in ESM Table S.3.a, b). The re-
dundancy between the features in the 39 independent
lung tumor data was removed by computing the R*. The
features were grouped by a cutoff (R*>0.95) and the
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group of dependent features replaced by a representative
that had the largest dynamic range. This reduced the
number of features to 41. The resident radiologist
scored these images on five known radiological seman-
tics, using the five-point scale described in the previous
section. Figure 8 shows two patient samples with better
radiological prognosis (<median) and two samples with
poor prognosis (>median). It is interesting to note that
there is a 9-month difference in median survival be-
tween samples in the better prognostic group arm com-
pared to those in poor prognostic group arm.

These 41 image features were then used to find discrimina-
tors for the radiological prognostic score by computing the false
discover rate on the p values (two tail ¢ test), independently
repeated in each category. For the discriminant features (FRD<
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Table 7 Sensitivity, specificity,
and area under the curve comput- Feature Sensitivity* Specificity® AUC
ed for the significant features that
discriminate prognostic score. An C1: Tumor size
optimal threshold was obtained 1 F1:LongDia 0.87 0.86 0.90
using linear discriminant function 2 F36:Width-PxI 0.77 0.89 0.91
3 F37:Thickness-Pxl 0.70 0.82 0.90
4 F3:ShortAx 0.77 0.79 0.87
5 F2:ShortAx-LongDia 0.77 0.86 0.90
6 F41:Border-Leng-Pxl 0.57 0.89 0.90
7 F38:Length-Pxl1 0.63 0.79 0.85
8 F6:Vol-cm 0.57 0.86 091
9 F33:Area-Pxl 0.8 0.65 0.79
C2: Tumor size
1 F30:Shape-Index 0.90 0.71 0.88
2 F14:9¢-3D-Compact 0.50 1.00 0.90
C3: Tumor location
1 F15:9d-3D-AV-Dist-COG-to-Border 0.73 0.93 0.92
2 F17:9f-3D-Min-Dist-COG-to-Border 0.67 0.93 0.89
3 F18:9g-3D-Max-Dist-COG-to-Border 0.67 0.79 0.86
4 F8:8a-3D-Attch-Pleural 0.87 0.61 0.53
5 F9:8b-3D-Bord-to-Lung 0.57 0.86 0.72
C4: Pixel intensity histogram®
1 F185:Hist-SD-L1 0.8 0.79 0.86
2 F187:Hist-Entropy-L1 0.77 0.82 0.83
3 F186:Hist-Energy-L1 0.70 0.86 0.84
4 F188:Hist-Kurt-L1 0.53 0.93 0.82
5 F4:Mn-Hu 1.00 0.43 0.86
C5: Grayscale: run length and co-occurrence®
1 F55:AvgRP 0.57 0.93 0.90
2 F44:AvgCooC-Constrast 0.83 0.50 0.86
3 F54:AvgRLN 0.43 0.97 0.92
4 F48:AvgGLN 0.43 1.00 0.93
5 F51:AvgLRE 0.67 0.827 0.78
C6: Texture: laws features®
1 F59:3D-Laws-1 0.90 0.61 0.92
2 F99:3D-Laws-41 0.90 0.68 091
3 F75:3D-Laws-17 0.93 0.57 0.88
4 F103:3D-Laws-45 0.87 0.5 0.80
5 F128:3D-Laws-79 0.83 0.5 0.82
?Rounded to two decimal C7: Wavelet features”
precision 1 F195:3D-WaveP2-L.2-6 1.00 0.46 0.88
® Features were linearly scaled to 2 F204:3D-WaveP2-L2-15 1.00 0.46 0.82
avoid numerical errors in AUC 3 F205:3D-WaveP2-L2-16 1.00 0.46 0.82
computations

0.05), the ability to predict the radiological scores was evaluated
by computing the sensitivity, specificity, and area under the
curve using linear discriminant analysis. Figure 9 and Table 8
show the discriminant features and their individual predictabil-
ity. It is interesting to note conventional size-based measures
(longest diameter, volume) show an AUC of over 0.8. The pixel

histogram and runlength categories of features have better AUC
than size distribution, over 0.84. This indicates more than the
size of the tumor; the texture and pixel distributions carry
prognostic information. Some of the features are picked up as
prognostic in the RIDER data set. It is also interesting to note
that laws and wavelets were eliminated due to broader line
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Fig.8 Three representative slices
of patient CT scans selected from
39 adenocarcinoma cases with
better radiological prognostic
score (a and b, score of 0.44 and
0.48, respectively) and poor
radiological prognostic score (¢
and d, score of 0.8 and 0.92,
respectively)

statistical significance and additional constraint to reduce false
discovery [37]. We hypothesize that the runlength and other
texture feature describe the heterogeneity of the tumor.

Conclusions

The current study demonstrates that the test-retest reproduc-
ibility of most CT features of primary lung cancer is high
when using an image analysis approach with semi-automated
segmentation. Across all patients, the biological ranges for the
majority of individual features were very high. We
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propose that the features with lowest inter-scan variance
relative to the largest biological range (i.e., dynamic
range, DR) should be explored as potentially the most
informative for use as imaging biomarkers. Additionally,
a co-variance matrix of features identified several redun-
dancies in the feature set that could be combined into a
single variable. Combining inter-scan variance, biologi-
cal range, and co-variance, we have reduced the total
number of features from 219 to a most informative set
of 42 features identified at a setting of CCCr,r and
DR>0.9 (RzBet_O 95). These reproducible and represen-
tative features show high ability to discriminate tumors



J Digit Imaging (2014) 27:805-823 821

a
6.5
.
Sensitivity=0.77 o . »
6~ Specificity=0.82 7
AUC=79.7%
%" 55— . » m
a o % .
3 .
£ -
£ 5 . . -
- (o] P - -
2
(]
.S 45 g . » * n
o o o »
o o
[ o
°g’, o
o ‘I . m
- o
# Poor Prognosis
o O Better Prognosis
35— le) —
3 \ | | \ \ |
0.4 05 06 07 08 0.9 1 1.1
Prognostic Score(Better to Poor)
b
350
Sensitivity=0.73 .
300~ Specificity=0.82 -
AUC=84.7% o *
W 250 » N
%
= -
>
< *
~ 200 * -
w . .
g
% . .
£ 150 ° * * .
o
.
s ' »
< o)
@ 1001 _
(o) * '
o o .}
o © * *
50 o # Poor Prognosis —
o o 6 O Better Prognosis
0 \ | ! \ | |
0.4 05 06 07 08 0.9 1 1.1

Prognostic Score(Better to Poor)

Fig. 9 Image features that are discriminating the radiological prognostic score in the independent NSCLC data set: a longest diameter (sensitivity, 0.77;
specificity, 0.82); b run-length feature (sensitivity, 0.73; specificity, 0.82).

based on prognostic labels. For 69 % of size-based  tumors with low and high prognostic scores with con-
features, 62 % of histogram features and 29 % run  siderable accuracy (area under the curve over 90 %). In
length features, it was possible to discriminate between  the independent data set, a similar trend can be seen.
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Table 8 Image features discrimination ability of the prognostic score in
the independent data (39 adenocarcinoma). The representative features
(CCC and DR>0.90, R*>0.95) was obtained on the independent data set
filtered for false discover rate<0.05. Sensitivity, specificity, and area
under curve (AUC) computed for linear discriminant functions

Feature Sensitivity”  Specificity® ~AUC?

C1: Tumor size

1 Fl:LongDia 0.77 0.82 0.80

2 F2:ShortAx-LongDia 0.73 0.71 0.79

3 F3:ShortAx 0.64 0.71 0.76

4 F6:Vol-cm 0.73 0.82 0.80
C2: Tumor size

1 F30:Shape index 0.73 0.65 0.75
C4: Pixel intensity histogram”

1 F185:Hist-SD-L1 0.86 0.35 0.69

2 F187:Hist-Entropy-L1 0.82 0.72 0.79

3 F186:Hist-Energy-L1 0.77 0.82 0.85

4  F188:Hist-Kurt-L1 0.73 0.76 0.85

5  F4:Mn-Hu 0.77 0.65 0.76
C5: Grayscale: run length and co-occurrence®

1 F44:AvgCooC-Constrast  0.77 0.65 0.76

2 F48:AvgGLN 0.77 0.77 0.85

3 F51:AvgLRE 0.73 0.82 0.85

A rounded to two decimal precision

®Features were linearly scaled to avoid numerical errors in AUC
computations

The size-based features discriminate the prognostic score
with an AUC of 0.8 while the texture-based features
(runlength, histogram based) resulted in an AUC of
0.84. The texture-based features provided additional in-
formation about the tumor and increased the ability to
be prognostic. Multivariate methods with other clinical
factors could improve predictability. The current find-
ings shed light on the selection of reproducible, infor-
mative, and independent features that are candidate im-
aging biomarkers to predict prognosis and assess (or
predict) better therapy planning and response.
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