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Abstract
Suspicious lesion or organ segmentation is a challenging task to be solved in most of the medical image analyses, medical
diagnoses and computer diagnosis systems. Nevertheless, various image segmentation methods were proposed in the previous
studies with varying success levels. But, the image segmentation problems such as lack of versatility, low robustness, high
complexity and low accuracy in up-to-date image segmentation practices still remain unsolved. Fuzzy c-means clustering (FCM)
methods are very well suited for segmenting the regions. The noise-free images are effectively segmented using the traditional
FCM method. However, the segmentation result generated is highly sensitive to noise due to the negligence of spatial informa-
tion. To solve this issue, super-pixel-based FCM (SPOFCM) is implemented in this paper, in which the influence of spatially
neighbouring and similar super-pixels is incorporated. Also, a crow search algorithm is adopted for optimizing the influential
degree; thereby, the segmentation performance is improved. In clinical applications, the SPOFCM feasibility is verified using the
multi-spectral MRIs, mammograms and actual single spectrum on performing tumour segmentation tests for SPOFCM.
Ultimately, the competitive, renowned segmentation techniques such as k-means, entropy thresholding (ET), FCM, FCM with
spatial constraints (FCM_S) and kernel FCM (KFCM) are used to compare the results of proposed SPOFCM. Experimental
results onmulti-spectralMRIs and actual single-spectrummammograms indicate that the proposed algorithm can provide a better
performance for suspicious lesion or organ segmentation in computer-assisted clinical applications.
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Introduction

Suspicious lesion segmentation in medical images is a challeng-
ing task, and establishing this in the domain of computer-aided
diagnosis system, medical image analyses and diverse medical
diagnoses turns to be a crucial process. Therefore, to accomplish
this challenging task, it is essential to construct the effective and
robust image segmentation algorithms; yet, it still remains as a
hot research topic in the medical field due to increased

complexity and variations in the medical images employed for
the segmentation of suspicious lesions. However, most of the
previous research works have proposed various forms of image
segmentation techniques. But, these proposed techniques lack in
the determination of current problems in the image segmentation
process, using different success degrees, increased complexity,
low accuracy and reduced robustness. Also, these issues generate
a significant problem in image-processing field that mainly deals
with the medical image segmentation [1].

Further, the presence of more complicated structure on
medical images encouraged largely for the generation of
misclassification result; hence, to segment the normal and
suspicious regions properly from the medical images, there
is in need for both non-local and local neighbourhood spa-
tial information. More importantly, clustering methods are
considered as the superficial technique which can be
employed for the effective segmentation of suspicious re-
gions from the medical images. Also, the most significant
characteristics of clustering methods are that it completely
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depends only on the details of image data and neglects the
hard assumptions about the distribution/model of the im-
age data [2]; hence, the clustering methods are considered
as the ‘unsupervised’ technique. Notably, based on the
crisp set [3], the hard c-means or the classical k-means
(KM) clustering algorithms were constructed, and in this,
a pixel corresponds to a single ‘cluster’ at a time [4].
Beyond this, its improved fuzzy version referred to as
FCM (fuzzy c-means) [5] also attracts more the clustering
techniques, where it takes one step backward than the other
clustering algorithms due to its cluster overlapping func-
tionality [6]. Most of the literal works reported their re-
search study on the modified and extensive version of the
FCM algorithms such as fuzzy local information–based
robust c-means [7], fast generalized FCM [8], FCM with
the spatial information [9] and possibilistic FCM [10]. It
should be noted that FCM are highly sensitive to insuffi-
cient and noisy data, and it neglects to consider the spatial
context and the boundary conditions.

More significantly, some of the demerits in FCM algorithm
have restricted its application. Furthermore, on considering the
class centre distance, its membership functions are not de-
creased and they are highly sensitive to noise. Besides, noise-
sensitive segmentation results are generated because of its un-
willingness in integrating any of the spatial information
[11–16]. As a result, fuzzy clustering is adopted for spatial
constraint [12, 17, 18]. For instance, based on spatial informa-
tion and image histogram, a spatially weighted FCM is formed
where, the histograms each gray value ratio denotes its weights
[19–21]. In [14–16], the authors proposed the methods for im-
proving the FCM robustness by means of further improving its
objective function, because the FCM are highly sensitive to
noise. At the same time, in adaptive FCM technique [15, 16],
the regularization term is integrated for developing many of the
noise sensitivity methods. Essentially, the neighbourhood effect
is imposed for establishing a regularization term into the con-
ventional FCM. In addition, kernel concept–based FCM
(KFCM) is introduced in [22].

But, the above-described algorithms used the neighbouring
pixel membership function for determining the each pixel state.
Hence, these techniques when employed directly to an image
pixel increased the computational time as well as they are com-
putationally intensive. However, extracting discriminative fea-
ture (such as wavelet, texture, edge) from an image is a crucial
thing. Further, in the computer vision field, a new dimension is
offered using the wavelets than the other discriminative fea-
tures. Also, most of the prior researches in image segmentation
have utilized the wavelets feature due to its multi-resolution
property [23]. We can obtain the super-pixels depending on
these features. An image over segmentation and perceptual pix-
el grouping resultant are considered as the super-pixels.
Compared to the pixels and rectangular image patches, more
information can be carried using super-pixels and can be

aligned properly with the edges of the image. Moreover, most
of the important information regarding the image segmentation
are preserved in super-pixels and it is highly coherent and local
[24]. However, the computational burden can be largely
reduced by means of pre-segmenting into super-pixels.

Based on super-pixels, the proposed method is devel-
oped, and depending on the multi-scale spatial features,
these pixels are extracted. In clustering, the similar super-
pixels and neighbouring influence is incorporated. The
strength of the imposed inter-super-pixel similarity is con-
trolled using their influential degree. Then, the segmenta-
tion performance is improved through optimizing the in-
fluential degree. Nowadays, evolutionary algorithms [25,
26] performed effectively in parameter optimization [27].
We propose an efficient approach that uses the crow search
algorithm (CSA) to improve the clustering performance of
proposed super-pixel-based FCM (SPOFCM) approach. In
this study, influential degree is determined optimally using
CSA. For the best of our knowledge, it is the first time that
the CSA is used to solve this type of problem. In three
groups namely, multi-spectral breast magnetic resonance
images (MRIs), single-spectrum mammograms and MR
brain, the experimental data are employed to ensure the
affordance of better results using SPOFCM. Moreover, in
clinical applications, the efficiency is proved using breast
MRIs and mammograms.

The main contributions of this paper are:

& The FCM clustering method is improved by integrating
the similar super-pixels and spatial neighbouring.

& Crow search optimization algorithm is used to optimize
the influential degree of spatial super-pixels.

& The proposed SPOFCM method is evaluated on brain,
breast magnetic resonance and mammograms images.

The paper is organized as follows. The BMethod^ section
explains the proposed method, including neighbouring and
similar super-pixel selection, super-pixel-based FCM segmen-
tation and super-pixel-based modified FCM, optimizing influ-
ential degree using CSA, and proposed segmentation ap-
proach. The experimental results of the two datasets and its
data description are presented in BExperimental Results^ sec-
tion. The paper is concluded in BConclusion^ section.

Method

Super-Pixel Formation

In order to divide the image into patches of same size, the
SLIC (simple linear iterative clustering) method [28] is used.
This method also includes few flexible parameters which can
be effectively tuned by controlling the ‘boundary adherence’
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and the trade-off among them. In addition to this, it resolves
the computational complexity and it is highly memory effi-
cient. Conversely, with the user-defined size, each medical
image is partitioned (gridded) into same sized squares. Also,
the term S represents the size of the grid side especially for
these primary (initial) super-pixels. Moreover, each segment
holds of the geometrical centre and this centre is assumed as
the ‘super-pixel’ centre. In each run, the coordinates of this
super-pixel centre are updated regularly. Then, based on their
corresponding intensity and spatial distancemetrics, the pixels
are grouped together.

The spatial distance dsbetween ithand jthpixels can be eval-
uated as follows:

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x j−xi
� �2− y j−yi

� �2r
ð1Þ

where the location coordinates of pixels are denoted as xandy,
respectively. In between the two pixels, the intensity distance
dcis computed as:

dc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I j−I i
� �q

ð2Þ

where Ijand Iiare the normalized intensity values of the ith and
jth pixel, respectively.

Here, the spatial and the intensity distances are combined to
form the overall distance measure and this is expressed as
follows:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2c þ

ds
S

� �2

m2

s
ð3Þ

The super-pixel boundary flexibility is determined using
the compactness coefficient m. However, large number of
compact segments is generated as a result of higher value of
m and large number of flexible boundaries is created with
lower measure of m. Therefore, to achieve an optimal m (i.e.
an optimum compactness coefficient), the intensities of MRI
image computed in Eq. (2) are normalized to the measures of

[0, 1]. More significantly, the space distances and the intensity
relaying within the same range/limit are ensured using this
normalization process.

The MRI images of breast are indicated in Fig. 1a, where
the images are divided into super-pixels, and assumed S is the
sizes of two different sides. For both the sizes, the value fixed
to the compactness factor m is 0.2. Then, considering S = 500
and S = 1000, the super-pixels from the images are extracted
(shown in Fig. 1b, c).

We explain each super-pixel j by a seven-dimensional
wavelet vector Fj = (f1, f2, ...f7) in order to encode gray, texture
and spatial information into super-pixels, in which Fj is the
average wavelet value of all pixels in super-pixel j across three
layers. In this, we adopted the Daubechies wavelet. Spj is the
average location of all pixels in super-pixel j. We have given
some reasons to select Daubechies wavelet in our research: (i)
it has perfect construction reconstruction property, (ii) no re-
dundancy and (iii) it is symmetric. This property makes it easy
to handle edge points during the signal reconstruction.
Therefore, use of the Daubechies wavelet for medical image
segmentation facilitates us to preserve phase information of
input image.

Neighbouring and Similar Super-Pixel Selection

Similar super-pixels and neighbouring are selected for com-
puting the spatial weighing information. In Fig. 2, the yellow
colour represents a chosen super-pixel; the blue colour repre-
sents all neighbouring super-pixels related to the selected
super-pixel; and red colour depicts the similar super-pixels
that are lying closer to the selected super-pixel and exterior
of the neighbouring super-pixels. The purpose of similar
super-pixels selection is to explore a number of largely similar
super-pixels. More significantly, a similarity metric is applied
among a closer super-pixel and the selected super-pixel to
achieve the searching (exploring) process. In this work, to
meet the similarity metric function, a hierarchical histogram
difference kernel [29] is used. Consequently, the feature dif-
ference as well as the relative distance between neighbouring

Fig. 1 Example of the super-pixel segmentation with different window sizes. a Original breast MRI image with medium size tumour. b Super-pixel
segmentation with 500 super-pixels. c Super-pixel segmentation with 1000 super-pixels
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similar super-pixels and chosen super-pixels is considered to
form the objective function of FCM. Further, the FCM clus-
tering is modified by means of considering the selected super-
pixels spatial weighing information (the feature difference and
the relative distance between neighbouring similar super-
pixels and chosen super-pixels).

Super-Pixel-Based FCM Segmentation

FCM is a data clustering method which allows a pixel to be
fixed in one or more clusters. In other words, a cluster includes

each data point to some extent usually defined with a mem-
bership degree [30, 31].

Moreover, for producing a super-pixel-based FCM meth-
od, a finite collection of super-pixels is partitioned into a num-
ber of fuzzy cluster collection C in consideration with some
given criterion [32]. Further, the objective function of a super-
pixel-based FCM method obtained through dividing a super-

pixel dataset Ff gNj¼1 into number of cluster C is expressed as

follows:

J U ;Vð Þ ¼ ∑C
i¼1∑

N
j¼1u

m
ij d

2
ij ð4Þ

Fig. 2 Chosen of neighbouring
and similar super-pixel

Fig. 3 Illustration of the proposed segmentation approach
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Here, the cluster centroids are denoted as V = {v1, v2, ...,
vC} and also between ith centroids and the jth super-pixel;
the Euclidean distance computed is indicated as dij; the mem-
bership among 0 and 1 is denoted as uij. The cluster fuzziness
level is determined withm ∈ [1,∞]. However, the objective
function is optimized iteratively using a fuzzy partition of
the well-known sample of super-pixel.

uij ¼ 1

∑C
k¼1

dij
dkj

� � 2
m−1

; vi ¼
∑N

j¼1u
N
ij F j

∑N
j¼1u

m
ij

ð5Þ

Particularly, most of the noise-free images are segment-
ed well using the functions of traditional FCM method.
But, non-robust outcomes will be generated with the
noise-corrupted images; hence, these images are hard to
be segmented. Essentially, inconsideration of spatial-
related information in image and non-robust Euclidean
distance are the main reasons for the abovementioned is-
sues. Therefore, we propose the robust distance measures
to withstand these issues. However, this distance measure

is proposed by enhancing the traditional FCM by integrat-
ing the similar super-pixel and neighbouring to its objec-
tive function.

Super-Pixel-Based Modified FCM

Based on Eq. (5), the similarity measure d2ij is used to deter-

mine the cluster centres and membership degrees. In the pro-

posed method, d2ij includes the similar super-pixels and

neighbouring, where the spatial model is established using
the influential degree and a fractional design that depends to
the membership uij. Consequently, similar super-pixels and

Fig. 4 Clustering results of real
MR brain image: it is obvious to
show that the SPOFCM method
provides almost noise-free
segmented image, i.e. with almost
zero misclassified pixels

Table 1 Quantitative analysis results for MR brain image

ET FCM FCM_S KFCM SPOFCM

Accuracy 72.1 78.36 90.08 88.16 96.12

Specificity 71.24 79.15 84.12 85.12 94.14

FAR 37.21 36.71 25.01 26.10 18.72
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neighbouring similarity largely supports for the creation of
this model.

D2
ij ¼ d 1−α

∑S
k¼1uikt

2
jk

∑S
k¼1t

2
jk

 !
1−β

∑S
k¼1uik t

2
jk

∑S
k¼1rjk

 !8<
: ð6Þ

The modified super-pixel-based FCM objective function is
as follows:

J U ;Vð Þ ¼ ∑C
i¼1∑

N
j¼1u

m
ij D

2
ij ð7Þ

As similar to Eq. (5), the objective function is iterated to

determine the optima, where the term d2ij is changed by D2
ij.

uij ¼ 1

∑C
k¼1

Dij

Dkj

� � 2
m−1

vi ¼
∑N

j¼1u
N
ij F j

∑N
j¼1u

m
ij

ð8Þ

Optimizing Influential Degree Using CSA

The segmentation performance is improved through opti-
mizing the influential degree α1and α2with the help of
CSA. Alireza Askarzadeh in 2016 adopted the crow’s in-
telligent characteristics to introduce the CSA [33]. The

crow search mechanism on food hiding mainly motivates
for the development of this algorithm. Nonetheless, para-
metric setting is the initial process of CSA and the con-
straints are as follows: flight length fl, awareness probabil-
ity of crow AP, number of crows M, maximum number of
iteration tmax and solution dimension D. The crow x in its
initial stage does not contain any knowledge about the
ways to hide their food. Thus, they focused at the initial
position mfor hiding their food. Then, using a pre-defined
fitness function, each crow is computed on each runs.
Followed by this, Eq. (9) is used to update the positions
of crow. Using Eq. (10), the objective function is evaluated
and feasibility of the position is verified to update the
crow’s memory. The process is repeated until the termina-
tion criterion (tmax) is attained. Ultimately, optimal solution
is determined from the best solution of the memories ob-
tained through repeating the runs.

xi;tþ1 ¼ xi;t þ ri � fl � mj;t−xi;t
� �

; if r j≥AP
a random solution ; if r j≥AP

	 

ð9Þ

mi;tþ1 ¼ xi;tþ1 ; if xi;tþ1
� �

is better than xi;t
� �

mi;t ; otherwise

	 

ð10Þ
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Proposed Segmentation Approach

Initialization To determine the iterative threshold ε = 0.01%
and δ = 0.01%, the fuzziness degree m = 2 and the clustering
categories (C), set the influential degree parametersα1 and α2,
initially as α1 = α1 = 0 and the initial fuzzy matrix U(1), in
which, uij is the elements of U and t is the iterative time.

Step 1: For each super-pixel, the wavelet feature F is obtained
through performing wavelet transform on input image.

Step 2: Then, using SLIC method, the super-pixels of the
medical image is obtained.

Step 3: In each super-pixel, its neighbouring super-pixels are
searched. To the exterior of neighbouring super-

pixels, the number of super-pixels SN is found. In
our experiments, we employed SN = log(X × Y),
where height of the image is denoted as Y; width of
the image is indicated as X, respectively.

Step 4: The membership for each super-pixel and the cluster
centres are updated iteratively based on Eqs. (7) and
(8). In case, if max(| U(k) − U(k + 1)| U(k)) ≤ ε is
achieved then, move to step 5, otherwise k← k + 1.
Ultimately, the process is repeated again from step 4.

Step 5: The CSA is used for optimizing the influential degree,
α1and α2. However, followed with five consecutive
iterations if maximum evolutionary cycle is attained
or ∣J(U,V)(t)− J(U,V)(t+1)∣ /J(U,V)(t) ≤ ε is reached,
then, the iteration is stopped, else, go back to step 4.

Fig. 5 The breast MRIs including the tumour section images captured under different sequences in actual cases (T1_FS fat-saturated T1-weighted, T2_
FS fat saturated T2-weighted, PD_FS fat-saturated PD-weighted, FLASH fast low-angle shot)
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In Fig. 3, the step-by-step procedure of the proposed meth-
od is shown:

Experimental Results

BreastMRIs and mammograms are the groups ofmedical data
employed to determine the performance of SPOFCM algo-
rithm in segmentation. From the well-practised radiologist
experts, the mammogram subject contours were acquired
and accuracy evaluation is conducted using the standard (i.e.
intersections of those delineated areas).

Here, we adopted five traditional image segmentation al-
gorithms, namely KFCM [22], FCM-S [21], FCM, entropy

thresholding (ET) and KM to compare the experimental re-
sults obtained in our work and to ensure the performance of
SPOFCM in segmentation. The tests were conducted in
Matlab R2017a programming environment on a PC with
3.3 GHz Intel Core system and 8 GB RAM.

The renowned Mammographic Image Analysis Society
(MIAS) database [34] includes the mammogram images with
1024 × 1024 pixels, and from this, the actual single-spectrum
image data is selected, whereas from the hospitals, the 512 ×
512 pixels comprising breast MRIs were collected, and from
this, the actual multi-spectral images is selected. Further, from
the OASIS database, 512 × 512 pixel-sized brain images were
collected (http://www.oasis-brains.org/). The parametric
settings of CSA are as follows: maximum iteration 200,

Fig. 6 Segmented results obtained using various segmentation methods on CEM images
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flight length is 2, awareness probability 0.1 and 50 be the
population (flock) size.

Evaluation Metrics

In most of the medical aid systems, the false alarm rate (FAR),
specificity and sensitivity are considered as the important and
commonly known evaluation metrics. In this work, the stan-
dard tumour contours offered by the medical experts are used
to compute the above evaluation metrics. However, the true
class (subject) is defined to be the pixels that are within the
standard tumour contour and the false class (background) is
defined to be the pixels that are exterior of the standard tumour
contour. Furthermore, using these quantities, the perfor-
mances of different algorithms are compared to evaluate the
performance of SPOFCM’S in segmentation.

FAR ¼ FPN

Nm
ð11Þ

Specificity ¼ TNN

TNNþ FPN
ð12Þ

Accuracy ¼ TPNþ TNN

N
ð13Þ

Here, the total number of pixels that are exterior to the stan-
dard tumour contour in the ROI is denoted as Nm and the total
number of pixels in the ROI is indicated as N, respectively. On
the other hand, the number of pixels that are within the standard
tumour contour (identified as subject) represents the true posi-
tive number (TPN) and the number of pixels that are exterior of
the standard tumour contour (identified as background) repre-
sents the true negative number (TNN). Conversely, the number
of pixels that are exterior of the standard tumour contour (iden-
tified as subject) represents the false positive number (FPN) and

the number of pixels that are within the standard tumour con-
tour (identified as background) represents the false negative
number (FNN). The specificity and accuracy obtained are
nearer to 100%; thus, the algorithm provided more correct de-
tection outcome. Ultimately, the FAR exhibited low percentage
as it is known to be a system error metrics.

Experimental Results for MR Brain Images

In noisy MR brain image, the SPOFCM algorithm is
employed to show its enhancement on noise problem. As
depicted in Fig. 4bb, the noisy image has been generated by
means of adding the zero-mean white Gaussian noise.
However, the proposedmethod and five traditional algorithms
ET, FCM, FCM_S [21] and KFCM [22] are applied to seg-
ment this noisy image. Moreover, the high quality image is
provided by the proposed method compared to the other tra-
ditional methods while on comparing the noisy images.
Further, from Fig. 4 and Table 1, we observed that the pro-
posed method provides the noise-free image and better

Fig. 7 The objective function value of our method for segmenting three
mammogram images (three cases)

Table 2 Quantitative analysis results for three representative multi-
spectral images

FCM FCM_S KFCM SPOFCM

Case 1

Accuracy 78.35 81.08 81.16 84.12

Specificity 79.14 81.01 70.14 83.14

FAR 16.78 28.01 30.04 16.72

Case 2

Accuracy 77.24 81.15 90.22 98.74

Specificity 75.13 80.17 82.14 99.74

FAR 15.01 8.02 5.24 0.21

Case 3

Accuracy 78.35 84.44 86.17 90.51

Specificity 79.14 83.01 88.11 91.18

FAR 17.01 14.47 13.11 8.9

Italic representation indicates the better values Fig. 8 Convergence graph for CSA vs PSO and GA
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performance is attained in terms of the evaluationmetrics such
as specificity, FAR and accuracy.

Experimental Results for Multi-Spectral Images

In this test, we used the breast MRI images of the breast cancer
affected patients collected from theWomen’s Center of Hospital,
Coimbatore, India. However, certain following criteria should be
met by images in each case group and they are described below:

(i) The image having a tumour
(ii) Prior to injecting the contrast medium, different tis-

sues in the images were highlighted using at least four
various sequences such as T1, T2, or PD, T1_FS in
each case. This is done to smooth the numerical com-
putations at the time of performing segmentation
process.

(iii) Different sections of the breast are included in the im-
age, and the gap maintained between each breast section
is 2 mm.

Fig. 9 Results of tumourROIs designated inmammograms obtained by different segmentation algorithms,where the standardwasmanually depicted by experts
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As depicted in Fig. 5, the test images are made from the tu-
mour containing sections chosen on the basis of three representa-
tive cases and including various sequences: a T1-weighted spin-
echo image obtained with TR/TE= 832/20 ms, a PD-weighted
spectral image obtainedwith TR/TE (repetition time/echo time) =
3000/15 ms, a fast low-angle shot (FLASH) gradient echo se-
quence obtained with TR/TE = 12/5 ms and a T2-weighted
spin-echo image obtained with TR/TE= 3000/105 ms.

However, the breast tissue types, tumour sizes and different
breast sizes are considered for the representative cases selection.
Essentially, the dense glandular breast tissue, smaller tumour

size and smaller breast size are featured in case 1; the fatty
glandular breast tissue, medium tumour size andmedium breast
size are featured in case 2; then, the fatty breast tissue, large
tumour size and large breast size are featured in case 3.

Moreover, the comparison is performed between the results
obtained from the proposed method (SPOFCM) and the tra-
ditional methods FCM, FCM_S [21] and KFCM [22] are
shown in Fig. 6. However, the noise can largely affect the
FCM algorithm; thus, it shows poor performance especially
in cases 1 and 2. But, the FCM_S [21] and KFCM [22] ex-
hibited better segmentation performance compared to the

Fig. 9 continued.
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FCM algorithm, because the FCM has less ability to segment
the tumour and gland regions.

Further, with the FCM-S and K-FCM results, we inferred that
excessive segmentation of gland and fibre regions has occurred
and edge-detailed regions were blurred largely. But, when com-
pared with the results of proposed SPOFCM, it offered better
segmentation results on showing the tumour edge clearly as
much as possible. On the other hand, the background (i.e. fibre
glands) effects are highly reduced with the execution process of
SPOFCM algorithm; hence, ideal result is displayed.

Also, in case 3, the FCM algorithm provides worst perfor-
mance. But, not limited to the fact, noisy resulting images are
produced by the FCM_S and KFCM algorithm, which can be
viewed clearly from its results obtained. Further, incorrect indica-
tion occurs due to the generation of cavities within the tumour
through unnecessary segmentation, but this was not experienced
in the results of SPOFCM. This goodness is enjoyed in SPOFCM
because during its execution process it adopts a progressivemech-
anism; therefore, the noise in images has been filtered and the
tumour region was maintained. More significantly, the analysis
results are depicted in Table 2; thereby, the significant difference
between the evaluations metrics such as FAR, specificity and
accuracy is observed from the table. The FCM due to its poor
performance on tumour segmentation indicates higher FAR.

However, while using SPOFCM for processing three (three
cases) mammogram images, the increase in the evolution cycle
exhibited changes in the objective value function (shown in
Fig. 7). Also from Fig. 7, we observed that better segmentation
results are obtained gradually with the increase in evolutionary
generation. FCM objective function is employed as fitness func-
tion for the proposed crow search optimization algorithm. Figure 8
indicates the convergence graph of CSA against particle swarm

optimization (PSO) and genetic algorithm (GA). From the graph,
CSA-based proposed approach is able to find the best solutions in
less than 100 iterations. Furthermore, the CSA-based approach
gives good results but with litter different than PSO and GA.

Experimental Results for Single-Spectrum Images

To conduct the definite medical image test, the mammograms
were used. Test data were collected from ROI images for breast
tumour affected patients in the renowned MIAS database [34].
The tumour contours of such ROI images were pre-depicted by
doctors or experts and employed as the standard for calculating
accuracy. However, we selected the different tumour features
comprised representative images with four cases invoking back-
ground tissues, resolutions, shape features and different sizes for
ensuring the test impartiality. Figure 9 depicts the test results,
where it proves that when segmenting the single spectrum breast
tumour images, using SPOFCM approach indicated more perfor-
mance as nearer to the standards offered by clinician or experts
than compared to other traditional algorithms.

Then, according to the experts, standard quantitative assess-
ments were done for the segmentation results. Followed by this,
the evaluation metrics such as FAR, specificity and sensitivity
were computed and the SPOFCM performance was contrasted
with the performance of six prominent methods, namely, ET,
FCM, FCM_S [21], KFCM [22] and Chuang et al. [9]. Table 3
depicts the test results in which we observed that reduced FAR,
higher specificity and accuracy is achieved for SPOFCM com-
pared to other traditional algorithms. In otherwords, the SPOFCM
in segmenting the single spectrum medical images ensures more
ideal performance than the other conventional algorithms.

Table 3 Quantitative analysis for
four representative single-
spectrum images

ET FCM FCM_S KFCM Chuang et al. [9] SPOFCM

Case 1

Accuracy 58.33 68.08 71.16 78.14 75.62 80.07

Specificity 70.14 72.01 78.14 83.44 81.47 85.57

FAR 24.78 26.01 28.04 20.47 25.54 14.87

Case 2

Accuracy 72.25 75.15 80.44 81.02 78.68 84.28

Specificity 76.13 85.17 92.14 99.47 96.26 99.47

FAR 16.01 8.02 5.22 0.87 2.53 0.2

Case 3

Accuracy 48.35 54.44 56.17 52.51 53.87 58.38

Specificity 49.14 50.01 52.12 51.19 52.04 61.37

FAR 37.04 34.47 33.11 38.9 37.63 38.04

Case 4

Accuracy 68.35 78.44 80.17 82.51 81.46 84.32

Specificity 67.14 70.01 68.17 78.18 74.52 81.24

FAR 30.01 24.47 23.10 28.90 27.41 18.32

Italic representation indicates the better values
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Statistical Analysis on the Single and Multi-Spectral
Images

For analysis, on both single spectral and multi-spectral images,
the Wilcoxon signed rank test was employed. Thus, in both
clustering measures, the significant differences were observed
under suspicious region segmentations acquired on employing
various techniques at a 95% confidence level. Further, on single
andmulti-spectral image dataset, different methods were used on
clustering measures, and for whole suspicious region segmenta-
tion, the statistical results based on Wilcoxon signed rank test is
obtained (depicted in Table 4). From the result, it is possible to
prove that clustering measures have shown statistical significant
improvement with SPOFCM than those of the existing FCM_S
or FCM or ET or KFCM methods.

Computational Complexity

If an image is the size of U × V, the wavelet feature of input
medical image is extracted, which will bring a complexity
increase O(UV logUV). Likewise, applying CSA to the pro-
posed approach brings a complexity increase of O(NSP S P)
for clustering for each time, where NSP is the number of super-
pixels in an image, the S is the number of neighbouring and
similar super-pixels, and P is the population size.

Conclusion

Proper subject image segmentation from image backgrounds is
a hard step to be introduced in different computer-aided sys-
tems, medical analyses and in medical diagnoses. Fuzzy c-
means clustering methods are very well suited for segmenting
these regions. However, the segmentation result generated is
highly sensitive to noise due to the negligence of spatial infor-
mation. In this paper, super-pixel-based FCM clustering was
performed to withstand this issue; in which, it incorporates the
similar super-pixels and spatial neighbouring influences. Also,
a crow search algorithm is adopted for optimizing the influen-
tial degree; thereby, the segmentation performance is improved.
In clinical applications, the SPOFCM feasibility is verified
using the multi-spectral MRIs, mammograms and actual
single-spectrum on performing tumour segmentation tests for

SPOFCM.Ultimately, the competitive, renowned segmentation
techniques such as including k-means, entropy thresholding
(ET), FCM, FCM_S andKFCMare used to compare the results
of proposed SPOFCM. Experimental results on multi-spectral
MRIs and actual single-spectrum mammograms indicate that
the proposed algorithm can provide a better performance for
suspicious lesion or organ segmentation in computer-assisted
clinical applications. It should be noted that the accuracy of
medical diagnoses is not only enhanced using the results of this
work but can also be used to improve the study related to the
introduction of computer-aided diagnosis system, determina-
tion of malignant and benign tumour and lesion localization.
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